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Abstract— Much of estimation of human internal state
(goal, intentions, activities, preferences, etc.) is passive: an
algorithm observes human actions and updates its estimate
of human state. In this work, we embrace the fact that
robot actions affect what humans do, and leverage it to
improve state estimation. We enable robots to do active
information gathering, by planning actions that probe the
user in order to clarify their internal state. For instance, an
autonomous car will plan to nudge into a human driver’s
lane to test their driving style. Results in simulation and
in a user study suggest that active information gathering
significantly outperforms passive state estimation.

I. introduction

Imagine driving on the highway. Another driver is
in the lane next to you, and you need to switch lanes.
Some drivers are aggressive and they will never brake
to let you in. Others are more defensive and would
gladly make space for you. You don’t know what kind
of driver this is, so you decide to gently nudge in
towards the other lane to test their reaction. At an
intersection, you might nudge in to test if the other
driver is distracted and they might just let you go
through (Fig.1 bottom left). Our goal in this work is
to give robots the capability to plan such actions as
well.

In general, human behavior is affected by internal
states that a robot would not have direct access to:
intentions, goals, preferences, objectives, driving style,
etc. Work in robotics and perception has focused thus
far on estimating these internal states by providing
algorithms with observations of humans acting, be it
intent prediction [23], [13], [6], [3], [4], [16], Inverse
Reinforcement Learning [1], [12], [15], [22], [18], driver
style prediction [11], affective state prediction [10], or
activity recognition [20].

Human state estimation has also been studied in
the context of human-robot interaction tasks. Here, the
robot’s reward function depends (directly or indirectly)
on the human internal state, e.g., on whether the robot
is able to adapt to the human’s plan or preferences.
Work in assistive teleoperation or in human assistance
has cast this problem as a Partially Observable Markov
Decision Process, in which the robot does observe the
physical state of the world but not the human internal
state — that it has to estimate from human actions. Be-
cause POMDP solvers are not computationally efficient,
the solutions proposed thus far use the current estimate
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Fig. 1: We enable robots to generate actions that actively probe
humans in order to find out their internal state. We apply this to
autonomous driving. In this example, the robot car (yellow) decides
to inch forward in order to test whether the human driver (white)
is attentive. The robot expects drastically different reactions to this
action (bottom right shows attentive driver reaction in light orange,
and distracted driver reaction in dark orange). We conduct a user
study in which we let drivers pay attention or distract them with
cellphones in order to put this state estimation algorithm to the test.

of the internal state to plan (either using the most likely
estimate, or the entire current belief), and adjust this
estimate at every step [8], [7], [5]. Although efficient,
these approximations sacrifice an important aspect of
POMDPs: the ability to actively gather information.

Our key insight is that robots can leverage their
own actions to help estimation of human internal
state.

Rather than relying on passive observations, robots can
actually account for the fact that humans will react
to their actions: they can use this knowledge to select
actions that will trigger human reactions which in turn
will clarify the internal state.

We make two contributions:
An Algorithm for Active Information Gathering
over Human Internal State. We introduce an algo-
rithm for planning robot actions that have high ex-
pected information gain. Our algorithm uses a reward-
maximization model of how humans plan their actions
in response to those of the robot’s [19], and leverages
the fact that different human internal states will lead
to different human reactions to speed up estimation.
Fig.1 shows an example of the anticipated difference in
reaction between a distracted and an attentive driver.



Application to Driver Style Estimation. We apply
our algorithm to estimating a human driver’s style
during the interaction of an autonomous vehicle with a
human-driven vehicle. Results in simulation as well as
from a user study suggest that our algorithm’s ability
to leverage robot actions for estimation leads to signifi-
cantly higher accuracy in identifying the correct human
internal state. The autonomous car plans actions like
inching forward at an intersection (Fig.1), nudging into
another car’s lane, or braking slightly in front of a
human-driven car, all to estimate whether the human
driver is attentive.

Overall, we are excited to have taken a step towards
giving robots the ability to actively probe end-users
through their actions in order to better estimate their
goals, preferences, styles, and so on. Even though we
chose driving as our application domain in this pa-
per, our algorithm is general across different domains
and types of human internal state. We anticipate that
applying it in the context of human goal inference
during shared autonomy, for instance, will lead to the
robot purposefully committing to a particular goal in
order to trigger a reaction from the user, either positive
or negative, in order to clarify the desired goal. Of
course, further work is needed in order to evaluate
how acceptant end-users are of different kinds of such
probing actions.

II. Information Gathering Actions

We start with a general formulation of the problem of
a robot needing to maximize its reward by acting in an
environment where a human is also acting. The human
is choosing its actions in a manner that is responsive
to the robot’s actions, and also influenced by some
internal variables. While most methods that have ad-
dressed such problems have proposed approximations
based on passively estimating the internal variable and
exploiting that estimate, here we propose a method
for active information gathering that enables the robot
to purposefully take actions that probe the human.
Finally, we discuss our implementation in practice,
which trades off between exploration and exploitation.

A. General Formulation

We define a human-robot system in which the hu-
man’s actions depend on some human internal state ϕ
that the robot does not directly observe. In a driving
scenario, ϕ might correspond to driving style: aggressive
or timid, attentive or distracted. In collaborative manip-
ulation scenarios, ϕ might correspond to the human’s
current goal, or their preference about the task.

We let x ∈ X be a continuous physical state of
our system. For our running example of autonomous
cars, this includes position, velocity and heading of the
autonomous and human driven vehicles. Let ϕ ∈ Φ be
the hidden variable, e.g., human driver’s driving style.

We assume the robot observes the current physical state
xt, but not the human internal state ϕ.

The robot and human can apply continuous controls
uR and uH. The dynamics of the system evolves as
robot’s and human’s control inputs arrive at each step:

xt+1 = fH( fR(xt, ut
R), ut

H). (1)

Here, fR and fH represent how the actions of the robot
and of the human respectively affect the dynamics,
and can be applied synchronously or asynchronously.
We assume that while x changes via (1) based on the
human and robot actions, ϕ does not. For instance, we
assume that the human maintains their preferences or
driving style throughout the interaction.

The robot’s reward function in the task depends on
the current state, the robot’s action, as well as the
action that the human takes at that step in response,
rR(xt, ut

R, ut
H).

If the robot has access to the human’s policy
πH(x, uR, ϕ), maximizing robot reward can be modeled
as a POMDP [9] with states (x, ϕ), actions uR, and
reward rR. In this POMDP, the dynamics model can be
computed directly from (1) with ut

H = πH(xt, ut
R, ϕ).

The human’s actions can serve as observations of ϕ
via some P(uH|x, uR). In Sec. II-C we introduce a
model for both πH and P(uH|x, uR, ϕ) based on the
assumption that the human is maximizing their own
reward function.

If we were able to solve the POMDP, the robot would
estimate ϕ based on the human’s actions, and optimally
trade off between exploiting its current belief over ϕ,
and actively taking information gathering actions meant
to cause human reactions that give the robot a better
estimate of the hidden variable ϕ.

Because POMDPs cannot be solved tractably, several
approximations have been proposed for similar prob-
lem formulations [8], [11], [7]. These approximations
are passively estimating the human internal state, and
exploiting the belief to plan robot actions.1

In this work, we take the opposite approach: we focus
explicitly on active information gathering. We enable
the robot to decide to actively probe the person to get
a better estimate of ϕ. Our method can be leveraged
in conjunction with exploitation methods, or be used
alone when human state estimation is robot’s primary
objective.

B. Reduction to Information Gathering
At every step, the robot can update its belief over ϕ

via:
bt+1(ϕ) ∝ bt(ϕ) · P(uH|xt, uR, ϕ). (2)

To explicitly focus on taking actions to estimate ϕ,
we redefine the robot’s reward function to capture the

1One exception is Nikolaidis et al. [17], who propose to solve the
full POMDP, albeit for discrete and not continuous state and action
spaces.



information gain at every step:

rR(xt, uR, uH) = H(bt)− H(bt+1) (3)

with H(b) being the entropy over the belief:

H(b) = −
∑ϕ b(ϕ) log(b(ϕ))

∑ϕ b(ϕ)
. (4)

Optimizing expected reward now entails reasoning
about the effects that the robot actions will have on
what observations the robot will get, i.e., the actions
that the human will take in response, and how use-
ful these observations will be in shattering ambiguity
about ϕ.

C. Solution: Human Model & Model Predictive Control

We solve the information gathering planning prob-
lem via Model Predictive Control (MPC) [14]. At every
time step, we find the optimal actions of the robot u∗R
by maximizing the expected reward function over a
finite horizon.
Notation. Let x0 be the state at the current time
step, i.e., at the beginning of the horizon. uR =
(u0
R, . . . , uN−1

R ) be a finite sequence of the robot’s con-
tinuous actions, and uH = (u0

H, . . . , uN−1
H ) be a finite

sequence of human’s continuous actions. Further, let
RR(x0, uR, uH) denote the reward over the finite hori-
zon, if the agents started in x0 and executed uR and
uH, which can be computed via the dynamics in (1).
MPC Maximization Objective. At every time step, the
robot is computing the best actions for the horizon:

u∗R = arg max
uR

Eϕ

[
RR(x0, uR, u∗

ϕ

H (x0, uR))
]

(5)

where u∗
ϕ

H (x0, uR) corresponds to the actions the hu-
man would take from state x0 over the horizon of
N steps if the robot executed actions uR. Here, the
expectation is taken over the current belief over ϕ, b0.

Simplifying (5) using the definition of reward from
(3), we get:

u∗R = arg max
uR

Eϕ

[
H(b0)− H(bN)

]
, (6)

u∗R = arg max
uR

Eϕ

[
− H(bN)

]
, (7)

where the expectation remains with respect to b0.
Human Model. We assume that the human maxi-
mizes their own reward function at every step. We let
rϕ
H(xt, ut

R, ut
H) represent human’s reward function at

time t, which is parametrized by the human internal
state ϕ. Then, the sum of human rewards over horizon
N is:

Rϕ
H(x0, uR, uH) =

N−1

∑
t=0

rϕ
H(xt, ut

R, ut
H) (8)

Building on our previous work [19], which showed
how the robot can plan using such a reward func-
tion when there are no hidden variables, we compute
u∗

ϕ

H (x0, uR) through an approximation. We model the
human as having access to uR a priori, and compute
the finite horizon human actions that maximize the
human’s reward:

u∗
ϕ

H (x0, uR) = arg max
uH

Rϕ
H(x0, uR, uH) (9)

One can find rϕ
H through Inverse Reinforcement

Learning (IRL) [1], [12], [15], [22], by getting demon-
strations of human behavior associated with a direct
measurement of ϕ.

The robot can use this reward in the dynamics model
in order to compute human actions via (9). To update
the belief b and compute expected reward in (7), we
still need an observation model. We assume that ac-
tions with lower reward are exponentially less likely,
building on the principle of maximum entropy [22]:

P(uH|x, uR, ϕ) ∝ exp(ϕH(x, uR, uH)) (10)

Optimization Procedure. To solve (5) (or equivalently
(7)), we use a gradient descent optimization method,
L-BFGS, designed for unconstrained nonlinear prob-
lems [2]. Therefore, we would like to find the gradient
of the objective in equation (5) with respect to uR.
Since the objective is the expectation of RR, we can
reformulate this gradient as:

∂Eϕ

[
RR(x0, uR, u∗

ϕ

H (x0, uR))
]

∂uR

= ∑
ϕ

∂RR(x0, uR, u∗
ϕ

H (x0, uR))
∂uR

· b0(ϕ)

(11)

Then, we only need to find ∂RR
∂uR

, which is equivalent
to:

∂RR(x0, uR, u∗
ϕ

H (x0, uR))
∂uR

=

∂RR(x0, uR, uH)
∂uH

∂u∗
ϕ

H
∂uR

+
∂RR(x0, uR, uH)

∂uR
|uH=u∗

ϕ

H (x0,uR)
(12)

Because RR, as indicated by (7), simplifies to the
negative entropy of the updated belief, we can com-
pute both ∂RR(x0,uR ,uH)

∂uH
and ∂RR(x0,uR ,uH)

∂uR
|uH=u∗

ϕ

H (x0,uR)
symbolically.

This leaves ∂u∗
ϕ

H
∂uR

. We use the fact that the gradient of
RH will evaluate to zero at u∗

ϕ

H :

∂RH
∂uH

(x0, uR, u∗
ϕ

H (x0, uR)) = 0 (13)

Now, differentiating this expression with respect to uR
will result in:

∂2RH
∂u2
H

∂u∗
ϕ

H
∂uR

+
∂2RH

∂uH∂uR

∂uR
∂uR

= 0 (14)



Then, solving for ∂u∗
ϕ

H
∂uR

enables us to find the following
symbolic expression:

∂u∗
ϕ

H
∂uR

= [− ∂2RH
∂uH∂uR

][
∂2RH
∂u2
H

]−1. (15)

This expression allows finding a symbolic expression
for the gradient in equation (11).

D. Explore-Exploit Trade-Off
In practice, we use information gathering in conjunc-

tion with exploitation. We do not solely optimize the
reward from Sec. II-B, but optimize it in conjunction
with the robot’s actual reward function assuming the
current estimate of ϕ:

rR(xt, uR, uH) = H(bt)− H(bt+1) (16)

+ λ · rgoal(xt, uR, uH, bt)

At the very least, we do this as a measure of safety,
e.g., we want an autonomous car to keep avoiding colli-
sions even when it is actively probing a human driver to
test their reactions. We choose λ experimentally, though
existing techniques that can better adapt λ over time
[21].

Despite optimizing this trade-off, we do not claim
that our method as-is can better solve the general
POMDP formulation from Sec. II-A: only that it can
be used to get better estimates of human internal state.
The next sections test this in simulation and in practice,
in a user study, and future work will look at how
to leverage this ability to better solve human-robot
interaction problems.

III. Simulation Results

In this section, we show simulation results that use
the method from the previous section to estimate hu-
man driver type in the interaction between an au-
tonomous vehicle and a human-driven vehicle.

In this section, we consider three different au-
tonomous driving scenarios. In these scenarios, the
human is either distracted or attentive during different
driving experiments. The scenarios are shown in Fig.2,
where the yellow car is the autonomous vehicle, and
the white car is the human driven vehicle. Our goal is
to plan to actively estimate the human’s driving style in
each one of these scenarios, by using the robot’s actions.

A. Attentive vs. Distracted Human Driver Models
Our technique requires reward functions rϕ

H that
model the human behavior for a particular internal
state ϕ. We obtain a generic driver model via Con-
tinuous Inverse Optimal Control with Locally Opti-
mal Examples [12] from demonstrated trajectories in
a driving simulator in an environment with multiple
autonomous cars, which followed precomputed routes.

We parametrize the human reward function as a
linear combination of features, and learn weights on

the features. We use various features including features
for bounds on the control inputs, features that keep
the vehicles within the road boundaries and close to
the center of their lanes. Further, we use quadratic
functions of speed to capture reaching the goal, and
Gaussians around other vehicles on the road to enforce
collision avoidance as part of the feature set.

We then adjust the learned weights to model atten-
tive vs. distractive drivers. Specifically, we modify the
weights of the collision avoidance features, so the dis-
tracted human model has less weight for these features.
Therefore, the distracted driver is more likely to collide
with the other cars while the attentive driver has high
weights for the collision avoidance feature.

B. Manipulated Factors

We manipulate the reward function that the robot is
optimizing. In the passive condition, the robot opti-
mizes a simple reward function for collision avoidance
based on the current belief estimate. It then updates
this belief passively, by observing the outcomes of its
actions at every time step. In the active condition,
the robot trades off between this reward function and
the Information Gain from (3) in order to explore the
human’s driving style.

We also manipulate the human internal state to be
attentive or distracted. The human is simulated to
follow the ideal model of reward maximization for our
two rewards.

C. Driving Simulator

We use a simple point-mass model for the dynamics
of the vehicle, where x =

[
x y θ v

]> is the state
of the vehicle. Here, x and y are the coordinates of
the vehicle, θ is the heading, and v is the speed. Each
vehicle has two control inputs u =

[
u1 u2

]>, where
u1 is the steering input, and u2 is acceleration. Further,
we let α be a friction coefficient. Then, the dynamics of
each vehicle is formalized as:

[ẋ ẏ θ̇ v̇] = [v · cos(θ) v · sin(θ) v ·u1 u2− α · v].
(17)

D. Scenarios and Qualitative Results

Scenario 1: Nudging In to Explore on a Highway.
In this scenario, we show an autonomous vehicle ac-
tively exploring the human’s driving style in a high-
way driving setting. We contrast the two conditions
in Fig.2(a). In the passive condition, the autonomous
car drives on its own lane without interfering with
the human throughout the experiment, and updates
its belief based on passive observations gathered from
the human car. However, in the active condition, the
autonomous car actively probes the human by nudging into
her lane in order to infer her driving style. An attentive
human significantly slows down (timid driver) or speeds up
(aggressive driver) to avoid the vehicle, while a distracted
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Fig. 2: Our three scenarios, along with a comparison of robot plans for passive estimation (gray) vs active information gathering (orange). In
the active condition, the robot is purposefully nudging in or braking to test human driver attentiveness. The color of the autonomous car in
the initial state is yellow, but changes to either gray or orange in cases of passive and active information gathering respectively.

driver might not realize the autonomous actions and main-
tain their velocity, getting closer to the autonomous vehicle.
It is this difference in reactions that enables the robot
to better estimate ϕ.
Scenario 2: Braking to Explore on a Highway. In
the second scenario, we show the driving style can be
explored by the autonomous car probing the human
driver behind it. The two vehicles start in the same
lane as shown in Fig.2(b), where the autonomous car is
in the front. In the passive condition, the autonomous
car drives straight without exploring or enforcing any
interactions with the human driven vehicle. In the active
condition, the robot slows down to actively probe the human
and find out her driving style. An attentive human would
slow down and avoid collisions while a distracted human
will have a harder time to keep safe distance between the
two cars.
Scenario 3: Nudging In to Explore at an Intersec-
tion. In this scenario, we consider the two vehicles
at an intersection, where the autonomous car actively
tries to explore human’s driving style by nudging into
the intersection. The initial conditions of the vehicles
are shown in Fig.2(c). In the passive condition, the
autonomous car stays at its position without probing
the human, and only optimizes for collision avoidance.
This provides limited observations from the human
car resulting in a low confidence belief distribution.
In the active condition, the autonomous car nudges into
the intersection to probe the driving style of the human.
An attentive human would slow down to stay safe at the
intersection while a distracted human will not slow down.

E. Quantitative Results

Throughout the remainder of the paper, we use a
common color scheme to plot results for our exper-
imental conditions. We show this common scheme
in Fig.3: darker colors (black and red) correspond to

Active Robot

Passive Robot

Attentive Human Distracted Human

Real User (solid line)

Ideal User Model (dotted line)

Real User (solid line)

Ideal User Model (dotted line)

Real User (solid line)

Ideal User Model (dotted line)

Real User (solid line)

Ideal User Model (dotted line)

Fig. 3: Legends indicating active/passive robots, attentive/distracted
humans, and real user/ideal model used for Fig.4, Fig.??, Fig.5, and
Fig.6.

attentive humans, and lighter colors (gray and orange)
correspond to distracted humans. Further, the shades
of orange correspond to active information gathering,
while the shades of gray indicate passive information
gathering. We also use solid lines for real users, and
dotted lines for scenarios with an ideal user model
learned through inverse reinforcement learning. This
table is representative for the legends of Fig.4, Fig.??,
Fig.5, and Fig.6.

Fig.4 plots, using dotted lines, the beliefs over time
for the attentive (left) and distracted (right) condi-
tions, comparing in each the passive (dotted black
and gray respectively) with the active method (dotted
dark orange and light orange respectively). In every
situation, the active method achieves a more accurate
belief (higher values for attentive on the left, when
the true ϕ is attentive, and lower values on the right,
when the true ϕ is distracted). In fact, passive estima-
tion sometimes incorrectly classifies drivers as attentive
when they are distracted and vice-versa.

The same figure also shows (in solid lines) results
from our user study of what happens when the robot
no longer interacts with an ideal model. We discuss
these in the next section.

Fig.5 and Fig.6 plot the corresponding robot and



Fig. 4: The probability that the robot assigns to attentive as a function
of time, for the attentive (left) and distracted (right). Each plot
compares the active algorithm to passive estimation, showing that
active information gathering leads to more accurate state estimation,
in simulation and with real users.

human trajectories for each scenario. The important
takeaway from these figures is that there tends to be
a larger gap between attentive and distracted human
trajectories in the active condition (orange shades) than
in the passive condition (gray shades), especially in
scenarios 2 and 3. It is this difference that helps the
robot better estimate ϕ: the robot in the active condition
is purposefully choosing actions that will lead to large
differences in human reactions, in order to more easily
determine the human driving style.

IV. User Study

In the previous section, we explored planning for
an autonomous vehicle that actively probes a human’s
driving style, by braking or nudging in and expecting
to cause reactions from the human driver that would
be different depending on their style. We showed that
active exploration does significantly better at distin-
guishing between attentive and distracted drivers using
simulated (ideal) models of drivers. Here, we show
the results of a user study that evaluates this active
exploration for attentive and distracted human drivers.

A. Experimental Design
We use the same three scenarios discussed in the

previous section.
Manipulated Factors. We manipulated the same two
factors as in our simulation experiments: the reward
function that the robot is optimizing (whether it is
optimizing its reward through passive state estimation,
or whether it is trading off with active information
gathering), and the human internal state (whether the
user is attentive or distracted). We asked our users to
pay attention to the road and avoid collisions for the
attentive case, and asked our users to play a game on
a mobile phone during the distracted driving experi-
ments.
Dependent Measure. We measured the probability that
the robot assigned along the way to the human internal
state.
Hypothesis. The active condition will lead to more accu-
rate human internal state estimation, regardless of the true
human internal state.
Subject Allocation. We recruited 8 participants (2 fe-
male, 6 male) in the age range of 21-26 years old.
All participants owned a valid driver license and had
at least 2 years of driving experience. We ran the
experiments using a 2D driving simulator with the
steering input and acceleration input provided through
a steering wheel and a pedals as shown in Fig.1. We
used a within-subject experiment design with counter-
balanced ordering of the four conditions.

B. Analysis
We ran a factorial repeated-measures ANOVA on

the probability assigned to “attentive”, using reward
(active vs passive) and human internal state (attentive
vs distracted) as factors, and time and scenario as
covariates. As a manipulation check, attentive drivers
had significantly higher estimated probability of “at-
tentive” associated than distracted drivers (.66 vs .34,
F = 3080.3, p < .0001). More importantly, there
was a signifiant interaction effect between the factors
(F = 1444.8, p < .000). We ran a post-hoc analysis
with Tukey HSD corrections for multiple comparisons,
which showed all four conditions to be significantly
different from each other, all contrasts with p < .0001.
In particular, the active information gathering did end
up with higher probability mass on “attentive” than
the passive estimation for the attentive users, and lower
probability mass for the distracted user. This supports
our hypothesis that our method works, and active in-
formation gathering is better at identifying the correct
state.

Fig.4 compares passive (grays and blacks) and ac-
tive (light and dark oranges) across scenarios and for
attentive (left) and distracted (right) users. It plots
the probability of attentive over time, and the shaded
regions correspond to standard error. From the first
column, we can see that our algorithm in all cases
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Fig. 5: Robot trajectories for each scenario in the active information
gathering condition. The robot acts differently when the human
is attentive (dark orange) vs. when the human is distracted (light
orange) due to the trade-off with safety.

detects human’s attentiveness with much higher prob-
ably than the passive information gathering technique
shown in black. From the second column, we see that
our algorithm places significantly lower probability on
attentiveness, which is correct because those users were
distracted users. These are in line with the statistical
analysis, with active information gathering doing a
better job estimating the true human internal state.

Fig.5 plots the robot trajectories for the active in-
formation gathering setting. Similar to Fig.4, the solid
lines are the mean of robot trajectories and the shaded
regions show the standard error. We plot a representa-
tive dimension of the robot trajectory (like position or
speed) for attentive (dark orange) or distracted (light
orange) cases. The active robot probed the user, but
ended up taking different actions when the user was
attentive vs. distracted in order to maintain safety. For
example, in Scenario 1, the trajectories show the robot
is nudging into the human’s lane, but the robot decides
to move back to its own lane when the human drivers
are distracted (light orange) in order to stay safe. In
Scenario 2, the robot brakes in front of the human, but
it brakes less when the human is distracted. Finally, in
Scenario 3, the robot inches forward, but again it stops
when if the human is distracted, and even backs up to
make space for her.

Fig.6 plots the user trajectories for both active infor-
mation gathering (first row) and passive information
gathering (second row) conditions. We compare the
reactions of distracted (light shades) and attentive (dark
shades) users. There are large differences directly ob-
servable, with user reactions tending to indeed cluster
according to their internal state. These differences are
much smaller in the passive case (second row, where
distracted is light gray and attentive is black). For
example, in Scenario 1 and 2, the attentive users (dark
orange) keep a larger distance to the car that nudges
in front of them or brakes in front of them, while
the distracted drivers (light orange) tend to keep a
smaller distance. In Scenario 3, the attentive drivers
tend to slow down and do not cross the intersec-
tion, when the robot actively inches forward. None of
these behaviors can be detected clearly in the passive

information gathering case (second row). This is the
core advantage of active information gathering: the
actions are purposefully selected by the robot such that
users would behave drastically differently depending
on their internal state, clarifying to the robot what this
state actually is.

Overall, these results support our simulation find-
ings, that our algorithm performs better at estimating
the true human internal state by leveraging purposeful
information gathering actions.

V. discussion

Summary. In this paper, we formalized the problem of
active information gathering between robot and human
agents, where the robot plans to actively explore and
gather information about the human’s internal state
by leveraging the effects of its actions on the human
actions. The generated strategy for the robot actively
probes the human by taking actions that impact the
human’s action in such a way that they reveal her
internal state. The robot generates strategies for in-
teraction that we would normally need to hand-craft,
like inching forward at a 4-way stop. We evaluated
our method in simulation and through a user study
for various autonomous driving scenarios. Our results
suggest that robots are indeed able to construct a more
accurate belief over the human’s driving style with
active exploration than with passive estimation.
Limitations and Future Work. Our work is limited in
many ways. First, state estimation is not the end goal,
and finding how to trade off exploration and exploita-
tion is still a challenge. Second, our optimization is
close to real-time, but higher computational efficiency
is still needed. Further, our work relies on a model
(reward function) of the human for each ϕ, which
might be difficult to acquire, and might not be accurate.

Thus far, we have assumed a static ϕ, but in reality
ϕ might change over time (e.g. the human adapts her
preferences), or might even be influenced by the robot
(e.g. a defensive driver becomes more aggressive when
the robot probes her).

We also have not tested the users’ acceptance of
information gathering actions. Although these actions
are useful, people might not always react positively to
being probed.

Last but not least, exploring safely will be of crucial
importance.
Conclusion. We are encouraged by the fact that
robots can generate useful behavior for interaction
autonomously, and are excited to explore information-
gathering actions on human state further, including
beyond autonomous driving scenarios.
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