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PALEOCLIMATE

Greenland temperature response to
climate forcing during the
last deglaciation
Christo Buizert,1* Vasileios Gkinis,2,3 Jeffrey P. Severinghaus,4 Feng He,5

Benoit S. Lecavalier,6 Philippe Kindler,7 Markus Leuenberger,7 Anders E. Carlson,1

Bo Vinther,2 Valérie Masson-Delmotte,8 James W. C. White,3 Zhengyu Liu,5,9

Bette Otto-Bliesner,10 Edward J. Brook1

Greenland ice core water isotopic composition (d18O) provides detailed evidence for
abrupt climate changes but is by itself insufficient for quantitative reconstruction of
past temperatures and their spatial patterns. We investigate Greenland temperature
evolution during the last deglaciation using independent reconstructions from
three ice cores and simulations with a coupled ocean-atmosphere climate model.
Contrary to the traditional d18O interpretation, the Younger Dryas period was
4.5° T 2°C warmer than the Oldest Dryas, due to increased carbon dioxide forcing
and summer insolation. The magnitude of abrupt temperature changes is larger in
central Greenland (9° to 14°C) than in the northwest (5° to 9°C), fingerprinting a
North Atlantic origin. Simulated changes in temperature seasonality closely track
changes in the Atlantic overturning strength and support the hypothesis that
abrupt climate change is mostly a winter phenomenon.

T
he last deglaciation [~19 thousand to 11
thousand years before the present (ky B.P.)]
is the most recent example of natural glob-
al warming and large-scale climate re-
organization, providing an exceptional

opportunity to study the interaction between
different components of the climate system (1)
and climate sensitivity to changes in radiative
forcing (2). Much of the regional and global
climate variability of this period can be explained
as the superposition of two distinct modes (3, 4):
a global increase in surface temperature related
to increased radiative forcing (Fig. 1C) and an
interhemispheric redistribution of heat associ-
ated with variability in the Atlantic meridio-

nal overturning circulation (AMOC) strength
(Fig. 1D).
High-resolution records of Northern Hemi-

sphere (NH) high-latitude climate are provided
by Greenland ice core water isotopic composi-
tion (d18O and dD), a proxy for local conden-
sation temperature (Fig. 1A). Past water isotopic
variations reflect site temperature (Tsite) to first
order (5) but are also influenced by changes to
the atmospheric hydrological cycle, such as evap-
oration conditions (6, 7), moisture origin and
transport pathways (8, 9), and precipitation in-
termittency or seasonality (10). Assuming a linear
d18O-Tsite relationship suggests that Greenland
climate did not begin to warm until the Bølling
onset (14.7 ky B.P.), lagging much of the globe
and implying a negligible Greenland temper-
ature response to increasing atmospheric CO2

(11–14). Such delayed Arctic warming is hard to
reconcile with past sea levels and NH ice sheet
extent that indicate substantial ice loss before
the Bølling (15). This paradox is exemplified
by lower Greenland summit d18O levels during
the Younger Dryas period (YD, 12.8 to 11.7 ky
B.P.) than during the Oldest Dryas period (OD,
18 to 14.7 ky B.P.), despite the rise in boreal sum-
mer insolation (Fig. 1B) and a ~50 parts per mil-
lion increase in atmospheric CO2 (14, 16).
Accurate temperature reconstructions are

required to improve our understanding of the
mechanisms controlling Greenland climate dur-
ing the last deglaciation and to benchmark
transient climate simulations (17, 18). Here, we
circumvent the issues that confound water iso-
tope interpretation by using four independent
temperature reconstructions from three ice cores
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[North Greenland Eemian Ice Drilling (NEEM),
North Greenland Ice Core Project (NGRIP), and
Greenland Ice Sheet Project 2 (GISP2)] (Fig. 1, G
to I), which we combine with transient general
circulation model (GCM) simulations (4, 16, 17).
Our work provides a consistent picture of the
temporal, spatial, and seasonal trends in the
Greenland surface temperature response to
external (insolation) and internal (CO2, AMOC,
and ice topography) climate forcings during the
last deglaciation.
Our primary Tsite reconstructionmethod uses

gas-phase d15N-N2 data (Fig. 1F) and the inver-
sion of a dynamical firn densification model to
find the Tsite history that optimizes the fit to the
d15N data through an automated algorithm. The
method builds on earlier d15N work, in which
mostly the abrupt transitions were investigated
(5, 19–21). Our approach also allows investiga-
tion of Tsite evolution between abrupt transi-
tions and robustly quantifies the uncertainty
associated with the temperature reconstruc-
tion by exploring 216 combinations of densi-
fication physics and model parameters at each
site. Details on the method are given in figs. S1
to S7 (22). For the NGRIP core, a second recon-
struction method uses the temperature sen-
sitivity of water isotope diffusion in the firn
column (23). The isotope diffusion length is cal-
culated along the core from high-resolution d18O
data using spectral techniques. Tsite is estimated
from the diffusion length after accounting for
firn densification, solid ice diffusion, and thin-
ning due to ice flow. We perform a sensitivity
study with 2000 reconstructions in which val-
ues of four key diffusion model parameters are
altered. Both NGRIP reconstructions agree with-
in uncertainty, and we therefore average the re-
sults. We further use transient climate simulations
performed with the coupled ocean-atmosphere
Community Climate System Model version 3
(CCSM3), which have been shown to capture
correctly many aspects of deglacial climate his-
tory (4, 11, 16, 17). The CCSM3 model has an
equilibrium climate sensitivity of 2.3°C for a
doubling of CO2 (T31 grid), which is within the
range of estimates from the Intergovernmental
Panel on Climate Change (24).
First, we investigate the temperature differ-

ence between the YD and OD periods. Our re-
construction methods yield an ensemble of Tsite
reconstructions for each site, and we bin the re-
sults (Fig. 2A). For comparison, mean annual
surface air temperature (SAT) changes from
the GCM simulations are marked in black on
the horizontal axes. All four reconstructions
show that the YD period was warmer than the
OD, on average by 4.5° T 2°C (1 SD uncertainty).
This contrasts with summit d18O, which is more
strongly depleted during the YD than the OD
(12, 13). Our reconstruction is consistent with
increased CO2 and boreal summer insolation
during the YD relative to the OD (16), as well as
NH non–ice core proxy synthesis results (Fig.
1E) that also exhibit a positive YD-OD differ-
ence (11). CCSM3 reproduces our reconstructed
YD-OD warming well, simulating a 5.4°C YD-

OD difference averaged over the sites. Tran-
sient simulations with an Earth system model of
intermediate complexity also find a ~5°C YD-OD
temperature difference (18). Our reconstructions
are thus compatible with current understanding
of the role of CO2 forcing on climate. Additional
CCSM3 simulations in which the different cli-
matic forcings are isolated (4) suggest that the
YD-OD warming due to greenhouse gas forcing
is about three times as large as the warming
caused by increased insolation (fig. S9). The Tsite
reconstructions show a poleward enhancement
of the YD-OD signal, with warming being largest
at the NEEM site. This spatial pattern is also

captured in the CCSM3 model response (Fig.
2E). Whereas homogeneous Greenland warm-
ing is simulated in response to increased CO2

or insolation, changes in the Laurentide ice
sheet topography induce atmospheric circula-
tion changes that affect North Atlantic climate
and can explain the observed spatial gradient
(fig. S9).
Second, we investigate the abrupt climatic

events that are superimposed on the gradual
warming of the background climate; the mag-
nitudes of the abrupt warming/cooling (DT) at
the Bølling (14.7 ky B.P.), YD (12.8 ky B.P.), and
Holocene (11.6 ky B.P.) onset are shown in Fig. 2,
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Fig. 1. Paleoclimate
records and Green-
land temperature
reconstructions for
the last deglaciation.
(A) Greenland summit
ice core d18O from
GISP2 (blue) and GRIP
[gray, offset by –3 per
mil (‰) for clarity].
(B) The 21 June
insolation at 65°N.
(C) Atmospheric CO2

mixing ratios (14).
(D) Bermuda rise
(core OCE326-GGC5)
231Pa/230Th as a proxy
for AMOC strength
(green) (30) and GCM
AMOC strength (gray)
in sverdrups (1 Sv =
106 m3 s−1). (E) Surface
temperature stacks for
30°N to 60°NandNorth
Atlantic region (11).
(F) GISP2 (blue, offset
by +0.3‰ for clarity),
NGRIP (purple,
+0.15‰ offset) and
NEEM (green) model fit
to d15N data (black
dots). (G to I) Green-
land temperature
reconstructions with
T1 SD uncertainty
envelope for GISP2
(blue), NGRIP (purple),
NEEM (green), and
CCSM3 GCM output
(gray) (16, 17).
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B to D. At all sites, DT is larger at the Bølling
transition than at the Holocene transition. For
all three abrupt events, DT is smallest (5° to 9°C)
in northwest Greenland (NEEM) and largest
(9° to 14°C) in central Greenland (GISP2). This
spatial gradient, which is not reflected in d18O,
is also observed for several Dansgaard-Oeschger
events (19), suggesting that it is a robust fea-
ture of abrupt climate change over Greenland.
CCSM3 fails to reproduce the timing of the Hol-
ocene transition and underestimates the DTmag-
nitude of the Bølling and Holocene transitions by
~20% and the magnitude of the YD cooling by
~75%. Yet CCSM3 qualitatively captures the ob-
served spatial DT gradient. In the simulations,
AMOC invigoration at the Bølling onset is asso-
ciated with maximum SAT change in the North
Atlantic (Fig. 2F) due to increased northward
oceanic heat transport and an associated reduc-
tion in sea-ice cover (fig. S10). As a result, the
simulated SAT changes are largest for ice core
sites closest to the North Atlantic (i.e., GISP2)
and smallest in northwest Greenland.
In the simulations, AMOC variations are in-

duced by a freshwater forcing to the North At-
lantic, using a meltwater discharge scenario
designed to be broadly consistent with availa-
ble evidence of past sea level, ice sheet extent,
and meltwater routing (15). We recognize that
processes other than freshwater may have con-
tributed to, and perhaps even caused, the AMOC
and sea-ice variations of the deglaciation. Re-
gardless of its cause, AMOC invigoration will
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Fig. 2. Spatial patterns in Greenland temperature change. (A) Temperature difference
between YD and OD. (B) Magnitude of Bølling transition. (C) Cooling at YD onset. (D)
Holocene transition. Stated uncertainties give T2 SD; GCM results are marked in black,
orange, and blue for mean annual, JJA, and DJF, respectively. Published DT estimates
(arrows) are from (20, 31–33). NGRIP values in (A) and (C) are potentially affected by an
unexplained abrupt shift in the d15N data (section S1.6). Sensitivity studies suggest that if
this shift is due to a calibration error, the d15N-based YD-OD difference may be 2°C larger
and the YD cooling 2°C smaller in magnitude. (E and F) CCSM3 spatial SATpatterns for
YD-OD (E) and Bølling transition (F). Dye 3 and Renland/Scoresby Sund locations are
indicated with a white circle and diamond, respectively. NEEM, NGRIP, GISP2, and Dye3
are abbreviated as NM, NG, G2, and D3, respectively. Details on all evaluated time inter-
vals are given in table S1 (22).
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Fig. 3. Greenland
isotopes and temperature
seasonality. (A)
Simulated summer
(JJA), winter (DJF), and
meanannual temperatures
(gray) relative to the
present day at Scoresby
Sund (Fig. 2F), the site
studied by Denton et al.
(26). (B) CCSM3
temperature seasonality
JJA-DJF (gray) and
AMOC strength in
sverdrups (turquoise).
(C) d18O of four
Greenland ice cores
corrected for mean
oceanic d18O,
relative to present-day
d18O. (D) Effective
isotopic temperature
sensitivity for GIPS2 (blue
dots), NGRIP (purple),
and NEEM (green),
with present-day spatial
isotope sensitivity
(0.69‰ K−1)
and Rayleigh-type
distillation model
prediction (0.88‰ K−1)
(dashed lines).
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result in North Atlantic warming and a reduc-
tion in sea-ice cover, which in turn affects the
atmospheric circulation and Greenland SAT.
Atmosphere-only GCM experiments of North
Atlantic sea-ice removal under Last Glacial
Maximum (LGM) conditions show a DT pat-
tern qualitatively similar to that simulated by
CCSM3, suggesting that sea-ice variability by
itself may be sufficient to explain this pattern
(25). The northward reduction in DT magnitude
that we reconstruct over Greenland is thus likely
a fingerprint of the North Atlantic origin of
abrupt climate change, irrespective of the precise
roles played by freshwater forcing and AMOC
variations.
Our Tsite reconstructions provide annual mean

temperatures, and to investigate seasonal tem-
perature changes we turn to the CCSM3 simula-
tions. SimulatedGreenland temperature seasonality
is strongly linked to AMOC strength and mean
climate state, with large (small) seasonality dur-
ing periods of weak (strong) overturning (Fig. 3B).
Most of the seasonality signal is due to winter
[December to February (DJF)] SAT,which changes
more than summer [June to August (JJA)] SAT
(Fig. 3A). The dominance of winter SAT is most
clearlymanifested during abrupt transitions, where
simulatedDJFDT (marked blue in Fig. 2, B to D)
is much larger than JJA DT (orange). This con-
trasts with the (primarily CO2-forced) YD-OD
warming, for which DJF and JJA warming are
nearly identical (within 10% of the mean annual
change). Our simulations thus support the hy-
pothesis that abrupt climate change is mostly a
winter phenomenon (25–28). In the simulations,
reduced AMOC strength and attendant heat
transport (such as during the YD andOD) results
in an extensive North Atlantic winter sea-ice
cover (fig. S10). This extended sea ice, in turn,
insulates the atmosphere from the moderating
influence of the large oceanic heat capacity,
resulting in extremely low winter SAT and in-
creased temperature seasonality over Green-
land. Because ablation of land-based ice occurs
primarily during summer months, summer SAT
is the main control on continental ice volume
(26). If AMOC variability mainly affects winter
SAT, as suggested by the CCSM3 simulations, it
has only a limited effect onmargin positions and
ice volume, which may in part explain the pau-
city of YDmoraines found across Greenland (29)
and the continued sea-level rise across the OD
and YD intervals (15). Our temperature reconstruc-
tions, as well as the strong AMOC-seasonality link
we simulate, can inform efforts to understand and
model Greenland ice sheet evolution during the
deglaciation.
The independent reconstructions can be used

to investigate nontemperature influences on d18O.
To this end, we calculate the effective isotope
sensitivity aeff = Dd18Ocorr /DT, with Dd18Ocorr

the change in d18O (corrected for mean ocean
d18O) associated with temperature change DT
(Fig. 3D). As in other studies (5, 19, 20), we find
that aeff varies both between sites and in time,
showing the limitations of the d18O paleo-
thermometer. On average, aeff at NEEM is closest

to sensitivity values obtained from the present-
day spatial d18O-Tsite relationship and Rayleigh-
type distillation models (7). Going southward,
aeff decreases, reflecting an increasing net effect
of nontemperature influences on d18O. This me-
ridional gradient in d18O bias is further demon-
strated by the Dye3 core in south Greenland (Fig.
3C), where the YD-OD d18O anomaly is most pro-
nounced. GCM simulations suggest that changes
in precipitation seasonality most strongly affect
South Greenland, in general agreement with the
meridional aeff gradient that we observe (fig.
S11B). Moisture tracking in the CCM3 atmospheric
GCM (8), furthermore, suggests an increased
relative contribution of (strongly distilled) Pacific
vapor during the LGM,which ismost pronounced
at NEEM (fig. S11A) and consistent with the
observed stronger glacial d18O depletion at NEEM.
The apparently stable and high aeff values at
NEEM may be caused by compensating d18O
biases and do not necessarily imply a more
faithful d18O paleothermometer. Our Tsite re-
constructions can be used in conjunction with
GCM isotope modeling to unravel the ice core
water isotopic signals (d18O, deuterium excess,
and 17O excess), potentially providing constraints
on atmospheric circulation changes during the
last deglaciation.
In summary, our independent temperature

reconstructions reveal the magnitude and spa-
tial structure of deglacial Greenland temper-
ature changes, for which d18O by itself does not
provide reliable, quantitative information. Our
work demonstrates the role of CO2 in forcing
Greenland climate during the last deglaciation,
shows a spatial pattern of the abrupt deglacial
transitions that fingerprints a North Atlantic
origin, and identifies an important connection
between AMOC strength and temperature sea-
sonality. These results provide a valuable target
to benchmark transient climate model simu-
lations, can help refine estimates of past cli-
mate sensitivity, and can provide realistic climate
forcing for Greenland ice sheet models during
the last deglaciation.
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