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The IceCube Neutrino Observatory has established the existence of a high-energy all-sky neutrino
flux of astrophysical origin. This discovery was made using events interacting within a fiducial region
of the detector surrounded by an active veto and with reconstructed energy above 60TeV, commonly
known as the high-energy starting event sample, or HESE. We revisit the analysis of the HESE
sample with an additional 4.5 years of data, newer glacial ice models, and improved systematics
treatment. This paper describes the sample in detail, reports on the latest astrophysical neutrino flux
measurements, and presents a source search for astrophysical neutrinos. We give the compatibility of
these observations with specific isotropic flux models proposed in the literature as well as generic
power-law-like scenarios. Assuming νe : νµ : ντ = 1 : 1 : 1, and an equal flux of neutrinos and
antineutrinos, we find that the astrophysical neutrino spectrum is compatible with an unbroken
power law, with a preferred spectral index of 2.87+0.20

−0.19 for the 68.3 % confidence interval.
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I. INTRODUCTION

During the last few decades, observations of low-energy
extraterrestrial neutrinos have pushed forward our un-
derstanding of astrophysical environments and elucidated
properties of neutrinos. This is because neutrinos only
interact via the weak force, allowing them to escape dense
astrophysical environments where they are produced and
travel long distances unperturbed to us. These proper-
ties have enabled measurements of MeV neutrinos from
the Sun, the closest detected extraterrestrial neutrino
source, improving our understanding of the Sun’s inner
workings [1, 2], and have been pivotal in resolving the
neutrino flavor-changing puzzle [3]. Similarly, the obser-
vation of neutrinos from supernova 1987A [4, 5], approxi-
mately 168,000 light-years away in the Large Magellanic
Cloud, has provided invaluable information for supernova
physics [6], characterization of neutrino properties [7–10],
and fundamental physics [11, 12].

Enabled by these unique neutrino properties, the study
of high-energy extraterrestrial neutrinos is revealing many
new opportunities for discovery. Before reaching Earth,
these neutrinos have likely travelled distances that far
exceed the those traversed by neutrinos observed in 1987.
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They are expected to be produced in high-energy hadronic
processes in our Universe either directly from decaying
hadrons or from decaying charged leptons produced in the
hadronic interactions [13]. Regions of charged-particle ac-
celeration are prime candidates for high-energy neutrino
sources. The observation of EeV cosmic rays indicates
that objects of large size or high magnetic field strength
are accelerating charged particles to high energies, nar-
rowing the search for neutrino sources to a subclass of
objects [14, 15]. The diffuse cosmic ray, gamma ray, and
neutrino fluxes show similar energy content despite their
disparate energy regimes, as recent data demonstrates
(Fig. I.1). Despite this information and a wealth of cosmic-
ray observations, the sources of ultra-high-energy cosmic
rays are an unresolved mystery [16]. Thus, much like
solar neutrinos, which can escape their birthplace, high
energy astrophysical neutrinos are an indispensable probe
for cosmic-ray sources, providing insight into the long-
standing problem of the origin of cosmic-rays, as they can
escape dense environments and reach us unperturbed. By
studying their flux and energy spectrum, constraints can
be placed on the acceleration environments that produce
these neutrinos.
High-energy astrophysical neutrinos are also power-

ful probes of new physics [17]. This is in large part
because neutrinos are charged under flavor [13, 18, 19],
unlike other cosmic messengers. New nontrivial flavor
interactions can arise from a breaking of space-time sym-
metries [20, 21], secret neutrino interactions with the
cosmic-neutrino background [22–25], flavored dark-matter
neutrino interactions [26–28], or other nonstandard inter-
actions [29]. Beyond flavor, the very long distances tra-
versed by high-energy astrophysical neutrinos can be used
for accurate time-of-flight [30] and neutrino-flux spectral
distortion [31] measurements. High-energy astrophysical
neutrinos can probe very heavy decaying and annihilating
dark matter, whose other Standard Model products will
not reach Earth [32]. Finally, these neutrinos can also
probe the high-energy neutrino-nucleon cross section [33–
38]. Such a measurement is of interest due to the possibil-
ity of observing gluon screening [39], which could reduce
the cross section at the highest energies [40–42], or of un-
covering new physics phenomena, e.g., low-scale quantum
gravity [43], leptoquarks [44–50], sphalerons [51, 52], and
micro black hole production [53, 54]; see [55] for a recent
review.
The IceCube Neutrino Observatory has firmly estab-

lished the existence of high-energy astrophysical neu-
trinos. Northern sky measurements of through-going
muon tracks [56, 57], all-sky measurements using events
with interaction vertices contained in the detector fidu-
cial volume [58–61] such as high-energy starting events
(HESE), and additional studies extending to lower ener-
gies with contained cascades [62, 63] have all contributed
to the characterization of the astrophysical neutrino flux.
Archival and real-time directional searches have found
an excess with respect to background from a starburst
galaxy [64] and evidence of neutrino emission associated
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FIG. I.1. High-energy fluxes of gamma rays, neutrinos,
and cosmic rays. The segmented power-law neutrino flux,
described in Section VIA 5, obtained in the analysis described
in this paper, is shown with red circles. The single power-law
assumption, described in Section VIA1, is shown with the
light red region. The high-energy gamma-ray measurements
by Fermi [73] are shown in orange, while the extremely-high-
energy cosmic-ray measurements by the Pierre Auger Obser-
vatory [74] are shown as purple data points. The comparable
energy content of these three fluxes is of particular interest in
the investigation of cosmic-ray origin.

with a blazar [65, 66]. However, the energy spectrum,
directional distribution, and composition of this neutrino
flux are still too poorly constrained to differentiate be-
tween many astrophysical scenarios. This work focuses
on measuring the astrophysical neutrino spectrum us-
ing events with their interaction vertex contained inside
a fiducial volume; see [67] for additional details. The
astrophysical flux measurement assumes that the flux
is isotropic and equal in composition between all neu-
trino species, whose end result is shown in Fig. I.1. We
also present a directional search for neutrino sources in
Appendix H. Other work with this sample includes the
measurement of the neutrino flavor composition [68], the
search for additional neutrino interactions [69, 70] and
dark matter in the galactic core [71], and the measurement
of the neutrino cross section [72].

This paper is organized as follows. In the first sec-
tions, II, III, IV, and V the detector is described, the event
selection is defined, and relevant backgrounds, system-
atics, and statistical methodology are discussed. In Sec-
tion VI, the results of this work concerning the isotropic
astrophysical flux are presented. Each of the results sub-
sections begins with a brief summary in italics, followed
by detailed discussions. Finally, Section VII summarizes
the main conclusions of this work.
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II. DETECTOR AND EVENT SELECTION

IceCube is a gigaton-scale Cherenkov detector embed-
ded in the Antarctic ice [75] at the geographical South
Pole [76]. The detector consists of photomultiplier tubes
(PMTs) and digitization electronics contained within glass
pressure housings. Each of these units is referred to as
a digital optical module, or “DOM” [77]. DOMs are
mounted onto 86 vertical cables forming “strings”. Of
these strings, 78 are arranged in a hexagonal grid with
∼ 125 m spacing, where DOMs are spaced ∼ 17 m apart
vertically. The remaining eight strings comprise the Deep-
Core sub-array, which has DOMs arranged with smaller
vertical and horizontal spacing within a hexagonal cell
of the main array and has PMTs with higher quantum
efficiency [78]. The DOMs record discretized charge and
timing information if a PMT readout voltage correspond-
ing to at least 0.25 photo-electrons (PE) is observed. The
discretized information is referred to as “hits,” where each
hit has a recorded charge and time.

IceCube detects neutrinos by observing the Cherenkov
light emitted by relativistic charged particles that are pro-
duced by neutrino interactions in the ice or bedrock below
the detector. Neutrino neutral-current (NC) interactions
initiate a hadronic shower that appears as a “cascade”-like
morphology in the detector and produces an outgoing
neutrino that is not observable. Here, “cascade”-like refers
to a highly localized energy deposition and roughly spher-
ical light emission. Charged-current (CC) interactions
produce a hadronic shower at the site of the neutrino
interaction and an outgoing charged lepton. When the
CC interaction is triggered by an electron neutrino (νe),
an electron (e) is produced, and its subsequent inter-
action starts an electromagnetic shower. This type of
event is observable as a cascade-like morphology, and is
indistinguishable from a NC interaction. In the case the
incident particle is a muon neutrino (νµ), a muon (µ) is
produced in the interaction, which will generally traverse
several kilometers and exit the kilometer-scale detection
volume while depositing energy stochastically [79]. Ice-
Cube observes this muon as a “track”-like morphology,
where “track”-like refers roughly to a long and narrow
trail of energy depositions and light emission pointed in
the same direction. Finally, tau neutrino (ντ ) charged-
current interactions produce a hadronic shower and tau
(τ) which has a mean decay length of ∼ 50 m/PeV. When
the initial interaction and subsequent decay of the tau
can be distinguished from each other such events are clas-
sified as “double cascades” [80, 81]. The morphologies
induced by a tau neutrino interaction are often trackless.
About ∼ 17 % [82] of the time the tau decays to ντµν̄µ
producing an observable track. By distinguishing between
cascades, tracks, and double cascades, IceCube is sensitive
to the neutrino flux’s flavor composition. Astrophysical
neutrinos are expected to arrive in roughly equal amounts
of the three neutrino flavors [21, 83–87], be distributed
isotropically across the sky [13], and dominate the ob-
served neutrino flux above ∼ 100 TeV [57]. At energies
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FIG. II.1. HESE veto. Diagram of the IceCube detector
indicating veto DOMs. Top panel: an overhead view of the
IceCube detector. Positions of strings with only veto DOMs
are shown in red, while those with at least one non-veto DOM
are shown in blue. Bottom panel: a side view of the IceCube
detector strings and DOMs. Veto DOMs are indicated with
red circles and non-veto DOMs with blue circles. Strings in
front of or behind the region without veto DOMs are semi-
transparent.

above ∼ 100 TeV, IceCube has obtained results consistent
with expectations [88–92].

The high-energy starting-event (HESE) sample aims
to isolate astrophysical neutrinos by reducing the back-
ground of not only atmospheric muons but also atmo-
spheric neutrinos. In order to do so, the outer parts of
the detector are used as a veto layer, aiming to select only
events with a contained interaction vertex, here referred
to as “starting events”. The fiducial volume excludes ap-
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FIG. II.2. Veto charge vs. total charge. The color scale
shows the event density with respect to the veto charge, prior
to the veto cuts and charge cuts, where darker color represents
higher event density and lighter represents lower event den-
sity. The vertical axis is the total charge, in photo-electrons,
deposited in the detector, while the horizontal axis is the
veto charge as defined in Section II. The horizontal axis is
plotted in linear scale from 0 − 3 PE and in log scale from
3 PE upwards. The high-charge population of low-veto-charge
events (between 0 and 3 PE) can be clearly seen against the
background of higher-veto-charge events.

proximately the topmost 90 m of the detector, 90 m from
the outer layer of DOMs on the detector sides, the bot-
tommost 10 m of DOMs, and a 60 m thick horizontal layer
directly below the region of ice with the largest dust con-
centration. The veto then consists of the DOMs excluded
from the fiducial volume. Fig. II.1 shows a schematic of
the veto.
We first define the approximate trigger time (t0) and

vertex position (~x0). The event trigger time is defined
as when the integrated charge deposition in the detec-
tor reaches 250 PE, excluding the DOMs in DeepCore,
and considering only charges with hard-local-coincidence
(HLC) triggers [76, 77, 93]. On each DOM, at least one
“hit” is recorded if the module detects a voltage corre-
sponding to at least 0.25 PE. HLC triggered hits are
DOM hits that are in coincidence (±1 µs) with another
hit on any of the two to four nearest or next-nearest
neighbor DOMs on the same string. Choosing only HLC
triggered hits reduces the noise, and excluding DeepCore
makes the detector response more uniform. To further
limit the contribution of random noise to the threshold,
only a three-microsecond time window is considered when
computing the event start time. This time window en-
compasses the time a high-energy muon takes to traverse
the detector. The event’s interaction vertex is approx-
imated by the charge-averaged position of the event’s
first 250 PE from HLC hits. To reduce the background of
muons entering from outside the detector, we select only
events with three PEs or less from veto hits and with veto
hits on fewer than three DOMs. A veto hit with time t1

and position ~x1 is defined as an HLC triggered hit that
meets the conditions summarized in Table II.1. As the
first condition, the hit must be on a DOM within the veto
region. Hits are required to arrive before t0 + 50 ns to
select only hits from light originating outside the fiducial
volume; this cut is sufficient as the minimum distance
from the fiducial volume to a veto DOM is 17 m. The
time of veto hits is required to be within 3 µs of the trigger
time to reduce the contribution of noise. Finally, to select
only hits that may be related to the event vertex, veto
hits are required to be on DOMs within 3 µs · c (∼ 899 m)
of the event vertex position. The 3 PE veto cut removes
atmospheric events that are likely to deposit charge in
the veto region but is not efficient at removing lower en-
ergy atmospheric events. The distribution of data events
with respect to veto charge and total charge is shown in
Fig. II.2. Atmospheric muon events comprise the bulk
of the distribution above a veto charge of 3 PE, whereas,
below this threshold, the distribution is dominated by a
population of neutrinos at a higher total charge. In the
Northern sky, both atmospheric and astrophysical neutri-
nos can contribute significantly to this low-veto-charge
population. However, in the Southern sky, atmospheric
neutrinos are accompanied by muons from the same air-
shower, whereas astrophysical neutrinos are not. Thus,
in the Southern sky, we expect astrophysical neutrinos to
be the dominant component in this population.
The veto allows astrophysical neutrino events in the

Southern sky to be separated from the vast majority of
atmospheric muons and from a proportion of atmospheric
neutrinos in a manner that provides some advantages
with respect to non-veto methods [63, 94]. The physical
separation of the veto and non-veto regions allows us to
separately characterize the veto’s response to incoming at-
mospheric muons independently of the non-veto portions
of the detector. This characterization is a key ingredient to
calculations of the event selection response to atmospheric
neutrino events with accompanying muons, which subverts
the need for expensive air-shower simulations. Improved
background rejection can also be achieved through other
methods [63], but without the same physical separation.
The clear separation of the detector into fiducial volume
and veto region allows for a specific type of background
estimation. A data-driven estimate of the atmospheric
muon background is obtained using the outermost layer
to identify muons, and performing the event selection
in a reduced volume. This method is described in more
detail in Section IV. The event selection effective area is
also approximately isotropic for astrophysical neutrinos
(without accounting for absorption in the Earth), but the
background has a highly zenith-dependent acceptance.
To minimize the number of atmospheric events in the

selection, we select only events with at least 6000 PE de-
posited in the detector. This cut was determined using
a testing sample, equivalent to 10 % of two years of de-
tector operation, by requiring that no identified muons
pass the charge cut. This charge cut keeps only events
guaranteed to be high energy, removing events with down-
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Veto-hit conditions

1) Hit on DOM within veto region
2) t1 ≤ t0 + 50 ns
3) t1 ≥ t0 − 3 µs
4) |~x0 − ~x1| ≤ 3 µs · c

TABLE II.1. Summary of the veto-hit definition. This
table contains the criteria a hit must satisfy to be considered
a veto hit, where t0 is the approximate trigger time and ~x0 is
the approximate vertex position. If the veto hits constitute
more than three photo-electrons or are distributed over more
than two DOMs, the event is rejected from the sample.

ward fluctuations in muon energy losses or overall light
yield. A charge cut is preferred over an energy cut, as it
is more closely related to the observed event light yield
and thus is a more robust estimator of expected veto
charge. For the analyses in Section VI, a reconstructed
deposited energy cut is placed at 60 TeV to reduce muon
contamination further and limit the impact of normaliza-
tion uncertainties and unknown shape uncertainties for
this background component. As shown in Section IV, the
muon component does not significantly contribute to the
sample above 60 TeV.

Table II.2 summarizes the event selection criteria; these
are limited to cuts on the total charge, veto charge, and
veto hit multiplicity. The combination of these cuts and
the definition of the approximate event interaction vertex
fully specifies the event selection. In this work, the selec-
tion is applied to approximately seven and a half years
of data, corresponding to a detector livetime of approxi-
mately 2635 days once offline periods are accounted for.
Table II.3 summarizes the number of observed events that
pass these criteria from the chosen data taking period. A
total of 102 events were observed in this time. Of these
events, 60 have deposited energies above 60 TeV: 41 cas-
cades, 17 tracks, and 2 double cascades. Even though
the event selection has not changed with respect to pre-
viously reported results [58–61] the event properties and
the selected events themselves have changed due to a
re-calibration of the single photo-electron (SPE) charge
distributions of each digitizer in the detector. This re-
calibration is described in more detail in Section D. The
net effect of this re-calibration is a ∼ 4 % decrease in av-
erage charge, resulting in some events dropping below the
total charge cut, which was not changed correspondingly.
Seven events were removed because their total charge is
now less than 6000 PE, with event numbers: 5, 6, 42, 53,
63, 69, and 73. Of these, three – one cascade and two
tracks – have deposited energy above 60 TeV where the
astrophysical component measurements are performed.
An additional track event, event 61, was also removed as
it now fails the veto criterion: the time to accumulate
250 PE increased, changing the vertex position, and al-
lowing more hits to meet the veto hit criteria. Finally, a
ninth event, event 62, is not included in the sample due
to a loss of low-level data required for the re-calibration.

Parameter Value

Event start time charge threshold 250 PE
Maximum veto charge 3.0 PE
Maximum DOMs with veto hits 2
Minimum total charge 6000 PE
Trigger time window 3 µs

TABLE II.2. Summary of the HESE cuts and defini-
tions. Table contains the cuts and thresholds of the HESE
sample. PE stands for photo-electron.

Of the two double cascades above 60 TeV, one has a
high probability of originating from a ντ interaction [68],
while for the other event, the ντ origin is simply favored
with respect to a νe or νµ origin. Below 60 TeV the flavor
content of the three morphologies shifts; in particular, the
identification of tau neutrinos is no longer robust. In this
lower energy region, we classify 41 cascades, 10 tracks, and
2 double cascades. Unlike the events examined in [68], the
two double cascade events below 60 TeV are in a region of
reconstructed parameter space with higher contamination
from other neutrino flavors and larger background uncer-
tainties. These events are likely neutrinos as indicated
by their up-going direction, and have a similar likelihood
of astrophysical or atmospheric origin as their flavor is
unknown and energy is lower. Although higher muon con-
tamination is expected below 60 TeV, such events appear
in a limited range of reconstructed directions.

Category E < 60 TeV E > 60 TeV Total

Total Events 42 60 102

Up 19 21 40
Down 23 39 62

Cascade 30 41 71
Track 10 17 27
Double Cascade 2 2 4

TABLE II.3. Observed events by category. The left-most
column indicates the event category, which may correspond to
a particular choice of morphology or direction. The right-most
column shows the total number of data events observed in a
given category. Intermediate columns split events into those
with less than or greater than 60 TeV reconstructed deposited
energy.

III. RECONSTRUCTION AND SIMULATION

Reconstruction of the neutrino events involves deter-
mining the interaction vertex, the incident direction, and
the energy depositions – positions and magnitudes – in
the detector. The interaction vertex determined as dis-
cussed in Section II is used only in the event selection,
while the more sophisticated reconstructions described
in this section introduce the interaction vertex as a free
parameter. We separately consider hypotheses formed
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according to the three morphologies: track, cascade, and
double cascade. For each of these hypotheses, we deter-
mine the expected light arrival time distribution on a
selected subset of DOMs and maximize the likelihood of
these light distributions given the data with respect to
the direction, vertex, and energy depositions, as described
in sections 6 and 8.2 of [95].
To incorporate information about neutrino flavor, we

assign each event a reconstructed morphology according
to the classification algorithm described in [68, 96]. This
method should produce a majority sample of tau neu-
trinos in the double cascade category above 60 TeV and
discriminates well between muon neutrino CC and other
events. However, there remain contributions from all
flavors in all three morphological categories, which are
outlined in Table III.1. Despite the non-negligible rate of
misidentification, the asymmetry in the contributions can
be used to constrain the flavor composition of the neu-
trino events. A more detailed analysis of the astrophysical
neutrino flavor content is presented in [68].

Morphology Cascade Track Double Cascade

Total 72.7 % 23.4 % 3.9 %

Morphology Cascade Track Double Cascade

νe 56.7 % 9.8 % 21.1 %
νµ 15.7 % 72.8 % 14.2 %
ντ 27.6 % 10.5 % 64.7 %

νe CC 51.9 % 8.8 % 18.2 %
νµ CC 8.7 % 71.6 % 10.9 %
ντ CC 23.6 % 9.8 % 62.9 %

ν CC 84.3 % 90.2 % 92.0 %
ν NC 14.8 % 2.6 % 6.9 %
ν GR 0.9 % 0.3 % 1.2 %

µ 0.0 % 6.9 % 0.0 %

TABLE III.1. Expected events by category for best-fit
parameters above 60TeV. Each column specifies the mor-
phology of reconstructed events. Each row specifies a particle
type, interaction type, or combination thereof. The top table
provides the percentage of events expected in each morphology
with respect to the total number of events. The bottom table
provides the percentage of events in each category for a partic-
ular morphology, where percentages are computed with respect
to the total number of expected events of the specified mor-
phology. Here, CC stands for deep inelastic charged-current
scattering, NC for its neutral-current counterpart, and GR for
Glashow resonance. The percentages have been rounded to
one decimal point.

The magnitude of energy depositions can be recon-
structed to ∼ 10 % accuracy if they are contained within
the detector [95] and barring systematic uncertainties of
the ice. In this sample, the median deposited energy reso-
lution is∼ 7.9 %, ∼ 11 %, and∼ 7.8 % for cascades, tracks,
and double cascades, respectively. Fig. III.1 shows the
median resolution of the reconstructed electromagnetic-
equivalent deposited energy as a function of the simulated

true electromagnetic-equivalent deposited energy within
the detector for the three reconstructed morphologies.
Some reconstruction uncertainty stems from hadronic cas-
cades, which have more variability in Cherenkov light
yield than their electromagnetic counterpart [95]. The de-
posited energy is correlated with the neutrino energy, and
so can be used to constrain the neutrino energy spectrum.
However, for some interactions, the outgoing neutrino can
take away a large fraction of the initial energy, reducing
the deposited energy. The left panel of Fig. III.2 shows
this behavior. The deposited energy is peaked close to the
neutrino energy, and the reconstructed distributions have
long tails. To visualize this effect more clearly, Fig. III.3
shows the distribution of reconstructed deposited energy
for slices in true neutrino energy, where the selection
truncates the tail of the distribution for lower neutrino
energies. If we use the deposited energy as a proxy for
the neutrino energy, then we obtain a median neutrino
energy resolution of ∼ 11 %, ∼ 30 %, and ∼ 18 % for
reconstructed cascades, tracks, and double cascades re-
spectively. We can compare these to the resolutions of
the deposited energy to see the impact of other effects.
Cascades have additional uncertainty that stems from the
neutrino interactions’ kinematics and from differences in
light yield for electromagnetic and hadronic showers as
IceCube is unable to differentiate between these types of
showers. Tracks also suffer from the same kinematics is-
sues but lack complete information in νµ CC events where
the resulting muon exits the detector. Finally, double
cascades have more uncertainty than cascades because of
the additional degrees of freedom in the reconstruction
hypothesis associated with the production and decay of a
tau.

The angular reconstruction is more straightforward by
comparison, as the average angle between the primary
neutrino and secondary particles of the interaction is
smaller than 0.25° above 10 TeV. This separation is neg-
ligible compared to reconstruction uncertainties and is
even smaller at the energy scale we are concerned with.
Cascades, tracks, and, double cascades in this sample have
a median zenith resolution of ∼ 6.3°, ∼ 1.5°, and ∼ 5.0°
respectively. The analysis of the astrophysical flux in Sec-
tion VI does not use the azimuthal directional information.
Azimuthal resolution of the different event categories is
worse than the zenith resolution by 0.3 − 0.6° because
the inter-DOM spacing is smaller along the vertical axis
than the horizontal. The track angular resolution in this
sample is worse than the resolution in νµ dominated sam-
ples [94] due to the non-negligible contamination from νe
and ντ given in Table III.1, the shorter length of tracks
that start within the detector, and the presence of an
initial hadronic cascade for νµ CC events. The angular
resolution of cascades is limited by the large separation
between the DOMs, the limited number of unscattered
photons that are detected, and our modelling of photon
propagation in ice [75, 76]. Tracks and double cascades
have better angular resolution than cascades because of
their longer path length. The right panel of Fig. III.2
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FIG. III.1. Deposited energy resolution. Each line shows
the median energy resolution plotted as a function of the true
deposited energy in the detector for a reconstructed morphol-
ogy. The error bars indicate the statistical uncertainty in the
calculation of the median. At these energies the uncertainty
of the cascade deposited energy is affected by the spatial ex-
tension of the showers not modelled by the reconstruction,
whereas the uncertainty in track deposited energy is dominated
by the stochasticity of the losses.

summarizes the angular resolution, showing the distribu-
tion of reconstructed zenith angles as a function of the
true neutrino zenith angle. The large smearing in this
matrix arises from the cascades that dominate the data
sample.
The reconstruction method used in this analysis has

been changed compared to previous iterations [58–61]
to enable better treatment of reconstruction uncertain-
ties, which improves the accuracy of the analysis. Pre-
viously, progressively narrower brute-force scans of the
neutrino direction were used for data. We now use a
minimizer to determine the best-fit neutrino direction
of data events, with a significant computational speed
improvement. Additionally, the morphology determina-
tion is now performed algorithmically, whereas previous
analyses performed morphology identification by hand.
Although these changes may worsen the reconstruction’s
accuracy for individual events, they also enable us to run
the reconstruction and classification on simulation events.
By using the same algorithmic procedure for simulated
events, we now account for reconstruction and classifica-
tion uncertainties on an event-by-event basis, as opposed
to using average uncertainties. Finally, the third mor-
phological category (double cascades) was added to the
previous two category classification scheme, which adds
additional flavor information to the fit.
The distribution of events in the sample after recon-

struction is shown in Fig. III.4. The deficit of up-going
high-energy events is due to the absorption of neutrinos
in the Earth. For atmospheric neutrinos, a similar deficit
is expected for down-going high-energy events due to re-
jection by the veto. However, such a deficit is not present

for data in the down-going region. These properties of
the data are further investigated in later sections.

IV. DETERMINATION OF ATMOSPHERIC
NEUTRINO AND MUON BACKGROUNDS

The backgrounds in measuring the astrophysical neu-
trino flux are atmospheric neutrinos and muons. At-
mospheric neutrinos are predominantly produced by the
decay of pions and kaons, which we shall call the “conven-
tional” component. Above 1 TeV, the conventional neu-
trino spectrum is softer than the incident cosmic-ray spec-
trum by one unit in the spectral index due to the interac-
tions of these mesons in the atmosphere. This flux is also
peaked at the horizon, cos θz = 0, because of a larger path
length through the atmosphere [97–100]. A sub-leading
– yet unobserved – contribution due to charmed hadron
decays is expected to be important above ∼ 100 TeV [101].
Since the charmed hadrons decay promptly and do not
interact in the atmosphere at the energies relevant for
this analysis, we call this the “prompt” component. Thus,
at these energies, the prompt component has a spectral
index close to the incident cosmic-ray spectrum and is
constant with respect to the cosine of the zenith angle.
The angular and energy distribution of the initial at-

mospheric neutrino flux is modified after propagation
through the Earth since it is not transparent to neutrinos
at these energies. This effect is accounted for with a dedi-
cated Monte Carlo, similar to the one described in [102].
The simulation uses the isoscalar neutrino cross sections
given in [103] for the neutrino-nucleon interactions and
the Earth density model described in [104]. Neutrino-
electron scattering can be safely neglected except for
resonant W -boson production [105], which is included.
Uncertainties on the Earth opacity [103, 106, 107] and
the neutrino cross section [107, 108] are ignored as they
should be sub-leading in this energy range. In order to
account for uncertainties in the cosmic-ray flux [109] and
hadronic interactions [110] the atmospheric neutrino flux
is parameterized as

φatmν =Φprompt

(
φπν +RK/πφ

K
ν

)(
Eν
Ec0

)−∆γCR

+ Φconvφ
p
ν

(
Eν
Ep0

)−∆γCR

,

(IV.1)

where φπν , φKν , and φpν are the conventional pion, kaon,
and prompt atmospheric neutrino fluxes at a neutrino
energy Eν respectively as given in the Honda et al. and
BERSS flux calculations [99, 101] 1. The parameters

1 The baseline conventional component here uses the parameter-
ization of the Honda et al. 2006 flux [99] given in [111], which
at the highest energies uses the analytic parameterization of the
neutrino flux in [97]. This does not account for the contribution
of Ks [112], which is ∼ 10% at 100TeV and well-within our
uncertainties.
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FIG. III.2. Distribution of expected reconstruction quantities as a function of true parameters. Transfer matrices,
evaluated using simulation weighted to the single power-law best-fit parameters, are shown for all morphologies combined. The
probability of a reconstructed deposited energy for a given neutrino energy (left) and the probability of a reconstructed cosine of
the zenith angle for a particular cosine of the neutrino zenith angle (right) are shown. The matrices are column normalized. The
asymmetry of the energy transfer matrix (left) is due to energy conservation, preventing large over fluctuations in reconstructed
energy, and the wide range of visible energies possible for NC events which can lose large fractions of energy to the outgoing
neutrino.
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Φconv and Φprompt are normalizations for the conventional
and prompt neutrino fluxes, respectively. The value of
RK/π modifies the relative kaon and pion contributions,
where RK/π = 1 corresponds to the baseline contributions.
The ∆γCR parameter allows for the hardening or soften-
ing of the atmospheric neutrino components to account
for uncertainties in the cosmic-ray flux slope. Although
not shown in (IV.1), the relative contribution of atmo-
spheric neutrinos and antineutrinos is also allowed to vary.
An additional parameter, 2ν/ (ν + ν̄)atmo, is introduced
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FIG. III.4. HESE events observed in 7.5years. His-
togram of the observed events as a function of their inferred
deposited energy and cosine of the reconstructed zenith angle.
The dashed line indicates the low-energy threshold of 60 TeV.

where 2ν/ (ν + ν̄)atmo = 1 corresponds to the baseline
contributions, 2ν/ (ν + ν̄)atmo = 0 is zero neutrinos, and
2ν/ (ν + ν̄)atmo = 2 is zero antineutrinos. These param-
eters are incorporated as analysis nuisance parameters
with priors as summarized in Table IV.1. The roles these
nuisance parameters play in the simulation weighting are
presented in Appendix Section E. Priors are selected ei-
ther to be Gaussian or uniform distributions if otherwise
unspecified. This analysis refrains from using prior infor-
mation from other IceCube neutrino studies in order to
provide independent results. The width of the Gaussian
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prior for the conventional flux normalization is motivated
by studies of the total uncertainty due to cosmic-ray and
high-energy hadronic processes [110]. A width of 0.05 is
chosen for the cosmic-ray slope parameter prior in order to
accommodate values measured at intermediate [113] and
high [114–116] energies. Uncertainties in the correction
to the ratio of atmospheric neutrinos-to-anti-neutrinos
(2ν/ (ν + ν̄)atmo) and the correction to the relative kaon
and pion yields in air showers (RK/π) were estimated by
comparing the expectation of different atmospheric neu-
trino calculations and picking a width that encompasses
their predictions [117, 118]. The prior on the atmospheric
muon rate is chosen to be Gaussian with a 50 % standard
deviation; this encompasses the statistical uncertainty
of the muon background measurement. Uncertainties
in the detector efficiency parameters have been found by
studying dedicated calibration source data and low-energy
muons [76]. These systematic parameters are described
in more detail in Section VA. Finally, the parameters
Ec0 = 2020 GeV and Ep0 = 7887 GeV are pivot energies
for the conventional and prompt components where the
differential flux is fixed with respect to ∆γCR.
As noted in [119], muons produced in the same air-

shower may trigger the detector veto in coincidence with
the neutrino interaction. To account for this, when weight-
ing the neutrino-only simulation, each atmospheric neu-
trino flux component, i, is multiplied by the veto passing
fraction, Pi,αpassing, which depends on the neutrino flavor α.
The passing fraction depends on the neutrino energy, the
cosine of the zenith angle, and the incident depth in the
detector. In previous analyses, the passing fractions were
calculated using an extension of the method described
in [119] and bounded at 10 %; details of the method are
provided in [58]. Cosmic-ray simulations remain a com-
putationally prohibitive way of accounting for the effects
of accompanying muons, so we still rely on calculations of
the average passing rate. In this analysis, a new calcula-
tion given in [120] is used that allows for cosmic-ray and
hadronic models to be changed easily. More importantly,
for this analysis, any parameterization of the detector veto
response to muons can be used in the calculation instead
of just an energy threshold. This capability allows us
to model the detector response to atmospheric neutrinos
more accurately. Figure IV.1 shows the probability that
a muon will pass the veto as a function of the true muon
incident energy for different detector depths.

We calculate the atmospheric neutrino passing fractions
for each component and flavor, using the muon passing
fractions in Fig. IV.1 as input and the νeto code pro-
vided in [120]. This calculation is performed assuming
the Hillas-Gaisser H3a [121–123] model for the incident
cosmic-ray spectra and SIBYLL2.3c [124] for the hadronic
interactions in the air shower. Using passing fractions
derived from alternative cosmic-ray and hadronic inter-
action models has sub-leading effects in determining the
astrophysical flux [120]. These effects were studied by
repeating the analysis for different passing fractions that
arise from a given combination of cosmic-ray spectrum
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FIG. IV.1. Muon veto passing fraction. Each line shows
the fraction of muons of given energy at the detector edge,
Eµ, that pass without triggering the veto when entering the
detector at a particular depth. Three depths are shown: 1500,
1950, and 2300 meters from the surface, with lines of darkening
color as the depth increases. The veto efficiency increases with
the muon energy. Differences at various depths are due to the
changing ice properties and varying acceptance as a function
of depth due to the veto region’s asymmetric structure. At
the top of the detector, the veto region is larger, so it is more
efficient at rejecting muons. Additionally, the horizontal veto
layer just above the dust region provides more rejection power
for muons intersecting with it. Finally, the expected angular
distribution of incident muons is dominated by vertical events
which are more easily rejected by the upper veto region. Above
∼ 10 TeV, limited simulation samples are available to assess
the response, and above ∼ 100 TeV the function is entirely
extrapolated. At all depths the sum of a sigmoid function and
a Gaussian distribution is fit to the results of muon simulation.

and hadronic model for various spectra and models avail-
able in the literature. The inclusion of these effects, in
addition to other discrete ice choices, mentioned later in
Section VA, increases the reported uncertainty of the
astrophysical parameters by at most 20 % with respect
to errors computed without these effects. For this reason,
these effects are not included in the analysis or reflected
in the reported errors of any model parameters. Fig-
ure IV.2 shows the passing fractions for the conventional
and prompt neutrino components. The left, center, and
right panels correspond to cos θz values of 0.1, 0.3, and
0.9, respectively; the solid lines correspond to muon neu-
trinos and the dashed lines to electron neutrinos. The
passing fractions become smaller as one approaches ver-
tical directions, as seen in the progression from left to
right. Vertical muons have the highest probability of
reaching the detector because the overburden they pass
through is the smallest. Though not shown in this figure,
the conventional passing fractions differ from neutrinos
to anti-neutrinos [120]; the appropriate passing fractions
are used in this analysis. Figures IV.3 and IV.4 show
the distributions of conventional and prompt neutrinos,
respectively, after this correction is applied. This reduc-
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Parameter Prior (constraint) Range Description

Astrophysical neutrino flux:
Φastro - [0,∞) Normalization scale
γastro - (−∞,∞) Spectral index

Atmospheric neutrino flux:
Φconv 1.0± 0.4 [0,∞) Conventional normalization scale
Φprompt - [0,∞) Prompt normalization scale
RK/π 1.0± 0.1 [0,∞) Kaon-Pion ratio correction
2ν/ (ν + ν̄)atmo 1.0± 0.1 [0, 2] Neutrino-anti-neutrino ratio correction

Cosmic-ray flux:
∆γCR 0.0± 0.05 (−∞,∞) Cosmic-ray spectral index modification
Φµ 1.0± 0.5 [0,∞) Muon normalization scale

Detector:
εDOM 0.99± 0.1 [0.80, 1.25] Absolute energy scale
εhead-on 0.0± 0.5 [−3.82, 2.18] DOM angular response
as 1.0± 0.2 [0.0, 2.0] Ice anisotropy scale

TABLE IV.1. Analysis model parameters for the single power-law astrophysical model. Prior probabilities and
constraints for analysis parameters used in Bayesian and frequentist analyses respectively are shown above. These priors and
constraints on the parameters are either uniform or Gaussian. The mean and standard deviation are given for Gaussian priors
and constraints, while uniform priors and constraint-free parameters are denoted with a -. Bounds are given for all parameters.

tion in atmospheric background accounts for much of the
sensitivity of this analysis to the astrophysical neutrino
flux, as the observed down-going atmospheric fluxes in
IceCube would otherwise be comparable in magnitude
and remain similar in their angular distribution. This is
best seen when comparing the atmospheric fluxes before
and after the veto to the measured astrophysical flux.
Figure IV.5 shows the veto suppression effect for straight
down-going atmospheric neutrinos.

Finally, there is also the possibility of single muons that
trigger the event selection without a neutrino interaction
in the detector and still pass the veto. The shape of the
atmospheric muon and neutrino fluxes are closely related
to each other, and bounded by the cosmic-ray flux so
that they must be steeply falling. The energy losses of
muons in the atmosphere and ice further soften the muon
spectrum from that of cosmic rays. Although there is
uncertainty in the shape of the muon spectrum, the yield
of muons from cosmic-ray air showers has more signifi-
cant modeling uncertainties that stem from uncertainties
in the hadronic interaction cross sections [125] and the
cosmic-ray composition [126]. As we lack the capability
to parameterize both the uncertainty in shape and nor-
malization from first principles, we turn to data-driven
techniques to constrain the size of this background. Un-
fortunately, the available data-driven techniques do not
provide us with enough events to determine the muon
background’s shape. For this reason, we take a pragmatic
approach to treat the muon component. A dedicated
muon simulation, called MUONGUN [127], provides a rea-
sonable estimate for the shape of a steeply falling muon
spectrum but neglects shape uncertainties. The input

spectrum of atmospheric muons is modeled by a param-
eterization of muons from air showers simulated with
the CORSIKA [128] package assuming the Hillas-Gaisser
H4a [121] cosmic-ray flux model and SIBYLL 2.1 [129]
hadronic model. The normalization is then constrained
using a procedure that tags background muons in data.
A second veto layer inside the original outer veto layer
is introduced to construct the data based prior. Events
that trigger the outer veto layer, but do not trigger this
second inner veto layer, are tagged as muons that pass
the inner veto. The muon normalization from simulation
is re-scaled from NMUONGUN to 2.1 · Nµ

tagged to match the
number of tagged muons while accounting for the relative
size of the fiducial volumes. Thus, the baseline expected
muon flux is given by

d3Φ

dEµdθz,µdDµ
=

d3ΦGaisserH4a

dEµdθz,µdDµ
(Eµ, θz,µ, Dµ)

·
2.1 ·Nµ

tagged

NMUONGUN
,

(IV.2)

where ΦGaisserH4a is the aforementioned parameterization;
and Eµ, θz,µ, and Dµ are the muon energy, zenith, and
depth at injection, respectively. Table IV.2 lists the num-
ber of tagged muons observed per year; in total, 17 muons
were observed. The expected distribution of passing at-
mospheric muon events is shown in Fig. IV.6 as a function
of the deposited energy and reconstructed cosine of the
zenith angle.
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FIG. IV.2. Conventional and prompt atmospheric component passing fraction. The top row of plots shows the
atmospheric neutrino passing fraction as a function of the neutrino energy for a flux of neutrinos originating from pions and
kaons, assuming the Hillas-Gaisser H3a [121–123] cosmic-ray model and SIBYLL 2.3c [124] hadronic interaction model. While
the bottom row of plots shows the atmospheric neutrino passing fraction for a flux of neutrinos originating from charmed
hadrons under the same assumptions. Solid lines correspond to muon neutrinos and dashed lines to electron neutrinos. The
different colors, from darkest to lightest, are for three different detector depths: 1350, 1950, and 2550 meters below the surface.
The left, center, and right panel correspond to cosine of the zenith angles 0.1, 0.3, and 0.9 respectively (or zenith angles of 84.3°,
72.5°, and 25.8°).

V. SYSTEMATIC UNCERTAINTIES AND
STATISTICAL TREATMENT

A. Detector systematic uncertainties

The primary detector systematic uncertainties can be
organized as arising from either incomplete knowledge of
the ice properties or detector response. The ice properties
can, in turn, be separated into global ice effects – such as
anisotropy, scattering length, and absorption of photons
in the bulk ice – and local ice properties, i.e. effects
of the re-frozen ice surrounding the DOMs previously
melted during deployment [130]. Additional air bubbles
introduced in the drilling process and concentrated in the
center of the hole during re-freezing increase the scattering
of light, particularly in the vertical direction [76].
Uncertainties in the optical module light acceptance

and local ice effects are modeled with three parameters:
DOM efficiency (εDOM), head-on efficiency (εhead-on), and
lateral efficiency (εlateral). The first parameter is an

overall change in the efficiency of all the DOMs in the
detector, with respect to the individual baseline of each
DOM. The latter two parameters are part of a parame-
terization of the efficiency’s angular dependence, which
depends most strongly on local effects [76, 131, 132]. The
εhead-on parameter modifies the photon efficiency in the
vertical direction, while the εlateral parameter modifies
the lateral direction efficiency. Of these three parame-
ters, only εDOM and εhead-on have a significant effect on the
observable distributions in this analysis, and so εlateral
is fixed to a nominal value obtained from calibration
data in the simulation used for this analysis. Dedicated
simulations are run for different values of relative εDOM to
incorporate uncertainties that stem from these parameters
into the analysis. From these simulations interpolating
b-splines are constructed with PHOTOSPLINE [133, 134] to
describe the ratio between expected event distributions.
It is apparent from these observable distributions that
εDOM primarily changes the overall normalization of the
event rates. This systematic correction is applied multi-
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FIG. IV.3. Expected distribution of atmospheric neu-
trinos produced by pions and kaons in the sample. Dis-
tribution of neutrinos that pass the veto as a function of the
deposited energy and the cosine of the zenith angle assuming
nominal values for the nuisance parameters. The dashed line
at 60 TeV marks the low energy cut of the analysis. Suppres-
sion in the down-going region is due to the veto. Suppression
in the up-going region is due to absorption of neutrinos in the
Earth.
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FIG. IV.4. Expected distribution of atmospheric neu-
trinos produced by charmed hadrons in the sample.
Displays the same information as Fig. IV.3 but for the BERSS
flux calculation for neutrinos from charmed hadrons [101].

plicatively to the expectation of the sample. The result of
applying this correction is shown in Appendix Fig. C.1.
A similar procedure is performed to include the effect

of changing the head-on efficiency. Again, a dedicated
simulation is run for several values of εhead-on to compute
the systematic correction. This correction is also applied
multiplicatively to the expectation resulting in the dis-
tributions in Appendix Fig. C.2, where this parameter
is varied within one standard deviation. The εhead-on pa-
rameter primarily modifies the relative rate of observed
up-going and down-going events.

The global properties of the ice are taken into account
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FIG. IV.5. All-sky average astrophysical neutrino flux
and atmospheric neutrino fluxes in the vertical direc-
tion compared at cos θz = 1 before and after the veto.
The atmospheric neutrino fluxes considered in this analysis
are shown as dashed lines. The solid lines show the product
of the atmospheric flux with the passing fraction averaged
over depth at a zenith angle of 0°. The frequentist segmented
power-law fit of the astrophysical flux assumes isotropy, as
described in Section VIA 5 is shown in black. This comparison
demonstrates the effect of the veto in the down-going region,
where it is strongest. The atmospheric flux suppression be-
comes weaker towards the horizon and is not present in the
up-going region. The dashed lines labeled “before-veto” are
equivalent to the up-going atmospheric fluxes, with or without
the veto, neglecting Earth absorption effects.

in different ways for different effects. The scattering and
absorption of photons in the ice is azimuthally anisotropic
because of the ice flow [75]. This azimuthal anisotropy
is modelled as the effect is described in [135]2. For the
double cascade morphology, changes to the scattering and
absorption lengths can alter the event’s apparent length.
Therefore, this effect can bias the double cascade length
reconstruction if the orientation of the anisotropy axis
and the strength of the anisotropy are not well modelled.
Calibration measurements well constrain the anisotropy
axis, however, the strength of this effect is more uncertain.
Uncertainties of this effect are incorporated by parame-
terizing the length reconstruction bias with an analytic
function; see [68] for details. The effect of this bias on the
distribution of event observables is then parameterized
with splines in the same way as the previously mentioned
ice and detector systematics. The result of applying this
change in anisotropy to this sample is shown in Appendix
Fig. C.3. Other observables used in this analysis are not
strongly affected by this systematic uncertainty, so the
effect on the energy and zenith observables is neglected.

2 Newer modeling of the anisotropy through the birefringent prop-
erties of ice [136, 137] will supersede this in the future and are
expected to produce some changes to the reconstructed event
directions.
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FIG. IV.6. Expected distribution of atmospheric muons
in the sample. Distribution of muons that pass the veto as
calculated with MUONGUN as a function of the deposited energy
and the cosine of the zenith angle. The normalization is set
to match the data driven sub-detector study. The dashed line
at 60 TeV marks the low energy cut of the analysis.

Season Nµ
tagged

2010 2
2011 1
2012 1
2013 1
2014 2
2015 6
2016 2
2017 2

Total 17

TABLE IV.2. Number of tagged muons per season. The
table above shows the number of tagged muons used to con-
struct the muon normalization prior. The first season, 2010,
used a partial IceCube configuration with 79 strings, while
the rest of the seasons took data with the full configuration of
86 strings. The larger number of tagged muons in the 2015
season is consistent with a statistical fluctuation. The last
season, 2017, represents only a partial year of data taking in
this paper as the 2017 data processing was not yet completed
at the time of this analysis.

The bulk ice scattering and absorption uncertainties
are sub-leading, and their impact is evaluated by repeat-
ing the analysis with three different ice variants. The
three ice variants used are a 10 % increase in overall light
scattering, a 10 % increase in overall light absorption,
and a simultaneous 7.5 % reduction of both absorption
and scattering. We found that the inclusion of the ef-
fects of bulk ice scattering, bulk ice absorption, and the
discrete atmospheric flux choices previously mentioned
in Section IV increases the reported uncertainty of the
astrophysical parameters by at most 20 % with respect
to errors computed without these effects. For this reason,
these effects are not included in the analysis and are not
reflected in the reported errors of any model parameters.

B. Statistical treatment

The model parameters described in this section fall into
two categories: parameters of interest (~θ) and nuisance
parameters (~η). The former depend on the analysis, and
the latter include parameters that modify the system-
atic effects discussed in Section VA, as well as physics
parameters not being examined. The physics model pa-
rameters of interest often refer solely to the astrophysical
model parameters and are discussed in greater detail in
Section VI. In the case of a single power-law astrophysi-
cal flux hypothesis, these are the astrophysical neutrino
flux normalization (Φastro) and the spectral index of the
power-law flux (γastro). Different parameters of interest
are given for other generic astrophysical models in Sec-
tion VIA and source-specific models in Section VIC. In
the case of searches for new physics, more terms are in-
corporated into the model parameters; e.g. for the dark
matter decay search: the dark matter mass and its life-
time. In all cases, the systematic treatment of the relevant
uncertainties described in Section VA applies.
Results are presented using both frequentist and

Bayesian statistical methodologies in this work and asso-
ciated analyses [72, 138, 139]. These two methodologies
provide distinct information [79]. In the frequentist frame-
work, we report the parameters that most likely explain
the data. We also report intervals in parameter space
constructed such that they contain the true value of the
parameter some fraction of the time for repeated experi-
ments. These constructions free us from dependence on
priors, but do not make probabilistic statements about
the model parameters; see [140–144] for further discussion
on confidence intervals. On the other hand, the Bayesian
framework makes statements about the model by invok-
ing Bayes’ theorem, at the cost of dependence on prior
choice. In this framework, we report the most probable
model parameters given the observed data and the pre-
ferred parameter space regions. Frequentist and Bayesian
methods can both be applied and provide complementary
information about the model and the data [145, 146].

Here both of these approaches make use of the likelihood
function, which reflects the plausibility of model parame-
ters given observed data and is defined as L(~θ, ~η|data) =

p(data|~θ, ~η), where p(data|~θ, ~η) is the probability of the
data given the model parameters. External knowledge
of the model parameters is also included with the term
Π(~θ, ~η), which is the constraint (prior) on the parameters
in the frequentist (Bayesian) interpretation. Details of
Π(~θ, ~η) are given in Table IV.1.
Frequentist results are presented with the best-fit pa-

rameters and their errors using the profile likelihood tech-
nique. Dropping the explicit notational dependence on
data, the profile likelihood function is defined as

L̃profile(~θ) = max
~η
L(~θ, ~η) ·Π(~θ, ~η), (V.1)

where the negative log of the function is minimized in
place of maximizing the function. This minimization is
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performed over continuous nuisance parameters using the
L-BFGS-B algorithm [147]. In the frequentist statistical
treatment, the constraint Π(~θ, ~η) is the likelihood of the
model parameters given external data. For some parame-
ters, no external data is available, and so the constraint
Π(~θ, ~η) is constant with respect to those parameters. Max-
imizing L̃profile over all parameters defines the best-fit
point ~̂θ. Frequentist results are then presented assum-
ing Wilks’ theorem [148], with the appropriate degrees
of freedom; see [149] for a recent summary of the condi-
tions under which this theorem holds. Although analyses
presented with the asymptotic approximation described
in [148] violate some conditions of Wilks’ theorem, the
introduction of many nuisance parameters helps to al-
leviate differences between the real and approximated
test-statistic distributions as demonstrated in [149]. As
a result, this asymptotic approximation is sufficient for
presentation here. The required model parameter test-
statistic (TS) is defined as

TS(~θ) = −2 log

(
L̃profile(~θ)
L̃profile(~̂θ)

)
. (V.2)

The product of L(~θ, ~η) and Π(~θ, ~η) can be normalized
to form a probability distribution of the model parame-
ters known as the posterior distribution. The posterior
distribution encodes model parameter information after
being updated by the observed data [150], and is used to
present many of the Bayesian results of this work. This
probabilistic interpretation allows one to determine the
regions of parameter space with the largest probability of
containing the parameter [151]. Integrating the posterior
over the nuisance parameters, we obtain the marginal
posterior

P(~θ) =

∫
d~η L(~θ, ~η)Π(~θ, ~η)∫
d~θd~η L(~θ, ~η)Π(~θ, ~η)

. (V.3)

Practically, this is achieved using a Markov Chain Monte
Carlo (MCMC) based on the emcee package [152] to
sample the posterior distribution, and examining the dis-
tribution of samples in ~θ [150].

In the case that the model parameter posterior is con-
fined to a compact region, we report the highest-posterior-
density (HPD) credible region of that parameter and its
maximum a posteriori (MAP) estimation. However, there
are some cases where credible regions are ill-defined, or
a natural choice of prior is not immediately apparent.
In these scenarios we report our results using the Bayes
factor as a function of the model parameter [153, 154], i.e.
the ratio of the evidence between the alternative physics
model and the null hypothesis,

B10 =

∫
d~θ′d~η′ L1(~θ

′, ~η′) ·Π1(~θ
′, ~η′)∫

d~θd~η L0(~θ, ~η) ·Π0(~θ, ~η)
, (V.4)

where the evidence is the average value of the likelihood
function with respect to the prior distribution over all

model parameters. To compute the model evidence we
use the MultiNest package [155]. Given a Bayes factor it
is customary to assign a qualitative description. For this
we use Jeffreys’ scale [156].

In order to evaluate the likelihood function, it is neces-
sary to compute the expected number of events in each
observable bin given the model parameters. This expec-
tation is obtained through Monte Carlo simulation of
the detector. The IceCube Monte Carlo is computation-
ally expensive at high energies, so much so that it is
prohibitive to produce background MC such that the sta-
tistical fluctuations of the MC are much smaller than the
data fluctuations for the atmospheric muon background.
To avoid making incorrect statements due to the large
MC statistical uncertainty in some bins, the analyses de-
scribed in Section VI use a modified Poisson likelihood
function, LEff , that incorporates additional uncertainty
from the limited MC sample size [157]. This treatment
produces similar results to others available in the litera-
ture [158–160], but provides improved coverage properties,
is numerically more stable, and is computationally more
efficient [157]. The likelihood for this analysis is given by

L(~θ, ~η) =

n∏

j

LEff(µj(~θ, ~η), σj(~θ, ~η); dj), (V.5)

and the priors or constraints, depending on the context,
are given by

Π(~θ, ~η) =

(∏

r

Πr(θr)

)
·
(∏

s

Πs(ηs)

)
, (V.6)

where j refers to the bin number, r indexes the param-
eters of interest, and s indexes the nuisance parameters.
The variables θr and ηr denote the parameters of interest
and nuisance parameters, respectively. The arguments
of the likelihood µj and σj are the expected number of
events and MC statistical uncertainty of that quantity,
respectively, while dj is the number of observed data
events in that bin. The parameters ~θ and ~η have pri-
ors or constraints which are represented in Eq. (V.6) by
Πr(θr) and Πs(ηs), respectively, and are enumerated in
Table IV.1. For parameters with improper uniform priors
in the Bayesian treatment, we apply no external constraint
in the frequentist treatment; otherwise, the prior and con-
straint are the same. This results in equivalent functional
forms of the product L(~θ, ~η)Π(~θ, ~η) for the frequentist and
Bayesian analyses.

The bin widths of the analysis histogram are chosen to
be comparable to the detector resolution. There are 840
bins in observable quantities used for the analysis. Events
are first separated by their inferred morphology, and then
binned in two observables. Tracks and cascades are binned
in reconstructed energy and reconstructed zenith angle,
whereas double cascades are binned in reconstructed en-
ergy and the reconstructed separation between cascades.
Details of how the bin edges are defined are given in
Table V.1.
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Morphology Observable Bin Edge Condition Bin Edge Binning Minimum Binning Maximum

Cascades Energy log10(Ei+1
bin edge/E

i
bin edge) = 0.111 E0

bin edge = 60 TeV Emin = 60 TeV Emax = 10 PeV

Zenith cos θiz,bin edge − cos θi+1
z,bin edge = 0.2 cos θ0z,bin edge = 0 cos θminz = −1 cos θmaxz = 1

Tracks Energy log10(Ei+1
bin edge/E

i
bin edge) = 0.111 E0

bin edge = 60 TeV Emin = 60 TeV Emax = 10 PeV

Zenith cos θiz,bin edge − cos θi+1
z,bin edge = 0.2 cos θ0z,bin edge = 0 cos θminz = −1 cos θmaxz = 1

Double Cascades Energy log10(Ei+1
bin edge/E

i
bin edge) = 0.111 E0

bin edge = 60 TeV Emin = 60 TeV Emax = 10 PeV

Length log10(li+1
bin edge/l

i
bin edge) = 0.1 l0 = 10 m lmin = 10 m lmax = 1000 m

TABLE V.1. Binning of observable quantities. The conditions used to construct the bin edges in each observable for each
morphology are presented in this table. An initial bin edge is given, and other bin edges are defined using a relationship between
bin edges. The lowest and highest bins are truncated if their bin edges extend beyond the defined boundaries. For each inferred
morphology, the overall binning is defined by the Cartesian product of binning in two separate observables. This gives 210, 210,
and 420 bins for cascades, tracks, and double cascades, respectively, for a total of 840 bins.

VI. CHARACTERIZATION OF THE
ASTROPHYSICAL NEUTRINO FLUX

The astrophysical component observed in HESE is well
described by a single power law with a spectral index
of 2.87+0.20

−0.19. Other generic parameterizations of the
astrophysical flux are also considered, but none represent
a significant improvement over the single power-law
hypothesis. In these generic models, the preferred
regions of parameter space are degenerate with the
single power-law model. We also introduce a generic
parameterization of the flux, comprised of a set of flux
segments, and report the segment normalizations and
uncertainties. In this sample, we find no evidence of an
atmospheric neutrino flux from the decay of charmed
hadrons and find that prompt normalizations greater than
∼ 13 times the baseline prompt model (BERSS [101])
are strongly disfavored; the obtained limit is weaker than
existing constraints obtained from other samples. Finally,
we study proposed source models, testing whether they are
preferred compared to a baseline scenario. We find that
no source model scenario is strongly favored with respect
to the baseline single power-law model of the astrophysical
neutrino flux.

IceCube has reported evidence of neutrino emission as-
sociated with a blazar [65, 66], as well as a 2.9σ excess with
respect to background from a starburst galaxy [64]. How-
ever, these specific associations represent approximately
1 % of the astrophysical neutrino flux above 200 TeV [66],
leaving the origin of the vast majority of the flux still
unassociated with sources [161–163]. Therefore, we take
here a two-pronged approach to characterize the astro-
physical spectrum. Section VIA considers generic forms
for the spectrum, which could arise from numerous phys-
ical scenarios, while Section VIC tests a small sample
of specific spectra from the literature. Separate from
the astrophysical analyses, Section VIB explores the at-
mospheric flux of neutrinos from charmed hadrons. We
provide the data, Monte Carlo, and tools necessary for
these tests in the data release outlined in Appendix Sec-

tion F and encourage readers to perform their own tests
of model compatibility [164].
In addition to the spectral models chosen, three key

assumptions are made about the astrophysical neutrino
flux in this section: the flux incident on Earth is isotropic,
it is the same between neutrinos and anti-neutrinos, and
the same for each neutrino flavor. An isotropic flux is
expected in models where the dominant contribution is
from distant sources. We focus on the isotropic flux hy-
pothesis as it is compatible with the available neutrino
data. Finally, IceCube is insensitive to the differences
between neutrino and anti-neutrino interactions on an
event-by-event basis for most energies. So differences be-
tween the neutrino and anti-neutrino flux content do not
modify the expectation of detected events in this analysis
for most energies. The one region where this does not
hold is for electron anti-neutrinos near 6.3 PeV, where
their resonant interaction with atomic electrons, called
the Glashow Resonance (GR) [105, 165], can occur. This
interaction enhances the expectation of detected down-
going events near the resonance energy because of the
larger interaction probability in the detection volume but
reduces the expectation for up-going events because of
increased absorption in the Earth [108, 166]. However,
because the spectrum is steeply falling, as observed in
previous analyses [57, 59, 63, 94, 167], the expected num-
ber of GR events is small in comparison to the rest of the
sample; approximately 3.6 % above 60 TeV, assuming the
best-fit spectrum from Section VIA1.
As described in Section IV, backgrounds from cosmic-

ray showers produced in the Earth’s atmosphere are a
small but non-negligible contribution to the events ob-
served in the sample; quantitatively above 60 TeV, 1.5 %
atmospheric muons and 16 % atmospheric neutrinos. The
background model used throughout this section includes
atmospheric neutrinos from pions, kaons, and charmed
hadrons, as well as atmospheric muons. Table IV.1 de-
scribes the parameters of the fit for the single power-law
model and the priors (or constraints) associated with them.
In addition to the astrophysical model and backgrounds
with their respective nuisance parameters, detector sys-
tematics are also included. Only the astrophysical neu-
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trino flux parameters differ between the models described
in this section; the background models and detector sys-
tematics remain the same.

A. Generic models

Many well-motivated models of the astrophysical neu-
trino flux come in the form of power laws. This commonal-
ity stems from the possibility that astrophysical neutrinos
and cosmic rays may share a common origin, and that we
observe cosmic rays at Earth with a power-law spectrum.
To examine the possibility of a power-law-like flux, we
study a few generic scenarios for the astrophysical flux in
the following sections.

The first scenario, called the “single power law” (SPL),
is an unbroken power law across all energies with a freely
varied normalization and spectral index. This is the
simplest model as it only has two free parameters for the
astrophysical spectrum: spectral index and normalization.
It is also motivated by Fermi acceleration, which predicts
a power-law energy spectrum [168, 169].
The second scenario, called the “double power law”

(DPL) is the sum of two unbroken power-law spectra, both
with freely varying normalizations and spectral indices.
This potentially describes scenarios in which there are two
populations of sources, two production mechanisms for
high-energy astrophysical neutrinos that produce different
power-law fluxes, or where neutrinos and anti-neutrinos
have different spectra [170, 171].
A variety of source production models predict a high-

energy cutoff in the neutrino spectrum, whether from
limitations of the source energetics, a drop in pion pro-
duction efficiency, energy losses of secondary pions and
muons, or other mechanisms. To accommodate this pos-
sibility in a functionally simple way, we define a model
with a single power-law astrophysical flux that has an
exponential suppression at high energies. This third sce-
nario, called the “exponential cutoff,” has an additional
parameter describing the cutoff’s energy scale.

The fourth scenario, called the “log parabola” (LP), is
a simple extension to the power law that adds a changing
spectral index. This model is often used to describe
gamma-ray spectra across many orders of magnitude of
gamma-ray energy, which could otherwise be described
as power laws in smaller energy ranges [172].

1. Single power-law flux

Our main finding is that a single power law, with a
spectral index of 2.87+0.20

−0.19, is a good description of the
observed data. This result has been robust under the
improved systematic treatment of this analysis and is
softer than previously reported results predominantly
due to a relative excess of low-energy events in the last
4.5 years of data. We have made an extensive study of
this relative excess and found no hardware, software, or

calibration changes that could explain this shift. The
introduction of an additional prompt neutrino flux is
only weakly correlated with the measured astrophysical
spectral index, and it primarily affects the uncertainty of
the astrophysical normalization measurement.

For the single power-law-flux scenario, an isotropic flux
of astrophysical neutrinos is assumed incident on the
Earth with a total differential all-flavor neutrino-plus-
anti-neutrino spectrum given by

dΦ6ν

dE
= Φastro

(
Eν

100 TeV

)−γastro

· 10−18 GeV−1cm−2s−1sr−1,

(VI.1)

where Φ6ν is the flux of the six neutrino species combined,
Φastro is the normalization, and γastro is the common
spectral index. These two parameters are incorporated as
arguments of the likelihood, according to Section VB. To
better understand the relationship between the data and
the neutrino flux contributions, we first look at projections
in the two observables most different between neutrino
fluxes (zenith, and energy) and compare data to the expec-
tation from Monte Carlo assuming the nuisance parame-
ters from the best-fit (~̂θ, ~̂η) = arg max~θ,~η L(~θ, ~η) ·Π(~θ, ~η).
The right panel of Fig. VI.1 shows the data and expected
number of events in bins of the cosine of the reconstructed
zenith angle. In the down-going region, the data are well
described with the addition of an isotropic astrophysical
neutrino flux. Atmospheric components alone cannot de-
scribe the data well because the atmospheric neutrino
components are suppressed in the down-going region by
accompanying muons; see Section VIB for details. The
null hypothesis (namely the atmospheric only scenario) is
rejected with respect to the alternative hypothesis, includ-
ing an astrophysical component at greater than 5σ with
this sample. The left panel of Fig. VI.1 shows the data
and expected number of events in bins of reconstructed
deposited energy. The region below 60 TeV is not included
in the analysis because of larger background uncertainties.
However, we present the data to MC comparison in this
region to demonstrate the level of agreement below the
cut. From the stacked histogram it is clear that the sam-
ple is dominated by the astrophysical component above
60 TeV.

The frequentist analysis of the single power law gives a
best-fit point across all parameters, one-dimensional con-
fidence intervals of each parameter, and two-dimensional
confidence regions for the astrophysical normalization
and spectral index. The one-dimensional results are sum-
marized in Table VI.1, and are obtained by assuming
that the TS is χ2 distributed with one degree of freedom.
We obtain a best-fit spectral index of γastro = 2.87+0.20

−0.19.
Fig. VI.2 shows the one-dimensional TS for γastro, Φastro,
and Φprompt on the diagonal panels as well as the bounds
of the one-dimensional 68.3 % confidence regions plotted
as vertical lines. Fig. VI.3 and the non-diagonal pan-
els of Fig. VI.2 show the 68.3 % and 95.4 % confidence
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FIG. VI.1. Deposited energy and reconstructed cos θz distributions. In these panels, the data is shown as crosses and the
best-fit expectation as a stacked histogram with each color specifying a given flux component: astrophysical neutrinos (golden),
conventional atmospheric neutrinos (red), and penetrating atmospheric muons (purple). Left: distributions of events and
expected event count assuming best-fit parameters as a function of the deposited energy; events below 60 TeV (light blue vertical
line) are ignored in the fit. Right: distribution of events with energy greater than 60 TeV in the cosine of their reconstructed
zenith angle. Up-going events are on the left side of this panel and down-going events on the right. The expected number of
events is split by components and displayed as a stacked histogram. The normalization of the prompt atmospheric neutrino
component fits to zero, and so is not shown in the stacked histogram. The distribution of data events appears to be largely flat
as a function of cosine zenith with a small decline towards the up-going region. The lower event rate in the up-going region
is expected as a result of the Earth’s absorption of the neutrino flux, and appears to be compatible with the Monte Carlo
expectation.

regions for the two variables on the horizontal and ver-
tical axes assuming two degrees of freedom. The impact
of the systematics on the parameters of this model are
shown in Fig. VI.4. The most relevant systematic affect-
ing the astrophysical normalization is the DOM efficiency
and the relative contribution of neutrinos from charmed
hadrons. The astrophysical spectral index is more weakly
affected by these systematics, but the normalization of
the neutrino flux from charmed hadrons has the largest
effect.

Our results agree with a previous iteration of this anal-
ysis [59] within the 2σ confidence regions of the astro-
physical power-law parameters. The previous analysis
obtained a best-fit spectral index of γ3 years

astro = 2.3+0.3
−0.3,

compared to γ7.5 years
astro = 2.87+0.20

−0.19 in this analysis. This
difference is primarily driven by a higher number of low-
energy events observed in the latter 4.5 years compared
to the first 3 years. A smaller contribution comes from
the extension of the analysis energy range from 3 PeV
to 10 PeV, shifting the spectral index to a softer flux by
∼ 0.1. Further extension of the analysis energy range
produces negligible changes.

To investigate the shift in spectral index between anal-
ysis iterations, an a posteriori analysis of the data’s time
dependence was performed. Specifically, we compared a
null hypothesis of a constant flux to a time-dependent
spectrum with different astrophysical spectra for each of
the two data partitions (first 3 years and latter 4.5 years),
where each spectrum is modeled as a single power law.
We performed a likelihood ratio based model comparison
test, which disfavors the null hypothesis with a p-value

of ∼ 0.13. We conclude that there is no evidence for time
dependence in this data sample.

Additionally, we tested the effect of different systematics
on the fit. We found that the inclusion or exclusion of any
individual systematic or tested combination of systematics
did not appreciably affect the fit result or uncertainties.
Other crosschecks were performed with the sample:

comparing the spectrum of tracks and cascades, looking
for differences between the up-going and down-going spec-
tra, examining the summer and winter spectra, comparing
the spectra from events in different regions of the detector,
checking the charge distributions of events across many
categorizations, looking for differences between charge
calibrations, and checking for pulls resulting from recon-
struction and simulation changes. None of these checks
showed any statistically significant differences.

Although the uncertainty on γastro is numerically simi-
lar between this analysis and the 3 years analysis, this is
not the result of any additional systematic uncertainty or
analysis change. This is a direct result of the change in the
best-fit spectral index. With the same amount of data,
harder spectra can be measured with less uncertainty
than softer spectra. This effect is shown in Fig. VI.5,
where we plot the uncertainty for different injected spec-
tra (γastro = {2.3, 2.6, 2.9}) that have the same number
of expected events in the sample.

Plotted in Fig. VI.3 are the confidence regions for other
IceCube analyses. The orange contours show the results
of a single power-law fit to IceCube’s up-going muon neu-
trino data sample [94], the salmon contours show results
from IceCube’s 6yr cascade sample [63, 173], the purple
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FIG. VI.2. Single power-law profile likelihood. Diagonal
panels show the TS, as a function of different model param-
eters, and the one sigma intervals assuming Wilks’ theorem.
Other panels show the best-fit point and two-dimensional con-
tours. Solid (dashed) contours represent the 68.3 % (95.4 %)
confidence regions assuming Wilks’ theorem. The parameter
γastro is the single power-law spectral index, Φastro is a scal-
ing factor of the astrophysical flux at 100 TeV, and Φprompt

is a scaling factor of the BERSS prompt neutrino flux cal-
culation [101]; further descriptions of these parameters are
provided in Section IV.1, Eq. (VI.1), and Eq. (IV.1)

contours show results from IceCube’s 5yr inelasticity mea-
surement [167], and the blue contour show results from
this work. Assuming a continuous single power law across
all energies, the large values of γastro in the preferred re-
gions of this analysis are disfavored by the through-going
muon and cascade sample results. While these differences
may be statistical, other explanations have been explored.
A thorough examination of possible detector systematics
and physics systematics has not revealed a systematic
cause for the differences in single power-law best-fit pa-
rameters between samples. However, these samples cover
different energies, flavors, regions of the sky, and are
susceptible to different systematics and physical effects.
Differences due to these factors could help to explain the
different spectral measurements and have been tested for
within the samples, although presently, we have not found
evidence of a primary cause. Tests performed with the
cascade sample reveal a preference for spectral softening
in the tens to hundreds of TeV energy range [63]. The flux
inferred for the overlapping energy range is well consistent
with the results reported here. We briefly describe the
samples for the sake of comparison.

The up-going muon neutrino sample [94], collected over
9.5 years, consists of well-reconstructed muon tracks with
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FIG. VI.3. Comparison of single power-law parameters
from different analyses. Assuming an unbroken single
power-law model for the astrophysical neutrino flux, results
from different IceCube samples are shown. The horizontal axis
is the spectral index of the model and the vertical axis is six-
neutrino flux normalization at 100 TeV given as a dimension-
less multiplicative factor relative to 10−18 GeV−1sr−1s−1cm−2.
The stars denote the different best-fit points, solid contours
show the 68.3 % confidence region using the asymptotic ap-
proximation given by Wilks’ theorem, and dashed contours
show the 95.4 % confidence regions. Blue represents results
from this work, while the purple shows results from IceCube’s
5yr inelasticity measurement [167], salmon shows results from
IceCube’s 6yr cascade sample [63], and orange shows IceCube’s
9.5yr Northern track sample preliminary result [94]. The differ-
ing preferred regions of parameter space for the astrophysical
flux between the samples suggest a level of discrepancy, how-
ever a small region of parameter space is compatible with all
samples at the 95.4 % level. Many checks have been performed
for possible explanations of the discrepancy without definitive
conclusions.

zenith angle θz ≥ 85° that also pass a boosted decision-
tree based cut designed to select for through-going muon
neutrino events while removing down-going muon and cas-
cade backgrounds [57]. This sample, which has negligible
overlap with the sample presented in this work, contains
muons of energy between ∼ 100 GeV and ∼ 10 PeV, with
the energy distribution peaked at ∼ 1 TeV. Atmospheric
neutrinos dominate the sample, comprising > 99 % of
events in it. The signal of astrophysical events is only ap-
parent at the sample’s high-energy range, where the atmo-
spheric spectrum falls below the astrophysical component.
At ∼ 20 TeV in reconstructed muon energy the astrophys-
ical component is ∼ 1/10th the atmospheric component.
The components are equal in flux at ∼ 200 TeV, and the
atmospheric component is ∼ 1/10th of the astrophysical
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FIG. VI.4. Impact of systematic uncertainties on the
single power-law parameters. Each panel shows the im-
pact of the systematic on the astrophysical spectral index (left
panel) and normalization (right panel). The impact, horizon-
tal axis, is defined as the change in the parameter of interest
relative to its uncertainty when modifying one systematic
nuisance parameter. Orange bars indicate the effect of increas-
ing the value of the nuisance parameter from its maximum a
posteriori (MAP) value by 1σ as defined by the nuisance pa-
rameter’s 68.3 % highest posterior density region, while purple
bars indicate the corresponding reduction of the parameter.
Systematic parameter values are given in Table VI.1. The
prompt normalization (Φprompt) and DOM efficiency (εDOM) have
the largest effect on the astrophysical parameters. All other
systematics pull the astrophysical parameters by significantly
less than 0.5σ.

component at ∼ 1 PeV. Events in this sample with neu-
trino energy between 40 TeV and 3.5 PeV contribute 90 %
of the total observed likelihood ratio between the best-fit
and the atmospheric-only hypothesis. As a function of the
zenith angle, the signal-to-background ratio is lower at
the horizon than for up-going events by almost an order of
magnitude because of the enhanced atmospheric neutrino
production at the horizon in the sensitive energy range.
This sample benefits from better control of atmospheric
flux systematic parameters due to the large population of
atmospheric neutrinos. Additionally, this sample is sub-
stantially less affected by uncertainties related to muons
from cosmic-ray air-showers than others because of the
cuts on the reconstructed zenith angle.
The cascade neutrino sample, collected over six years,

consists of cascade-like events from all directions in the
sky that have neutrino energies between ∼ 1 TeV and
∼ 10 PeV [63, 173]. Above 60 TeV about 60 % of events in
this sample are not contained in the HESE sample. As the
sample selects for cascade-like events, it predominantly
contains electron and tau neutrinos, but also contains
neutral current events from all neutrino flavors and a
fraction of misidentified muon neutrinos. The sample has
a sensitive energy range from 16 TeV to 2.6 PeV, which is
defined as the smallest neutrino energy range for which a
non-zero astrophysical flux is consistent with data at the
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FIG. VI.5. Astrophysical parameter sensitivity to in-
jected spectra. The three colors from blue to salmon show
the expected astrophysical parameter 68.3 % (solid lines) and
95.4 % (dashed lines) uncertainty for three injected astrophys-
ical spectra γastro ∈ {2.3, 2.6, 2.9}. In each of these cases the
expected number of events for 7.5 years of livetime is injected
as data using nominal values for nuisance parameters and
holding the number of injected astrophysical events to be
equal between the spectra. As expected, the spectral index
uncertainty grows with softer spectra from ∼ 0.14 to ∼ 0.21
when changing γastro from 2.3 to 2.9.

90 % confidence level. The distribution of the signal-to-
background ratio for this sample has additional features
compared to the same distribution for the up-going muon
neutrino sample. These features are partly due to the
rejection of atmospheric neutrino events by accompanying
muons, which depends both on the neutrino energy and
zenith angle. The signal-to-background ratio ranges from
1:100 at TeV energies to 1:1 at ∼ 20 TeV to 1000:1 at PeV
energies. The sample is least pure near the horizon with a
factor of 10 to 100 less signal per background compared to
the up-going and down-going regions. Like the up-going
muon neutrino sample, this sample also benefits from
better control of atmospheric flux systematic parameters
due to the large population of atmospheric neutrinos,
although to a lesser extent.

The sample used for the inelasticity measurement, col-
lected over five years, consists of track and cascade events
with their interaction vertex contained within the de-
tector [167]. The sample is optimized to facilitate the
measurement of the neutrino interaction inelasticity dis-
tribution, using both a veto and a boosted decision tree to
select neutrino events while removing atmospheric muons.
The sample is sensitive in the 1 TeV to 1 PeV energy
range with the bulk of events below 10 TeV. Signal-to-
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background ratios of 10:1 are achieved for tracks close
to 1 PeV and cascades above 100 TeV. Up-going track
events in this sample are a factor of 10 to 1000 purer than
down-going track events and a factor of 10 to 100 purer
for cascades.

In contrast to these samples, the HESE selection which
is the focus of this work has a similar effective area for all
neutrino flavors and a signal-to-background profile with
features closer to the cascade sample. Events in this sam-
ple with neutrino energy between 69.4 TeV and 1.9 PeV
contribute 90 % of the total observed likelihood ratio be-
tween the best-fit and the atmospheric-only hypothesis.
This signal-to-noise ratio in this sample is comparable to
that of the cascade sample above 60 TeV and follows a
similar dependence on zenith and energy. Above 60 TeV
deposited energy, the sample has 60 events with a signal-
to-background ratio greater than 1:10, 59 events with
a signal-to-background ratio greater than 1:1, 24 events
with a signal-to-background ratio greater than 10:1, and
one event with a signal-to-background ratio greater than
10000:1. This variation in signal-to-background ratio
stems from the different spectra of the fluxes and the
veto’s varying rejection power with respect to the zenith
angle.
The through-going muon neutrino sample is ∼ 50 %

more sensitive to the energy spectrum under the sin-
gle power-law assumption when one accounts for the
parameter-space differences between the best-fit spectral
indices as demonstrated in Fig. VI.5 and the difference in
sample livetime. The HESE sample suffers from a small
sample size but benefits from high astrophysical purity,
while the through-going muon neutrino sample benefits
from a large sample size but suffers from lower purity
and worse energy resolution of tracks. The cascade and
inelasticity selections have comparable spectral sensitivity
to each other and are more sensitive than the other two
samples. Both samples benefit from large sample sizes
and compared to the through-going muon sample, the
cascade sample and inelasticity sample benefit from the
better energy resolution of cascades and starting tracks,
respectively. The cascade sample benefits from lower at-
mospheric neutrino contamination at high energies and
improved νe effective area with respect to the HESE se-
lection.

A Bayesian analysis was also performed assuming a sin-
gle power-law model for the astrophysical spectrum. The
marginal posterior distribution is used for statistical infer-
ence, as described in Section VB. Table VI.1 reports the
maximum a posteriori (MAP) estimation of each parame-
ter, as well as the 68.3 % highest posterior density (HPD)
region. Changing the prior of the SPL model parameters
from linear-uniform to log-uniform has a much smaller
effect than the reported errors of these parameters, imply-
ing the MAP is dominated by the data rather than the
priors of the SPL parameters. The Bayesian analysis finds
a most likely spectral index of γastro = 2.89+0.23

−0.20, which
is very similar to the frequentist estimation of these pa-
rameters. Figure VI.6 shows one-dimensional projections
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FIG. VI.6. Single power-law parameters posteriors. Di-
agonal panels show the one-dimensional posterior distribution
of the parameters (joint distribution integrated over all other
parameters), where the horizontal axis of the panel is the same
as the horizontal axis at the bottom of the column, and the
vertical axis of the panel is the probability density in an arbi-
trary scale. The solid blue lines denote the MAP estimator for
each parameter, and the dashed lines denote the bounds of the
one-dimensional 68.3 % HPD region; these numbers are also
listed above the diagonal panels. Non-diagonal panels show
the two-dimensional posterior distribution of the parameters,
where the horizontal and vertical axes of the panel correspond
to the horizontal axis at the bottom of the column and the
vertical axis at the far left of the row, respectively. The inner-
most contours show the two-dimensional 68.3 % HPD region,
and the outermost contours show the 95.4 % HPD region. The
grayscale of the histogram within the contours shows the prob-
ability density in an arbitrary scale. The points outside the
contours show individual points from the MCMC.

of the posterior distribution on the diagonal, integrated
over the other variables, with the 68.3 % HPD region
bounds plotted as vertical lines. The non-diagonal panels
of Fig. VI.6 show contours of the 68.3 % and 95.4 % HPD
regions of the two-dimensional posterior distribution pro-
jection. A histogram of the probability is displayed within
the contours. Outside the contours, individual samples
from the MCMC are plotted. One can see the correlation
between γastro and Φastro; this correlation arises because
the overall normalization of events must be roughly pre-
served to match the data well. Additionally, the inverse
correlation of Φastro and Φprompt is apparent in this figure,
which also arises from a conserved total number of events.
Both the Bayesian and frequentist analyses show Φprompt
to be compatible with zero. The parameter estimations
and corresponding errors for the conventional atmospheric
normalization are in good agreement with measurements
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of the atmospheric neutrino flux [174].

2. Double power-law flux

This model can be parameterized as hard and soft
power-law components. We find that the preferred value
of the hard component spectral index is close to that of the
single power-law result, i.e. γhard ∼ 2.8 and γastro ∼ 2.9,
while the soft component spectral index most-likely value
is γsoft ∼ 3.1. The latter is poorly constrained, and
values as large as γsoft = 3.4 are contained within
the 68.3 % highest probability density region. The two
components’ normalizations are highly correlated, with
either equal to zero allowed within the two-dimensional
68.3 % highest probability density region. This observation
is aligned with our conclusion that there is no indica-
tion of an additional power-law component in this sample.

The double power law is an extension to the single
power law, which introduces a second power-law compo-
nent with duplicated free parameters. In this model the
astrophysical differential flux is described as

dΦ6ν

dE
=

(
Φhard

(
Eν

100 TeV

)−γhard
+ Φsoft

(
Eν

100 TeV

)−γsoft)

· 10−18 GeV−1cm−2s−1sr−1,

(VI.2)

where γhard ≤ γsoft. In Fig. VI.7, the normalizations
of the two components are seen to be anti-correlated as
the data require an astrophysical component, but both
normalizations are compatible with zero within the two-
dimensional 68.3 % HPD region of the bi-normalization
posterior distribution. This behavior indicates that two
power-law components are not significantly preferred over
a single power-law component. A second point in the
parameter space, where the two spectral indices are equal,
reduces to the single power-law scenario as well. When the
flux is parameterized in terms of the difference between
the spectral parameters, it is clear that this region is
well within the 68.3 % HPD region. Since the 68.3 %
HPD regions are compatible with a single power law, a
meaningful estimate for the “critical energy,” where the
two power laws are equal, cannot be obtained.

3. Single power law with spectral cutoff

A spectral cutoff is connected to the highest energies that
the sources producing neutrinos can achieve. We have
performed a model comparison analysis between the single
power-law model without a cutoff and one with a cutoff.
We find that models that include a cutoff with values
smaller than 370 TeV are strongly disfavored with respect
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FIG. VI.7. Double power-law model hard/soft parame-
ters posterior distribution. Results derived from the pos-
terior distribution of the model are shown in the same style
as Fig. VI.6. The figure shows the one- and two-dimensional
posterior distributions for the parameters of the hard and soft
components of the astrophysical neutrino flux. The diagonal
panels show the one-dimensional posterior with the parameter
MAP estimation and 68.3 % HPD region indicated, while the
non-diagonal panels show the two-dimensional posterior with
68.3 % and 95.4 % regions indicated.

to the no-cutoff hypothesis due to a large number of lower
energy events. Models with cutoff energy above 1.6 PeV
have evidence close to or greater than the no-cutoff
hypothesis but are not substantially favored as the softer
spectra fit by the data do not expect many events above
∼ PeV energies.

The flux of the astrophysical component is given as

dΦ6ν

dE
= Φastro

(
Eν

100 TeV

)−γastro

· e−
Eν

Ecutoff

· 10−18GeV−1cm−2s−1sr−1.

(VI.3)

To study the preference between cutoff scenarios, we
compute the Bayes factor for many values of the cutoff
energy Ecutoff, where the null hypothesis is the single
power-law model, and the alternative hypothesis is the
cutoff model. The Bayes factor in this case is defined as

B(Ecutoff) =

∫
d~η Lcutoff(Ecutoff, ~η) ·Π(~η)∫

d~η LSPL(~η) ·Π(~η)
, (VI.4)

where Lcutoff is the likelihood of the cutoff model, LSPL is
the likelihood of the single power-law model, and Π is



24

Frenquentist Analysis Bayesian Analysis

Parameter Best-fit value 68.3 % C.L. Most-likely value 68.3 % H.P.D.

Astrophysical neutrino flux:
Φastro 6.37 [4.75, 7.83] 5.68 [4.13, 7.24]
γastro 2.87 [2.68, 3.08] 2.89 [2.69, 3.12]

Atmospheric neutrino flux:
Φconv 1.01 [0.67, 1.35] 0.93 [0.61, 1.29]
Φprompt 0.00 [0.00, 5.34] 0.54 [0.00, 6.15]
RK/π 1.000 [0.901, 1.100] 0.993 [0.894, 1.095]
2ν/ (ν + ν̄)atmo 1.002 [0.902, 1.102] 0.986 [0.901, 1.100]

Cosmic ray flux:
∆γCR −0.053 [−0.184,−0.005] −0.036 [−0.088, 0.010]
Φµ 1.19 [0.75, 1.64] 1.20 [0.73, 1.61]

Detector:
εDOM 0.952 [0.886, 1.045] 0.935 [0.848, 1.002]
εhead-on −0.06 [−0.54, 0.45] −0.07 [−0.63, 0.39]
as 1.00 [0.80, 1.20] 1.01 [0.80, 1.20]

TABLE VI.1. Single power-law model parameters. The frequentist analysis column shows the best-fit parameters and their
corresponding 68.3 % C.L. interval according to Wilks’ theorem for the single power-law model. The Bayesian analysis column
shows the most-likely values of the parameters as well as the 68.3 % highest probability density (HPD) interval. Parameter
name descriptions and priors(constraints) are given in Table IV.1.

the set of priors given in Table IV.1. Fig. VI.8 shows the
inverse of the Bayes factor B as a function of Ecutoff. For
most values of Ecutoff, the Bayes factor is less than one;
this implies that the data in this sample favors a model
with no cutoff in most cases. We can exclude values of
the cutoff with some level of certainty for regions where
B < 1 Fig. VI.8 shows excluded regions of the cutoff
chosen according to Jeffreys’ scale.
In addition to the Bayes factor treatment described

above, we also perform a test using a frequentist test-
statistic, defined as

TS(Ecutoff) = − 2 log

(
max~η Lcutoff(Ecutoff, ~η) ·Π(~η)

max~η LSPL(~η) ·Π(~η)

)
,

(VI.5)

in order to compare to other IceCube measurements of
a spectral cutoff. As before, the null hypothesis is the
single power-law model, and the alternative hypothesis is
the spectral cutoff model with the cutoff energy as a free
parameter. This model-comparison test obtains a p-value
of 0.71 and best-fit cutoff energy of 5.0 PeV. To further
visualize the cutoff energy parameter space favored or
disfavored, we plot the test statistic as a function of the
cutoff energy in Fig. VI.9. Cutoff energies below 1.2 PeV
are disfavored at more than the 68.3 % confidence level
while cutoff energies above this, including the no cutoff
scenario, are compatible within the 68.3 % confidence
level.

4. Log-parabola flux

This spectral model has two relevant parameters: the
spectral index at the 100 TeV pivot point and the spectral
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FIG. VI.8. Spectral cutoff Bayes factors and regions
of exclusion. The inverse of the Bayes factor, B, is plotted
in the blue curve as a function of the cutoff energy assumed
in the alternative hypothesis. Regions of the cutoff energy
shown by the shaded regions are disfavored with respect to
the null hypothesis with varying degrees of certainty according
to Jeffreys’ scale. The Bayes factor is computed for each
value of the cutoff energy with the single power-law as a null
hypothesis. The gray dashed line indicates where the evidence
of the cutoff model and the single power-law model are equal.
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FIG. VI.9. Cutoff model comparison using frequentist
test-statistic. The test-statistic comparing the cutoff hypoth-
esis and the single power-law hypothesis is plotted as the black
curve. The gray dashed line indicates where the cutoff model’s
test-statistic and the single power-law model are equal; there
is a slight preference for the cutoff scenario in the several PeV
region, although this is not statistically significant. We also
report the results of parameter estimation for the cutoff model
in this plot. The best-fit value for the cutoff energy, Ecutoff, is
shown as the solid blue line and the dashed blue line indicates
the boundary of the 68.3 % confidence interval.

index rate of change. In this model, the spectral index
at the pivot point and the spectral index rate of change
are simultaneously compatible with the single power-law
spectral index and zero, respectively. This result implies
that in the measured energy range, we observe no
indication of log-linear spectral change.

In log-energy log-flux space, the single power law can
be represented as a line. A simple, functional extension is
to add curvature to this line. This gives the log-parabola
model which has the form

dΦ6ν

dE
= Φastro

(
Eν

100 TeV

)−(α+β log10( Eν
100TeV ))

· 10−18GeV−1cm−2s−1sr−1,

(VI.6)

where α is the spectral index at 100 TeV, and β gov-
erns how the effective spectral index changes with en-
ergy. In the Bayesian analysis of this model, we have
chosen improper uniform priors for both α and β. At
100 TeV the most-likely spectral index (α = 2.78) is still
soft, and compatible with the most-likely SPL spectral
index (γastro = 2.89) within the 68.3 % HPD region of
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FIG. VI.10. Log-parabola astrophysical model parame-
ters posterior distribution. Results derived from the pos-
terior distribution of the model are shown in the same style
as Fig. VI.6. The figure shows the one- and two-dimensional
posterior distributions for the astrophysical flux normalization,
Φastro; the spectral index at 100 TeV, α; and the change in spec-
tral index, β. The diagonal panels show the one-dimensional
posterior with the parameter MAP estimation and 68.3 %
HPD region indicated, while the non-diagonal panels show
the two-dimensional posterior with 68.3 % and 95.4 % regions
indicated. As we can see from the posterior distribution, β is
compatible with zero which implies that an unbroken power
law is a good fit to the data under these model constraints.

α. There is one region of the parameter space where the
log-parabola model becomes the same as a single power
law when β = 0. This region of parameter space is within
the 68.3 % HPD region of β, informing us that the data
is most compatible with a model that is close to a single
power law rather than a model with larger curvature.

5. Segmented power-law flux

The neutrino spectrum can be generically parameterized
as a set of narrow E−2 power-law segments. Here,
the normalization of each of these segments and their
uncertainties are reported. It is notable that the two
lowest energy segments’ energy content is higher than
the five highest energy segments by a factor of ∼ 2 − 3.
The origin of this increase also drives the soft spectrum
observed in the single power law model. Without a break
in the spectrum above ∼ 50 TeV, the flux normalization
measured around 100 TeV is incompatible with a gamma-
ray transparent source model given current gamma-ray
measurements [175–179].
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The models explored in previous sections restrict the
spectrum to be described by an unbroken power-law-like
model across the entire energy range. In this section, a
more general parameterization of the astrophysical flux
is introduced. The neutrino energy spectrum is split into
segments equally spaced in logEν , assumed to behave as
E−2 within each segment, and then the normalizations of
each segment are allowed to vary independently. While
not entirely general, this model can describe a wide variety
of fluxes with the current detector energy resolution. The
astrophysical neutrino flux within each segment is given
by

dΦ6ν

dE
= Φi

(
Eν
Ec,i

)−2

· 10−18GeV−1cm−2s−1sr−1,

(VI.7)

where Φi is the normalization constant for each bin, Ec,i
is the log-center of each bin.
This model is analyzed in the same way as previous

analyses [59–61]. Namely, the best-fit point for the nor-
malizations and their one-dimensional errors are obtained,
which are plotted for seven energy segments (enumerated
in Table G.1) in the left panel of Fig. VI.11. Other energy
segments are profiled over and not shown because they
are poorly constrained by the data and do not provide
meaningful information. To compare with previous work,
we estimate errors by fixing all parameters except one
normalization and find the range of this normalization
for which ∆ max~θ L · Π ≤ 0.5; this procedure produces
smaller errors than the profile likelihood technique.
As a complement to the aforementioned frequentist

approach, this model is also analyzed in a Bayesian way.
Assuming improper positive uniform priors for the normal-
izations of the power-law segments, we sample the model’s
posterior distribution. The right panel of Fig. VI.11 shows
the one-dimensional MAP estimation of each normaliza-
tion independently for the same seven energy segments as
before; the remaining energy segments have been marginal-
ized over as the data does not significantly constrain them.
Errors of each normalization are constructed by integrat-
ing the joined distribution over all other parameters and
then computing the 68.3 % HPD region of that segment.
The one-dimensional posterior density is also plotted as
a turquoise band to demonstrate the shape of the dis-
tribution, although the relative scale between bands is
arbitrary. Finally, in Table G.1, the segments’ normaliza-
tions are reported for both the frequentist and Bayesian
analysis. We suggest readers use the supplied data release
to draw accurate conclusions about the spectrum rather
than the errors reported here as correlations exist between
the parameters.
The most notable feature of the segmented power-

law fit, reported in this section, is the large neutrino
flux at the lower energy range: between 60 TeV and
200 TeV. This lower-energy contribution to the observed
flux is what drives the soft spectral index reported in

Section VIA1 for the single power-law scenario. Under
the assumption that the astrophysical flux sources are
transparent to gamma rays, we would expect a corre-
spondingly large gamma-ray flux to be observed. The flux
measured in the second-lowest bin around ∼ 100 TeV is
not incompatible with current gamma-ray measurements
on its own, but may not be compatible depending on
the underlying neutrino spectrum. For this data to re-
main compatible with a gamma-ray transparent source
model, a spectral break is needed above ∼ 50 TeV, such
that the spectrum is harder below the break. How-
ever, the cascade sample has measured a normaliza-
tion of E2

νΦ6ν =∼ 1.3× 10−7 GeV cm−2 s−1 sr−1 around
∼ 30 TeV, implying that the required spectral break does
not occur above ∼ 50 TeV. This would suggest the exis-
tence of gamma-ray opaque sources that dominate the
neutrino flux at the lowest energies in this analysis [175–
179].

Pionic gamma rays accompany high-energy neutrinos
at the site of production, in fact their emission rates are
intimately related by [180]

1

3

∑

α

E2
νQνα (Eν) ' Kπ

4

[
E2
γQγ (Eγ)

]
Eγ=2Eν

, (VI.8)

where Q is the source rate function of neutrinos or gamma-
rays, Kπ accounts for the ratio of charged-to-neutral
pion production via proton-gas interactions (pp) or photo-
hadronic interactions (pγ). However, these pionic gamma
rays interact with the extragalactic background light
(EBL) and cascade to lower energies [181] to contribute
to the IGRB. The high intensity of the neutrino flux
at energies below 100 TeV compared to the IGRB flux
measured by Fermi satellite may indicate that sources
responsible for their production cannot be transparent
to very-high-energy gamma rays. In this scenario, the
gamma rays produced interact with lower energy pho-
tons in the source, initiating electro-magnetic cascades
that could be visible at lower frequencies, and therefore,
would not overshoot the measured IGRB flux. We should
also note that photo-hadronic interactions should be the
dominant channel of neutrino production in sources re-
sponsible for the high-intensity flux, as hadro-nuclear
interactions would result in an overwhelming gamma ray
flux at lower energies that cannot be tolerated by the
measured IGRB [177, 179, 182].

B. Atmospheric flux from charmed hadrons

In this analysis, the astrophysical component and the
“prompt” neutrino flux can be distinguished by their energy
and angular distributions. We find no evidence for a
prompt component of the atmospheric neutrino flux;
normalizations greater than 13 times the baseline model
are strongly disfavored with respect to the no-charmed-
hadron neutrino flux hypothesis. Additionally, we explore
an astrophysical flux free hypothesis and find that this



27

105 106

Neutrino Energy [GeV]

0.0

0.2

0.4

0.6

0.8

1.0

1.2

E
2 ν
·Φ

6ν

[ G
eV

cm
−

2
s−

1
sr
−

1
]

×10−7

IceCube HESE 7.5yr Best-Fit Astrophysical Flux Normalizations
and Approximate 68.3% Confidence Intervals

105 106

Neutrino Energy [GeV]

0.0

0.2

0.4

0.6

0.8

1.0

1.2

E
2 ν
·Φ

6ν

[ G
eV

cm
−

2
s−

1
sr
−

1
]

×10−7

FIG. VI.11. Segmented power-law fit. The differential flux as obtained by fitting the normalizations of independent E−2

segments defined in true neutrino energy. Left: in this plot each error bar shows the region in which ∆L ≤ 0.5 while holding all
other parameters fixed, providing an approximate 68.3 % confidence level interval for the astrophysical normalization in that
particular segment. Right: in this plot each error bar shows the 68.3 % highest probability density credible interval for the
astrophysical normalization in that particular segment, assuming a uniform prior on the normalizations. The width of the
turquoise bands is proportional to the posterior density of the normalization in that segment, and the horizontal scales are
arbitrary.

is rejected at greater than 5σ with respect to a single
power-law astrophysical plus atmospheric flux hypothesis.

Although most neutrinos in cosmic-ray air showers are
produced from the decay of muons, pions, and kaons, at
high energies, the decay of charmed hadrons can also pro-
duce neutrinos. Due to the short decay length of charmed
hadrons compared to their interaction length, they mostly
decay without losing energy, yielding a harder spectrum
of neutrinos than the conventional component [168], that
is more uniform across the sky. Two ingredients are
needed to compute the flux from charmed hadrons: the
production cross section of charmed hadrons and the
cosmic-ray flux. For this work, the relevant part of the
production cross section has not been measured at col-
lider experiments as it is only accessible in the far-forward
region very close to the beam-line where there is little
to no instrumentation. The charmed hadron production
cross section can be computed by means of perturbative
QCD [183–187] and non-perturbative techniques such as
dipole-model interactions [42, 188, 189]. In the region of
interest, from 10 TeV to 10 PeV, the expected flux has an
uncertainty of at least a factor of two in normalization due
to re-normalization and factorization scale uncertainties,
as well as uncertainties in the cosmic-ray composition,
and charm mass uncertainties according to [187, 190, 191].
These uncertainty estimations do not include the possi-
bility of additional non-perturbative contributions, e.g.
intrinsic charm [192]. The prompt flux shape variation
in this region of interest arises primarily from changes
in the cosmic-ray models. In this analysis, we use the
BERSS calculation [101] with passing fractions from [120]
to predict the baseline prompt contribution to the data
sample.
An analysis of the HESE sample can be performed

considering only the atmospheric muon and neutrino com-
ponents. This results in a best-fit prompt normalization of
21.56 times the baseline model and is shown in Fig. VI.12.
As can be seen from Fig. VI.12, the predicted angular
distribution in this background-only fit fails to explain
the southern-sky event rate. The atmospheric only hy-
pothesis is disfavored by greater than 5σ in comparison
to the single power-law astrophysical plus atmospheric
flux hypothesis.

Compared to constraints on the prompt normalization
from other IceCube samples, the best-fit prompt normal-
ization obtained in the background-only fit is in tension
with these results [57, 62, 193]. Some constraints have
been obtained when considering a single-power-law as-
trophysical component, and are thus dependent on this
model assumption. However, the constraints from [193]
predate the observation of high-energy extraterrestrial
neutrinos and are conservative because this scenario is
equivalent to zero contribution from the astrophysical
flux. The latter results in a constraint of the prompt
normalization of 3.80 times the ERS calculation [189]
at 90 % C.L.; a model which is approximately 2.5 times
larger than the benchmark model used in this analysis.
When we allow for the existence of a single power-law

astrophysical component, the best-fit prompt component
normalization is zero. In this same scenario, using the
frequentist statistical construction assuming Wilks’ the-
orem with one degree of freedom, a 68.3 % C.L. prompt
normalization upper bound of 5.34 and a 90 % upper limit
of 9.82 is obtained. This result is in agreement with the
results summarized in Table VI.2.

Additionally, in the Bayesian framework, the most-likely
value of the prompt normalization is 0.54+5.62

−0.54 when as-
suming an improper uniform prior for the prompt normal-
ization. In this case, the prompt normalization posterior
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FIG. VI.12. Atmospheric-background-only fit to the data. In these figures we present the best fit in the absence of an
astrophysical component. The left panel shows the deposited energy distribution and the right panel the angular distribution.
As can be seen in the right panel, the angular distribution is in tension with the expectation in several bins. This amounts to a
greater than 5σ difference with respect to the best-fit astrophysical model. The colors are the same as in Fig. VI.1.

distribution strongly depends on the prior choice. For
this reason, we report our Bayesian prompt normaliza-
tion results in terms of the Bayes factor between the
no-prompt hypothesis and a given prompt normalization;
see Section VB for details. In Fig. VI.13 we show the
Bayes factor obtained assuming a uniform prior on the
astrophysical neutrino normalization and spectral index.
According to Jeffreys’ scale, we find that prompt normal-
izations greater than 13.29 are disfavored at the strong
level, compared to the no-prompt scenario.

C. Source-specific models

Several models are selected from the literature that
predict the neutrino flux from a variety of sources:
AGN, low-luminosity AGN, choked jets in core-collapse
SN, star burst galaxies, low-luminosity BLLacs, and
GRBs. These models are tested against a baseline single
power-law astrophysical flux model by considering two
types of alternative hypotheses. In the first, a source
model comprises the entire astrophysical neutrino flux;
in the second, a source model and a single power law
both contribute to the flux. These tests fix the model
parameters to nominal values, and so do not have the
power to exclude them for the full allowed range of
parameters. None of these tested alternative scenarios
are strongly favored compared to the single power-law
hypothesis. Of the scenarios tested, some are disfavored
with the model parameters’ nominal values, see Table VI.3
for more information.

Section VIA characterizes the observed astrophysical
neutrino events employing generic models. These studies
show that a single power law is a good fit to the data.
Nevertheless, in this section, we study the compatibility
of the observed events with specific source predictions of
the astrophysical neutrino flux proposed in the literature.
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FIG. VI.13. Prompt neutrino normalization con-
straints. The horizontal axis shows the size of the prompt
normalization with respect to the baseline BERSS model dis-
cussed in Section IV with passing fractions given in [120]. The
vertical axis gives the reciprocal of the Bayes factor; decreasing
Bayes factors imply a more disfavored prompt normalization.
The shaded regions denote exclusions of the prompt normaliza-
tion according to Jeffreys’ scale from substantial to decisive.

The specific source fluxes used in this analysis, together
with the result of the segmented power-law fit can be
seen in Fig. VI.15. These models were chosen because
they have a significant flux contribution in the energy
range that this analysis is sensitive to. Thus, e.g. we
do not test cosmogenic [194] neutrino flux models, which
predict neutrinos from cosmic rays interacting with the
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Frequentist upper limit (90 % C.L.) Bayesian model rejection (strong)

Northern sky muons IC59 [193] 3.80× φERS –
Northern sky muons IC86 [57] 1.06× φERS –
All-sky medium-energy starting cascades [62] 1.52× φERS –
HESE 7.5 years (this work) 9.82× φBERSS 13.29× φBERSS

TABLE VI.2. Summary of constraints on the flux of charmed mesons. The benchmark φERS [189] and φBERSS [101],
are such that φERS(100 TeV) ≈ 2.5 · φBERSS(100 TeV).

cosmic microwave background since they are expected to
contribute at higher energies where dedicated IceCube
searches exist [195]; see [196] for a recent discussion on the
expected rate of cosmogenic flux in this analysis energy
range.

Astrophysical neutrino flux predictions have, in princi-
ple, many parameters that may modify the expected flux.
For simplicity, this analysis does not study the models’
internal parameters but is limited to some nominal values
of their parameters, fixing the source model to a single
flux. This analysis means that the tests do not cover these
models in their entirety, and so the results presented here
should not be interpreted as categorically excluding any of
the models tested. The analysis takes the form of a model
selection test with two non-nested alternatives, which we
assume to be equally likely in our interpretation of the
results.
In the primary analysis, the two alternatives are: a

single power law and a specific source model. The Bayes
factor of these two scenarios is used as a criterion for
model selection; see Section VB for details. Thus, the
single power law serves as a benchmark model to com-
pare against. In the case of the single power-law model
the evidence is calculated by marginalizing over the two
model parameters, normalization and spectral index, as-
suming uniform priors in a compact region defined as
(Φastro, γastro) ∈ [0, 25]× [2, 4], as well as the analysis nui-
sance parameters with priors given in Table IV.1. Bound-
aries of this uniform box prior are chosen to encompass
recent measurements of the astrophysical flux and the
bulk of the posterior distribution mass. To first order,
expansion of this box prior changes the evidence by a
factor proportional to the parameter space’s size. The
alternative scenario has no free parameters, and thus the
posterior integral is only over the nuisance parameters.
Figure VI.15 shows the specific source fluxes with a color
scale that orders scenarios by their evidence. In this study,
the single power law is penalized due to additional model
complexity with respect to the specific source scenario.

Since some of these models are not intended to explain
the whole astrophysical neutrino spectrum, a secondary
analysis is also performed. In this analysis, two models
are considered: a single power law on its own and a single
power law together with a source model. In this case,
when comparing the null and alternative hypotheses, the
constant parameter-space factor that results from any
choice of the single power-law flux parameter boundaries

will cancel. So we can use improper uniform priors without
introducing an arbitrary scaling factor. The same prior
dependence in the other Bayesian analyses still remains,
as the two models’ likelihoods can peak in different regions
of parameter space.
The results of both analyses are shown in Table VI.3.

For each model, the “Model only Bayes factor” is reported
as the primary analysis result. For the secondary anal-
ysis, the “Model plus single power-law Bayes factor” is
reported together with the most-likely spectral index and
normalization and their errors.
Given the obtained Bayes factors models can be orga-

nized into two categories:

• Models with Bayes factors much less than one for
both analyses. In this case, the single power law is
a better description of the data and the addition of
an additional single power law to the source model
does not alter this conclusion. Figure VI.14 (left)
provides an example of this category.

• Models with Bayes factor much less than one when
compared to the single power law, but that improve
when introducing an additional single power-law
component. Models in this category can only de-
scribe part of the flux and require the existence of a
second component to be compatible with the data.
Figure VI.14 (right) provides an example of this
category.

To conclude, in this section, we have studied models of
astrophysical neutrinos proposed in the literature with
nominal parameters and compare them to our baseline
parameterization, the single power-law spectrum. No
tested scenario with nominal parameters is substantially
preferred over the baseline model, and some scenarios –
those with Bayes factors much smaller than unity – are
disfavored; see Table VI.3. More extensive tests of models
in the literature using the information provided in [164]
are encouraged.

VII. CONCLUSIONS

We have updated the previous analysis by improving the
description of the atmospheric background (Section IV)
and incorporating an additional 4.5 years of data tak-
ing. The largest change to the atmospheric background
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Source class Model Model only
Bayes factor

Model + SPL
Bayes factor

Most-likely
SPL γastro

Most-likely
SPL Φastro

AGN core Stecker [197] 7.26× 10−13 8.27× 10−11 3.9+0.58
−0.45 4.24+1.59

−1.29

AGN Fang et al. [198] 0.379 0.153 4.07+0.64
−0.69 2.1+1.5

−1.16

LLAGN Kimura et al. (B1) [199] 7.12× 10−6 5.20× 10−7 4.74+0.26
−0.86 1.03+0.89

−1.03

LLAGN Kimura et al. (B4) [199] 3.74× 10−4 0.219 2.43+0.3
−0.27 1.57+0.98

−0.95

LLAGN Kimura et al. (two component) [199] 1.87× 10−4 3.63× 10−6 4.25+0.75
−0.86 0.0+0.62

−0

BLLac Padovani et al. [200] 1.08× 10−10 1.75× 10−7 3.66+0.51
−0.4 4.92+1.64

−1.44

GRB choked jet Senno et al. [201] 0.353 2.31 3.7+0.54
−0.64 3.16+1.81

−1.19

SBG Bartos et al. [202] 1.16× 10−14 1.62× 10−16 4.43+0.56
−1.05 0.0+0.51

−0

LLBLLac Tavecchio et al. [203] 0.104 0.703 3.79+0.74
−0.43 3.63+1.41

−1.47

GRB Biehl et al. [204] 1.31× 10−6 0.145 3.32+0.43
−0.35 5.36+1.72

−1.39

TABLE VI.3. Astrophysical neutrino flux model comparison test results. Each row shows the source-specific scenario
tested, the Bayes factor of the model on its own, the Bayes factor of the model in conjunction with a power-law component, the
most likely spectral index of the accompanying power-law component with corresponding 68.3 % HPD region, and the most
likely normalization of the accompanying power-law component with corresponding 68.3 % HPD region. Assuming the two
alternatives are equally likely, we can interpret small Bayes factors (those less than one) as indicating preference for the single
power-law model and large Bayes factors (those greater than one) as indicating preference for the alternative scenario.

104 105 106 107

Deposited Energy [GeV]

10−1

100

101

E
ve

nt
s

p
er

26
35

d
ay

s

Data

Stecker (2013)

Astro. SPL

Atmo. Conv.

Atmo. Muons

104 105 106 107

Deposited Energy [GeV]

10−1

100

101

E
ve

nt
s

p
er

26
35

d
ay

s

Data

Kimura et al. (2014) - B4

Astro. SPL

Atmo. Conv.

Atmo. Muons

FIG. VI.14. Source-specific model energy distributions. Different panels show the predicted energy distribution compare
to the data for a subset of the models considered in Table VI.3. In the cases shown above there are two astrophysical components:
a specific source model and an additional single power-law component. All the components are shown as a stacked histogram at
the best-fit value of the components normalizations. Left: The Stecker [197] model is shown as an example of a case where the
Bayes factor assuming equally likely alternatives indicates significant preference for the single power-law model over the two
component scenario. Right: The Kimura et al. (B4) [199] model is shown as an example of a case where an additional single
power law is needed to explain the distribution of events.

description is the update of the atmospheric passing frac-
tions to use the calculation from [120] and the change in
the baseline neutrino flux from charmed hadrons to the
flux calculated in [101]. The detector uncertainties and
description have also been improved. The detector single-
photo-electron distributions have been re-calibrated, re-
sulting in a ∼ 4 % change in the inferred charge on average.
Uncertainties on the absolute detector efficiency and angu-
lar acceptance are now included. Finally, reconstruction
uncertainties are now accounted for in a more detailed
manner.

The atmospheric-only scenario requires a prompt neu-
trino normalization ∼ 20 times larger than the baseline
model (Section VIB). Such a scenario is ruled out in
this work and by prompt normalization upper limits from
complimentary IceCube analyses. The strongest of these
limits constrains the normalization to be less than ∼ 2.65
times the BERSS flux at 100 TeV [57] at the 90 % C.L,
and the weakest constrains the normalization to be less
than ∼ 9.5 times the BERSS flux at 100 TeV [193] at
the 90 % C.L. which is conservative because of the zero
observed astrophysical flux. In an analysis using only
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FIG. VI.15. Source-specific models tested in this work
together with the segmented-fit outcome. Models dis-
cussed in Section VIC and listed in Table VI.3 are shown
as lines. The HESE segmented power-law model, described
in Section VIA5, best-fit normalizations are shown as black
crosses. Models are ordered in the color scale from largest
(darkest color) to smallest (lightest color) evidence as reported
in Table VI.3.

this sample, the atmospheric-only solution is disfavored
with a decisive criterion according to Jeffreys’ scale com-
pared to a model that incorporates a single power-law
astrophysical component. This constraint stems from the
inability of an atmospheric-only model to reproduce the
observed zenith distribution. These results reinforce the
conclusions of previous analyses [58–60] regarding the
astrophysical neutrino flux. Although the prompt compo-
nent has a distinct angular signature in the HESE sample,
the component’s normalization is far too small for this
analysis to be sensitive without orders of magnitude more
data.
The observed data is compared to generic astrophys-

ical neutrino model assumptions using frequentist and
Bayesian statistical prescriptions (Section VB). We re-
port the preferred parameter space for a simple single
power-law model 2.87+0.20

−0.19 (Section VIA 1) and find this
is in agreement with previous results after accounting for
the differences in analysis design and the possibility of
statistical fluctuations. The shift in the spectral index
comes partially from the extension of the analysis energy
range, and as a result of many additional cascade events
in the low-energy region of the analysis observed in the
latter 4.5 years. The significance and uncertainties of this
astrophysical measurement remain robust in the face of
additional systematics. Results from other IceCube sam-
ples differ in their best-fit parameters, but overlap in their
95.4 % C.L. regions.
Comparisons of the data to generic astrophysical neu-

trino models have also been presented, such as a dou-
ble power law (Section VIA2), a spectral cutoff (Sec-
tion VIA3), and log-parabola (Section VIA4). No pref-
erence is found for any of these models compared to the

single power law; in particular, the existence of a cutoff is
constrained to be at energies greater than 370 TeV with a
strong criterion according to Jeffreys’ scale and similarly
excluded below 670 TeV at the 90 % C.L.

As a new part of this analysis, the preference for some
specific source scenarios proposed in the literature [197–
204] is quantified assuming nominal parameters of the
models with respect to the single power law using the
Bayes factor. Some models provide a compatible descrip-
tion of the data, while others fail to explain the observa-
tions even with the addition of a power-law component.
No scenario tested provides a substantially improved de-
scription of the data compared to the single power-law,
which describes the data well. Models that do not de-
scribe the data well with nominal parameters may do
so with other model parameters, and other models not
considered may provide better descriptions of the data.
On this point, readers are encouraged to use the data
release [164] to perform more detailed tests.
Other measurements have been performed with this

sample in a manner consistent with the analysis tech-
niques presented here. These are the measurement of
the neutrino flavor composition [68], searches for addi-
tional neutrino interactions [138] and dark matter in the
galactic core [139], and a measurement of the neutrino
cross-section [72].

We conclude that, given the available data in this sam-
ple’s sensitive energy range, the astrophysical neutrino
flux is well described by a single power law, and there
is no evidence for additional spectral structure in this
sample. Despite this, many models remain compatible
with the data, and larger samples will be required to
differentiate between the different proposed spectra. The
spectral index uncertainty has been reduced by adding an
additional 4.5 years of data; however, this addition has
also shifted the measurement to a softer spectrum, away
from other measurements. These other measurements
also have reduced uncertainties with the addition of more
data. Although a purely statistical explanation cannot
be ruled out, differences between these spectral measure-
ments remain unexplained and will require further study
to resolve.
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Appendix

Appendix A: Expected number of events table

In this appendix, we report the expected number of events for each component of the high energy starting event
flux for events with greater than 60 TeV deposited energy in Table A.1. These are computed assuming the single
power-law astrophysical flux hypothesis best-fit point given in Table VI.1. The components reported are: number
of expected atmospheric muons (Nµ), atmospheric neutrinos from the conventional component (Nconv), atmospheric
neutrinos from charmed hadrons (Nprompt), and from astrophysical neutrinos (Nastro). We report these components
not only for the analysis energy range, but also split by morphology (cascade, tracks, and double cascades), and split
by reconstructed direction (up and down).

E > 60 TeV Nµ Nconv Nprompt Nastro Total Data

Total Events 0.9 9.1 0.0 48.4 58.4 60.0

Up 0.0 5.5 0.0 18.1 23.5 21.0
Down 0.9 3.6 0.0 30.3 34.9 39.0

Cascade 0.0 4.4 0.0 38.0 42.4 41.0
Track 0.9 4.5 0.0 8.2 13.7 17.0
Double Cascade 0.0 0.2 0.0 2.1 2.3 2.0

TABLE A.1. Single power-law best-fit event expectations between 60TeV and 10PeV. The left-most column indicates
the event category, which corresponds to a particular choice of morphology, or a direction. The right-most column shows
the number of data events observed for a given category. Each intermediate column corresponds to the expected number of
events in the sample for a given source category: atmospheric muons (Nµ), conventional atmospheric neutrinos (Nconv), prompt
atmospheric neutrinos (Nprompt), astrophysical neutrinos (Nastro), and total number of events from all source categories.

Appendix B: Sideband distributions

The energy, zenith, and morphologies of the events are used to measure the atmospheric and astrophysical neutrino
components. For a dominant astrophysical isotropic component the right ascension distribution should be uniform.
During the unblinding process of this sample, this distribution was used as a control distribution. This distribution is
shown in Fig. B.1.
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FIG. B.1. Right ascension distribution. Events above 60 TeV are shown together with the stacked expectation of different
components using simulation weighted with the best-fit parameters for the single power-law astrophysical model. This figure has
the same format as Fig. VI.1
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Appendix C: Effects of systematics in analysis distributions

In this section we describe in more detail the implementation of the detector and ice systematic uncertainties
discussed in Section VA. The most relevant detector and ice systematics have been implemented in the analysis via
continuous parameterizations. These are the absolute DOM efficiency (εDOM), the head-on DOM efficiency (εhead-on),
and ice anisotropy scale (as). The effect, of each systematic parameter, is different for each of the morphology bins in
the analysis. In this section, we show the effect of the systematics across all morphologies weighted at the best-fit
point composition.
Fig. C.1 shows the change in event rate, with respect to the analysis nominal simulation, in the deposited energy

and zenith distributions when shifting the εDOM by one sigma (the prior width). The main effect of this parameter is
to increase or decrease the rate in the sample, having minor deposited energy and zenith dependence. Thus, this
systematic has the largest impact in the absolute normalization of the reported fluxes.
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FIG. C.1. Effect of changing the DOM efficiency on the sample. Left and center panels show the ratio of the systematic
expectation with respect to the nominal as a function of the deposited energy and the cosine of the zenith angle for decreasing
and increasing the efficiency by one sigma respectively. The color scale is proportional to the change and less saturated colors
correspond to lesser change. The right-most panel shows the ratio of energy distributions, when decreasing and increasing the
efficiency, as dark and light lines as a function of the deposited energy. In these three panels all morphologies are considered.

Fig. C.2 shows the relative rate change when modifying the DOM head-on efficiency, εhead-on, by one sigma (the
prior width). In this case, the effect of the systematic is mostly energy dependent, but – as expected for a change in
the DOM angular response – it introduces a change in the angular distribution.
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FIG. C.2. Effect of changing the hole ice on the sample. The layout and colors have the same meaning as in Fig. C.1,
and show the effect of decreasing and increasing the head-on efficiency. Since this effect is predominantly an effect in the angular
distribution, the right most panel shows the ratio to nominal as a function of the cosine of the zenith angle. In these three
panels all morphologies are considered.

Fig. C.3 shows the effect of changing the bulk ice anisotropy parameter by one sigma (the prior width) in the length
and deposited energy distributions. This systematic has a very small effect on the deposited energy distribution, but
a significant one in the double-cascade vertex separation distribution. Close to the major anisotropy axis, events
reconstructed as single cascades become more elongated with increasing anisotropy scale. The elongation of these
cascades can cause some events to migrate to the double cascade classification. Double cascades that lie along the
major axis have the same elongation behavior with increasing anisotropy scale, causing some events to migrate to bins
of larger reconstructed length. This behavior is nearly reversed along the minor anisotropy axis.
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FIG. C.3. Effect of changing ice anisotropy on length distribution in the sample. The layout and colors have the
same meaning as in Fig. C.1, and show the change relative the baseline to ice model anisotropy. The right most panel shows
the ratio of length distributions, when decreasing and increasing the anisotropy, as dark and light lines as a function of the
reconstructed length. In these three panels all morphologies are considered.

Appendix D: Single photo-electron charge distribution calibration

Each of IceCube’s digital optical modules uses a discriminator circuit to trigger on the PMT voltage level and a
selection of digitizers with different time windows, digitization rates, and dynamic range to record the PMT output
after a trigger. To perform accurate physics measurements we must be able to convert the digitized waveforms into
deposited charge time stamps. This is achieved with in situ measurements of a variety of calibration constants for
each DOM. The voltage and timing calibration is described in detail by [76]. The PMTs in the DOMs operate at a
gain of 107. In the PMT operation that results in this gain, the process of producing knock-off electrons is highly
stochastic, meaning that a single photo-electron can potentially give rise to a broad distribution of charges at the
final stage. To achieve the target gain of 107, the PMT gain as a function of high voltage is calibrated using the
response to background “dark-noise” photons. For single photo-electrons (SPEs) the charge before amplification e is
known. By integrating the voltage samples (as a function of time, and dividing by the load resistance) of many single
photo-electron waveforms, a histogram of response charges is formed for each high voltage setting. The histogram
of response charges above a certain charge is fit with the sum of an exponential and Gaussian distribution. The
peak of the Gaussian component (SPE peak) is used to set the PMT high voltage such that the gain at this point in
the distribution is 107. The discriminator threshold is then set to be 0.25 times the voltage that corresponds to the
Gaussian peak. This calibration procedure is repeated at the start of each IceCube season. The stability of the DOM
operating conditions makes this calibration frequency sufficient.

After the digitizer readout and gain of the PMT have been calibrated, the interpretation of the digitized waveform
readout as deposited charge then relies on the calibration of the single photo-electron charge distribution (SPE curve).
Previous IceCube analyses used the same sum of exponential and Gaussian distributions that were fit during the
calibration procedure to interpret the readout waveforms. However, in 2015 further investigation revealed that a
more accurate procedure than that used for initial calibration resulted in SPE peaks that were on average 4.3 %
higher than expected. This realization prompted a detector wide re-calibration effort for all seasons of IceCube data,
internally referred to as “Pass2.” The offset in the initial calibration procedure is in part due to contamination from
multi-photo-electron pulses and failures of the fitting procedure to match the data well. The Pass2 re-calibration
procedure uses raw waveform information collected via an unbiased random filter designed to capture detector noise
and background muon events. In a manner similar to the calibration procedure, the integrated charges from each
digitizer are first deconvolved from electronics effects and then binned so that a function can be fit to the distribution.
Depending on the available information and fit quality an exponential plus Gaussian distribution or the sum of an
exponential and two Gaussian distributions is fit to each histogram above the 5th percentile of the data. This procedure
is performed on a per season basis for each digitizer on every DOM. Once the new SPE curves have been obtained,
the data is reinterpreted accordingly and processed with the filters used for the 2017 data taking season in order to
provide a uniform set of filters for all the re-processed years of data.
The changes introduced by the new filters are small for most IceCube analyses. However, the re-calibration of the

SPE curves has resulted in a change to inferred deposited charge, and therefore energy, of approximately −4 % on
average. This systematic bias was partially accounted for in other IceCube analyses that consider the uncertainty
in the absolute photon efficiency of the DOMs. This analysis and others forthcoming use the new Pass2 calibration
to obtain more accurate estimations of the deposited charge and energy of events in the detector. Notably in this
analysis, the reconstructed deposited energy has changed in comparison to previous analyses of this sample due to the
charge re-calibration. As the selection uses cuts on the charge of events which have not been altered, some events have
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been removed from the sample after re-calibration. Further calibration efforts of the DOM response are ongoing and
have since yielded more accurate measurements that will be used in future analyses [205].

Appendix E: Detailed likelihood description

The analysis likelihood is given by

L(~θ, ~η) =




n∏

j

LEff(µj(~θ, ~η), σj(~θ, ~η); dj)


 ·

(∏

r

Πr(θr)

)
·
(∏

s

Πs(θs)

)
, (E.1)

where 1 ≤ j ≤ n refers to the bin number, r indexes the parameters of interest, s indexes the nuisance parameters, θr
are the different parameters of interest, ηs are the different nuisance parameters, Πr are the priors on the parameters of
interest, Πs are the priors on the nuisance parameters, µj refers to the expectation in bin j, σj refers to the standard
deviation of the expectation in bin j, dj refers to the number of data events in that bin, ~θ refers to all the parameters of
interest, ~η refers to all the nuisance parameters, and LEff is the effective likelihood described in [157]. The arguments
of the likelihood are then

µj(~θ, ~η) =
∑

i

wji (
~θ, ~η) and σj(~θ, ~η) =

√∑

i

(
wji (

~θ, ~η)
)2

, (E.2)

where wji are the weights in bin j. The event weights have contributions from each flux component, which we
enumerate as conv, prompt, muon, and astro for the conventional atmospheric neutrino, prompt atmospheric neutrino,
atmospheric muon, and astrophysical neutrino fluxes, respectively. We also split the weights into their flux dependence,
αcomponent
i , and systematic corrections, βcomponenti . As neutrino events and atmospheric muons are simulated separately,
wmuon
i is zero if the other weight components are non-zero and vice-versa. The conventional and prompt systematic

corrections are applied in the same manner regardless of neutrino type, whereas the astrophysical systematic corrections
are applied on a per-flavor basis. In symbolic notation, this can be written as:

wi = wconv
i + wprompt

i + wmuon
i + wastro

i , (E.3)
wconv
i = αconv

i βconvi , (E.4)

wprompt
i = αprompt

i βprompti , (E.5)
wmuon
i = αmuon

i , (E.6)

wastro
i = αastro

i β
astro,‖pi‖
i , (E.7)

where pi denotes the particle type, and ‖pi‖ denotes the particle type irrespective of whether it is an anti-particle or
not.
To correct for differences between the simulated event generation probability distributions and those of another

hypothesis given by ~θ and ~η, we must concern ourselves with the true simulated properties of each simulation-event’s
primary particle. We denote pi as the particle type of the event’s primary particle, Ei as the primary particle’s initial
energy, θzi as the primary’s zenith angle, and di as the primary’s depth at the first intersection with a cylinder centered
around and containing the detector. The main correction is between the generated distribution of neutrinos and a
baseline flux of neutrinos for a particular livetime. This correction necessitates a weighting factor (Φ · T )/(N · P ),
where Φ is the differential flux, T the livetime of the sample, N is the number of generated events, and P is the
probability density of event generation. Additional corrections can account for deviations from the baseline model, and
effects not simulated.
The conventional component considers the neutrino flux from pions (π) and kaons (K) separately. For a neutrino

of type pi, of energy Eνi , and with zenith angle θν,zi , the differential flux of such neutrinos for pions and kaons is
Φπ,pi
HONDA(E

ν
i , θ

ν,z
i ) and ΦK,pi

HONDA(E
ν
i , θ

ν,z
i ), respectively [99]. The overall normalization of the conventional atmospheric

neutrino flux is modified via the parameter Φconv and the relative normalizations of the components from pions and
kaons are controlled by the parameter RK/π. To modify the slope of the conventional atmospheric neutrino spectrum
the parameter ∆γCR acts as a spectral index correction about a 2020 GeV pivot point. The proportion of atmospheric
neutrinos and anti-neutrinos is allowed to vary via the parameter 2ν/ (ν + ν̄)atmo which can range from zero (all
anti-neutrinos) to two (all neutrinos), where the nominal value of one gives the relative neutrino to anti-neutrino content
specified in the chosen atmospheric models. Finally, as we only simulate single neutrinos and not all the products
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of the cosmic-ray air showers from which they originate, a correction factor is needed to account for the probability
that a neutrino event may be rejected by the presence of an accompanying muon. To account for this the weight is
multiplied by the probability that the neutrino is not rejected by an accompanying muon P conv,pi

passing(E
ν
i , θ

ν,z
i , Dν

i ). In
symbolic notation, this is given by:

αconv
i = Φconv

(
Φπ,piHONDA(E

ν
i , θ

ν,z
i )Tsample

NgenP
pi
gen(Eνi , θ

ν,z
i )

+RK/π
ΦK,piHONDA(E

ν
i , θ

ν,z
i )Tsample

NgenP
pi
gen(Eνi , θ

ν,z
i )

)
·
(

Eνi
2020 GeV

)−∆γCR

· P conv,pi
passing(E

ν
i , θ

ν,z
i , Dν

i ) ·
{

2ν/ (ν + ν̄)atmo pi is ν
2− 2ν/ (ν + ν̄)atmo pi is ν̄

.

(E.8)

The prompt neutrino component considers the flux of atmospheric neutrinos from charmed hadrons
Φpi
BERSS(E

ν
i , θ

ν,z
i ) [101]. Similar corrections as those defined for the conventional component are used for the prompt

component. In this case the normalization of the prompt neutrino flux is controlled by Φprompt. The parameters ∆γCR
and 2ν/ (ν + ν̄)atmo serve the same purpose in the prompt neutrino component, except that the pivot point is chosen
to be 7887 GeV. A term must also be included to account for the probability of the neutrino being rejected due to
accompanying muons: P prompt,pi

passing (Eνi , θ
ν,z
i , Dν

i ). In symbolic notation, this is given by:

αprompt
i = Φprompt

(
ΦpiBERSS(E

ν
i , θ

ν,z
i )Tsample

NgenP
pi
gen(Eνi , θ

ν,z
i )

)
·
(

Eνi
7887 GeV

)−∆γCR

· P prompt,pi
passing (Eνi , θ

ν,z
i , Dν

i ) ·
{

2ν/ (ν + ν̄)atmo pi is ν
2− 2ν/ (ν + ν̄)atmo pi is ν̄

.

(E.9)

The flux of atmospheric muons from cosmic-ray air showers is modelled by a parameterization of muons from
air showers simulated with the CORSIKA package assuming the Hillas-Gaisser H4a [121] cosmic-ray flux model and
SIBYLL 2.1 [129] hadronic model. This parameterized flux is denoted by ΦGaisserH4a(E

ν
i , θ

ν,z
i , dνi ). As for other fluxes,

a normalization factor Φµ is included. The only other correction is to shift the baseline flux to the center of the data
derived prior. This is accomplished with the 2.1 ·Nµ

tagged/NMUONGUN factor. Where 2.1 is the ratio of detection volumes
for the full and reduced volume event selections (not accounting for differences in efficiency), Nµ

tagged is the number of
tagged muons, and NMUONGUN is the number of expected events in the baseline atmospheric muon model before re-scaling.
Namely,

αmuon
i = Φµ

ΦGaisserH4a(E
µ
i , θ

µ,z
i , dµi )Tsample

NgenP
pi
gen(E

µ
i , θ

µ,z
i , dµi )

·
2.1 ·Nµ

tagged

NMUONGUN
. (E.10)

The astrophysical component is modeled with a single power law as a baseline, although this flux can be replaced
with other models as has been done in Section VI. The factors accounting for the generation are the same as for
the other neutrino fluxes, and a normalization factor Φastro is included. The baseline normalization is chosen to
be 10−18[GeV−1cm−2s−1sr−1] at 100 TeV. The factor of 2π stems from the uniform azimuthal distribution of the
astrophysical flux, and γastro governs the index of the spectrum. In symbolic notation, this is given by:

αastro
i = Φastro

(
10−18[GeV−1cm−2s−1sr−1]2πTsample

NgenP
pi
gen(Eνi , θ

ν,z
i )

)
·
(

Eνi
100 TeV

)−γastro
. (E.11)

Similarly to true simulated properties, the reconstructed event properties are also needed for the purpose of binning
and systematic corrections. We denote mR

i as the inferred morphology of event i, ERi as the reconstructed deposited
energy of the event, θR,zi as the reconstructed event zenith angle, and lRi as the reconstructed distance between energy
depositions in the double cascade reconstruction. The effects of detector systematic parameters εDOM, εhead-on, and as
are assumed to be independent, and are each accounted for by corrections to the expectation stored in b-splines. For
each systematic the corrections for tracks and cascades are applied using the same combination of observables, while
double cascades differ. These are organized as:

βxi =

{
βdc,xi mR

i = double cascade
βt/c,xi mR

i = track or mR
i = cascade

(E.12)

Parameterized expectations for each systematic s are denoted by fs, and corrections are ratios of fs evaluated at a
specific systematic parameter value to fs evaluated at the nominal systematic parameter value denoted by s0. These
correction factors are explicitly given by:

βdc,xi =

(
fx,dcεDOM (ERi , θ

R,z
i , εDOM)

fx,dcεDOM (ERi , θ
R,z
i , εDOM,0)

)
·
(
fx,dcεhead-on(E

R
i , l

R
i , εhead-on)

fx,dcεhead-on(E
R
i , l

R
i , εhead-on,0)

)
·
(
fx,dcas (lRi , as)

fx,dcas (lRi , as,0)

)
, (E.13)
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Appendix F: Data release for additional characterization of the astrophysical neutrino flux

The different astrophysical and atmospheric models explored in this paper represent only a small portion of the
theoretical model space. To facilitate better model tests and the combination of results from different experiments and
data sets, we provide the data and simulated event information used in the analyses described in Section VI. The data
release information is provided in [164].

The data used for the analyses described in Section VI is provided in a json formatted file, which contains the 102
data events that pass the selection described in Section II. For each data event we provide the following variables:

• recoDepositedEnergy - The reconstructed deposited energy of the event, given in GeV.

• recoMorphology - The inferred morphology of the event, where 0, 1, 2 correspond to cascades, tracks, and
double cascades, respectively.

• recoZenith - The reconstructed zenith direction of the event, given in radians.

• recoLength - The reconstructed length of the event, given in meters.

A second json formatted file contains the MC events used to compute the expected data event rates. For each event
we provide the following variables:

• primaryType - The simulated initial particle flavor, given in the Monte Carlo numbering scheme outlined by the
Particle Data Group [79].

• primaryEnergy - The simulated true energy of the initial particle (neutrino or muon), given in GeV.

• primaryZenith - The simulated true zenith direction of the initial particle (neutrino or muon), given in radians.

• trueLength - The simulated true length between cascades in a double cascade the event, given in meters.

• interactionType - The simulated neutrino interaction of the initial particle. Values of 1, 2, 3 correspond to
CC, NC, and GR interactions, respectively. For simulated atmospheric muons a value of 0 is given.

• weightOverFluxOverLivetime - The MC weight of the neutrino event, divided by the simulated flux and
detector livetime, given in units of GeV sr cm2. This is set to zero for atmospheric muon events.

• muonWeightOverLivetime - The MC weight for each muon event, divided by the detector livetime. This is set
to zero for neutrino events.

• pionFlux - The nominal conventional atmospheric neutrino flux from pion decay, as described in Section IV,
given in units of GeV−1s−1sr−1cm−2.

• kaonFlux - The nominal conventional atmospheric neutrino flux from kaon decay, as described in Section IV,
given in units of GeV−1s−1sr−1cm−2.

• promptFlux - The nominal prompt atmospheric flux neutrino flux, as described in Section IV, given in units of
GeV−1s−1sr−1cm−2.

• conventionalSelfVetoCorrection - The veto passing fraction for conventional neutrinos, computed as described
in Section IV.

• promptSelfVetoCorrection - The veto passing fraction for prompt neutrinos, computed as described in
Section IV.

• recoDepositedEnergy - The reconstructed deposited energy of the event, given in GeV.

• recoMorphology - The inferred morphology of the event. 0, 1, 2 correspond to cascades, tracks, and double
cascades, respectively.

• recoLength - The reconstructed length of the event, given in meters.
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• recoZenith - The reconstructed zenith angle of the event, given in radians.

We provide a python3 example code of using the MC information, where the energy dependent neutrino effective
area of the selection is computed and the corresponding distributions are plotted. The output of this code is shown in
Fig. F.1.
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FIG. F.1. All-sky energy dependent astrophysical neutrino effective area. The direction averaged effective area for the
three neutrino flavors is shown as a function of the neutrino energy incident on Earth. This effective area takes into account
the effects of absorption in the Earth. To obtain the expected number of astrophysical neutrinos, this effective area can be
multiplied by the all-sky astrophysical neutrino flux. On the other hand, to obtain the expected number of atmospheric events,
the atmospheric passing fraction must be included in the calculation of the effective area.

The interpolating b-splines used to perform the systematic corrections, described in Sections VA and E, are provided
as fits files which can be read with the PHOTOSPLINE software package [134].

The final component of this data release is a sample code, also written in python3, which reproduces the fit of the
data to a single power-law astrophysical flux in the same manner as described in Section VIA1. The primary goal of
these scripts are to provide a working example utilizing the information provided in the data files, and we encourage
readers to use these files as a jumping point into their own analyses. A more detailed description of the files in this
example are provided in the accompanying README file in [164].

Appendix G: Table of segmented power-law parameters

The segmented power-law splits the astrophysical neutrino energy spectrum into independent E−2 segments the
normalizations of which are allowed to vary. Additional discussion of this model is found in Section VIA5. The best
fit point and approximate 68.3 % confidence intervals of this astrophysical model, as well as the MAP estimators and
68.3 % credible regions, are provided in the table below for the purpose of producing additional visualizations. Readers
seeking to use this event sample in other analyses should refer to the data release for the most accurate information as
the errors reported here do not describe correlations between the parameters.

Appendix H: High-energy astrophysical neutrino source searches

In this section, we report the results of searches for neutrino sources performed with this sample and describe the
reconstruction choices made for these analyses that differ from those used in Section VI. We do not find a significant
indication of a point-like neutrino source or correlation with the galactic plane in these searches. The most-significant
source location is found to have a null-hypothesis post-trials p-value of 0.092.
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Frequentist Analysis Bayesian Analysis

Energy Range Best-fit value and 68.3 % C.L. Most-likely value and 68.3 % H.P.D.

[4.20 · 104, 8.83 · 104] 5.7+9.5
−5.7 × 10−18 1.3+1.2

−1.1 × 10−17

[8.83 · 104, 1.86 · 105] 3.89+0.99
−0.87 × 10−18 3.9+1.5

−1.1 × 10−18

[1.86 · 105, 3.91 · 105] 7.1+1.4
−7.1 × 10−20 8.6+20

−8.6 × 10−20

[3.91 · 105, 8.23 · 105] 8.1+28
−8.1 × 10−21 1.9+47

−1.9 × 10−21

[8.23 · 105, 1.73 · 106] 1.3+0.86
−0.64 × 10−20 7.9+12

−6.5 × 10−21

[1.73 · 106, 3.64 · 106] 7.7+17
−7.7 × 10−22 7.2+28

−7.2 × 10−22

[3.64 · 106, 7.67 · 106] 0.0+6.7
−0.0 × 10−23 5.4+280

−5.4 × 10−24

TABLE G.1. Segmented power-law model normalizations. The left-most column shows the energy range in GeV of each
segment, while the other columns show the six-neutrino flux at the center of each bin in units of [GeV−1s−1sr−1cm−2] for the
frequentist and Bayesian analyses. The frequentist analysis column shows the best-fit parameters and their approximate 68.3 %
confidence interval. The Bayesian analysis column shows the most-likely values of the parameters, as well as the 68.3 % highest
probability density interval (HPD).

1. Directional reconstruction for neutrino source searches

In the search for neutrino sources, a conservative choice is made to model the background with data-derived
distributions in an effort to avoid potential bias from mismodelling of the backgrounds. Related to this choice, data
below the 60 TeV cut is included in this analysis. As Monte-Carlo (MC) simulation is not used in this approach, we
can use a more accurate but computationally more expensive directional reconstruction for these analyses, which
would otherwise be prohibitive to use on a MC sample. Events in data are reconstructed by fully re-simulating
cascades or tracks with in-ice photon propagation [206]. A re-simulation of the light propagation is performed for each
considered combination of direction and interaction vertex. This re-simulated information is re-used when considering
different times and energies for the event. We first perform a localized random search in the reconstruction parameter
space to find the minimum of the test-statistic described in [158], comparing re-simulated waveforms to data. This
provides a localized starting point in the high-dimensional parameter space for efficiently estimating the directional
posterior distribution. An “approximate Bayesian computation” (ABC) [207] is performed around the estimated
minimum using the same test-statistic in order to sample the posterior distribution of the reconstruction parameters,
assuming a uniform prior in direction and vertex position. This method allows us to sample the test-statistic posterior
distribution despite the non-deterministic nature of the re-simulation step. After the ABC step, we marginalize over
other parameters to obtain the event direction’s posterior distribution. We then parameterize the directional posterior
distribution with an eight-parameter Fisher-Bingham distribution [208], which is used in the analyses described later
in this section.

The errors reported for these events with this reconstruction method are near twice the angular size on average than
those quoted previously for the same events. This stems from the different treatment of uncertainties. Previously,
re-simulations of the events used variations of the scattering and absorption for individual ice layers. This previously
used method accounts for statistical variations and uncertainties in the ice layers but neglects other known detector
uncertainties. On the other hand, the reconstruction now used for the source searches explicitly includes calibration
uncertainty on the simulated distribution of observed charge in its test-statistic. This new method of introducing
the detector uncertainties covers the known uncertainties in the photon arrival distribution from calibration and is
more conservative than that previously used. This change in the treatment of uncertainty results in larger angular
errors, which are consistent with other more complete treatments of the calibration uncertainty [209]. Therefore, the
previously reported errors were likely underestimated. This ice model used in the new reconstruction also incorporates
more calibration information than the model used previously, a change that improves the accuracy of the reconstructed
direction for cascades. The inferred directional probability distribution of some events has changed substantially
with respect to what was inferred with the original reconstruction. The extent of these changes is expected based on
studies of simulated events, given that the previous errors undercover and the modelling of the ice properties used for
reconstruction has been improved significantly. We note that the directional information inferred from cascade events,
particularly in the detector’s azimuthal dimension, is highly dependent on the modelling of the ice, which continues to
improve. The ice model used for the source searches reconstruction in this work adds information about the azimuthal
anisotropy of the scattering and absorption of photons based on [135]. Ice models in development will eventually add
information about the birefringent crystalline structure of the ice [136, 137], changing again what we infer about the
cascade directional probability distributions.
Except for four events classified as double cascades, data are reconstructed based on the classification described

above. Since algorithms to estimate the double cascade angular uncertainties were not available, the four double
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cascades are reconstructed, assuming a cascade hypothesis for the source searches.

2. Neutrino source searches

In a simple, spatial-only, analysis, we searched for clustering consistent with either point-like or spatially-extended
galactic emission. In each case, we used an unbinned likelihood function, described in [210], given by

L(ns; ~ψs) =

N∏

i

[ns
N
· S(~xi, ~ψs) +

(
1− ns

N

)
·B
]
, (H.1)

where N is the total number of observed events, ns is the expected number of signal events, ~ψs is the source position
in the sky, ~xi represents the properties of event i, B = 1/(4π) is the background spatial distribution which we take to
be uniform, and S(~xi, ~ψs) = Pi(~ψs) is the spatial distribution expected from the signal population which is taken to be
equal to the posterior density of the event direction Pi(~xs) at the source position. We neglect the energy information
in this search. For point-like sources, S(~xi, ~ψs) is determined entirely by the posterior distributions described in
Section III; for spatially extended emission, those must be convolved with the assumed spatial distribution of the
source. In order to quantify preference for the alternative (presence of a neutrino source) versus the null (isotropic
scenario) hypothesis, we use the following test statistic

TS = −2 ln[L(ns = 0)/L(n̂s)], (H.2)

where n̂s is the value that maximizes the likelihood. The null-hypothesis p-value is determined by comparing the
observed test statistic value, TSobs, with the TS distribution expected given background only correcting for the number
of source hypotheses considered. This background TS distribution is determined by repeating the experiment using
modified versions of the dataset, where we have randomized the right ascension of all events.

The results of testing for point-like emission in the sky from many directions are shown in Fig. H.1. The maximum
test statistic is found at equatorial coordinates (α, δ) = (342.1°, 1.3°), with a null-hypothesis post-trials p-value of 0.092.
The hottest spot no longer correlates with the galactic plane as was the case in previous analyses. In an unweighted
hottest-spot test restricted to a predefined source list consisting of 74 source candidates – which has been studied
in previous iterations of this analysis [59], with through-going tracks [211], and with contained cascades [163] – no
significant emission was found; the null-hypothesis post-trials p-value is 0.76. This list of 74 sources is enumerated in
the supplementary material of [59].
We performed two searches for spatially-extended Galactic emission. First, as in past work [59–61], we tested for

uniform emission within a Galactic plane region expressed in terms of Galactic latitude as |b| < bmax, scanning over
possible values bmax ∈ [2.5◦, 30◦]. Here, the greatest pre-trial significance (p = 0.02) was found for bmax = 5◦. After
accounting for multiple, partially correlated tests over the range of the bmax scan, we find a post-trials p-value of 0.062.
Fermi -LAT has inferred a diffuse flux of gamma rays originating in decays of neutral pions produced by interactions

between cosmic rays and Galactic gas and dust [212]. Although this inference is based on measurements made at
energies far below the threshold of this analysis (Eγ . 100 GeV), it is possible that this gamma ray flux extends to
higher energies and is accompanied by high energy neutrinos produced in decays of charged pions. Therefore, in a
second, more model-dependent search similar to that performed in [163, 213], we test for emission following the spatial
profile of the Fermi-LAT best-fit result on Galactic hadronic emission below 100 GeV, using the method described
in [213]. Here we find a p-value of 0.089.

To conclude, this analysis’s new reconstruction techniques are more conservative and generally increase the reported
angular error. A detailed accounting of these changes is found in Section I. With these searches, we find no evidence of
clustering in the sample or correlation with tested sources. Other, more sensitive, searches for neutrino sources have
been performed with IceCube data and provide better constraints on the scenarios they test [64, 163]. In the future,
improved results will be based on other, dedicated samples.
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FIG. H.1. Point source TS map. The TS at each point on the sky is indicated by the blue color scale. The Galactic center
and Galactic plane are indicated by the gray dot and gray curve, respectively. Unlike in previous analyses [58–61], the most
significant position is well separated from the Galactic plane, at (α, δ) = (342.1◦, 1.3◦), indicated by the white ×.

Appendix I: Event comparison

Event
ID HPD Area (7.5yr) [sr] HPD Area (prev.) [sr] HPD Overlap Area [sr]

1 50 %: 0.564
90 %: 1.71

50 %: 0.253
90 %: 0.826

50 %: 0.116
90 %: 0.584

2 50 %: 0.940
90 %: 3.02

50 %: 0.605
90 %: 2.75

50 %: 0.226
90 %: 1.17

3 50 %: 1.26× 10−3

90 %: 4.19× 10−3
50 %: 1.81× 10−3

90 %: 6.06× 10−3
50 %: 0.00
90 %: 7.31× 10−4

4 50 %: 0.0421
90 %: 0.141

50 %: 0.0481
90 %: 0.160

50 %: 0.00
90 %: 0.0413

5 - 50 %: 1.33× 10−3

90 %: 4.43× 10−3
-

6 - 50 %: 0.0913
90 %: 0.302

-

7 50 %: 1.10
90 %: 3.18

50 %: 0.545
90 %: 1.76

50 %: 0.00
90 %: 0.195

8 50 %: 1.87× 10−3

90 %: 6.22× 10−3
50 %: 1.65× 10−3

90 %: 5.51× 10−3
50 %: 3.64× 10−4

90 %: 3.09× 10−3

9 50 %: 1.93
90 %: 5.78

50 %: 0.259
90 %: 0.848

50 %: 0.259
90 %: 0.848

10 50 %: 0.0308
90 %: 0.102

50 %: 0.0624
90 %: 0.206

50 %: 0.00
90 %: 4.31× 10−3
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Event
ID HPD Area (7.5yr) [sr] HPD Area (prev.) [sr] HPD Overlap Area [sr]

11 50 %: 0.345
90 %: 1.12

50 %: 0.264
90 %: 0.863

50 %: 0.0179
90 %: 0.357

12 50 %: 0.0881
90 %: 0.296

50 %: 0.0920
90 %: 0.304

50 %: 0.0429
90 %: 0.219

13 50 %: 0.0269
90 %: 0.0893

50 %: 1.36× 10−3

90 %: 4.51× 10−3
50 %: 0.00
90 %: 0.00

14 50 %: 0.0445
90 %: 0.148

50 %: 0.167
90 %: 0.547

50 %: 0.0445
90 %: 0.148

15 50 %: 0.219
90 %: 0.536

50 %: 0.367
90 %: 1.19

50 %: 0.0242
90 %: 0.290

16 50 %: 0.787
90 %: 2.20

50 %: 0.358
90 %: 1.18

50 %: 0.109
90 %: 0.489

17 50 %: 0.0309
90 %: 0.103

50 %: 0.128
90 %: 0.421

50 %: 0.0291
90 %: 0.103

18 50 %: 3.58× 10−3

90 %: 0.0119
50 %: 1.65× 10−3

90 %: 5.49× 10−3
50 %: 1.17× 10−3

90 %: 5.39× 10−3

19 50 %: 0.265
90 %: 0.887

50 %: 0.0897
90 %: 0.297

50 %: 0.0346
90 %: 0.262

20 50 %: 0.0440
90 %: 0.148

50 %: 0.109
90 %: 0.360

50 %: 0.0169
90 %: 0.125

21 50 %: 0.990
90 %: 2.72

50 %: 0.414
90 %: 1.37

50 %: 0.249
90 %: 0.785

22 50 %: 0.0367
90 %: 0.123

50 %: 0.140
90 %: 0.460

50 %: 7.09× 10−3

90 %: 0.108
23 50 %: 1.69

90 %: 5.65
50 %: 3.58× 10−3

90 %: 0.0135
50 %: 3.58× 10−3

90 %: 0.0135
24 50 %: 0.202

90 %: 0.660
50 %: 0.229
90 %: 0.751

50 %: 0.0759
90 %: 0.422

25 50 %: 1.66
90 %: 4.59

50 %: 1.94
90 %: 5.67

50 %: 0.362
90 %: 3.24

26 50 %: 0.279
90 %: 0.915

50 %: 0.134
90 %: 0.442

50 %: 0.0886
90 %: 0.408

27 50 %: 0.0785
90 %: 0.259

50 %: 0.0419
90 %: 0.139

50 %: 0.0148
90 %: 0.0985

28 50 %: 2.32× 10−3

90 %: 7.72× 10−3
50 %: 1.61× 10−3

90 %: 5.36× 10−3
50 %: 7.19× 10−4

90 %: 4.20× 10−3

29 50 %: 0.0710
90 %: 0.235

50 %: 0.0522
90 %: 0.173

50 %: 0.0458
90 %: 0.164

30 50 %: 0.0739
90 %: 0.247

50 %: 0.0603
90 %: 0.200

50 %: 0.0418
90 %: 0.181

31 50 %: 1.61
90 %: 4.09

50 %: 0.635
90 %: 2.71

50 %: 0.307
90 %: 2.39

32 - - -
33 50 %: 0.0126

90 %: 0.0419
50 %: 0.173
90 %: 0.568

50 %: 0.00
90 %: 0.00

34 50 %: 2.24
90 %: 5.55

50 %: 1.66
90 %: 5.13

50 %: 0.733
90 %: 3.89

35 50 %: 0.0565
90 %: 0.190

50 %: 0.239
90 %: 0.781

50 %: 0.0201
90 %: 0.166

36 50 %: 0.427
90 %: 1.17

50 %: 0.130
90 %: 0.428

50 %: 3.20× 10−5

90 %: 0.131
37 50 %: 5.43× 10−4

90 %: 1.84× 10−3
50 %: 1.43× 10−3

90 %: 4.75× 10−3
50 %: 2.88× 10−4

90 %: 1.61× 10−3

38 50 %: 5.59× 10−4

90 %: 1.85× 10−3
50 %: 1.33× 10−3

90 %: 4.41× 10−3
50 %: 0.00
90 %: 6.99× 10−4

39 50 %: 0.218
90 %: 0.655

50 %: 0.192
90 %: 0.639

50 %: 0.0151
90 %: 0.261

40 50 %: 0.0852
90 %: 0.292

50 %: 0.130
90 %: 0.429

50 %: 0.0152
90 %: 0.174

41 50 %: 0.103
90 %: 0.342

50 %: 0.118
90 %: 0.389

50 %: 0.0527
90 %: 0.257
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Event
ID HPD Area (7.5yr) [sr] HPD Area (prev.) [sr] HPD Overlap Area [sr]

42 - 50 %: 0.405
90 %: 1.39

-

43 50 %: 0.842
90 %: 2.38

50 %: 1.55× 10−3

90 %: 5.10× 10−3
50 %: 1.55× 10−3

90 %: 5.10× 10−3

44 50 %: 9.75× 10−3

90 %: 0.0324
50 %: 1.41× 10−3

90 %: 4.67× 10−3
50 %: 1.40× 10−3

90 %: 4.67× 10−3

45 50 %: 1.44× 10−4

90 %: 4.79× 10−4
50 %: 1.33× 10−3

90 %: 4.42× 10−3
50 %: 1.44× 10−4

90 %: 4.79× 10−4

46 50 %: 0.0461
90 %: 0.152

50 %: 0.0551
90 %: 0.183

50 %: 0.0261
90 %: 0.113

47 50 %: 0.171
90 %: 0.555

50 %: 1.41× 10−3

90 %: 4.67× 10−3
50 %: 0.00
90 %: 1.97× 10−3

48 50 %: 0.0923
90 %: 0.306

50 %: 0.0629
90 %: 0.208

50 %: 0.00
90 %: 0.0156

49 50 %: 1.18
90 %: 3.24

50 %: 0.450
90 %: 1.54

50 %: 0.301
90 %: 0.992

50 50 %: 0.806
90 %: 3.22

50 %: 0.0633
90 %: 0.210

50 %: 0.0633
90 %: 0.210

51 50 %: 0.448
90 %: 1.73

50 %: 0.0401
90 %: 0.133

50 %: 0.0401
90 %: 0.133

52 50 %: 0.113
90 %: 0.333

50 %: 0.0578
90 %: 0.192

50 %: 0.0190
90 %: 0.124

53 - 50 %: 1.37× 10−3

90 %: 4.56× 10−3
-

54 50 %: 0.0916
90 %: 0.311

50 %: 0.128
90 %: 0.422

50 %: 0.0678
90 %: 0.276

55 - - -
56 50 %: 0.0797

90 %: 0.270
50 %: 0.0408
90 %: 0.135

50 %: 0.0408
90 %: 0.135

57 50 %: 0.574
90 %: 1.93

50 %: 0.197
90 %: 0.651

50 %: 0.146
90 %: 0.648

58 50 %: 0.0500
90 %: 0.168

50 %: 1.72× 10−3

90 %: 5.73× 10−3
50 %: 1.72× 10−3

90 %: 5.73× 10−3

59 50 %: 0.0273
90 %: 0.0908

50 %: 0.0732
90 %: 0.242

50 %: 0.00
90 %: 0.0131

60 50 %: 0.549
90 %: 1.76

50 %: 0.168
90 %: 0.551

50 %: 0.138
90 %: 0.551

61 - 50 %: 1.34× 10−3

90 %: 4.45× 10−3
-

62 - 50 %: 1.56× 10−3

90 %: 5.16× 10−3
-

63 - 50 %: 1.34× 10−3

90 %: 4.46× 10−3
-

64 50 %: 0.150
90 %: 0.515

50 %: 0.107
90 %: 0.354

50 %: 0.0417
90 %: 0.246

65 50 %: 2.09
90 %: 6.55

50 %: 0.290
90 %: 0.951

50 %: 0.117
90 %: 0.808

66 50 %: 0.446
90 %: 1.25

50 %: 0.317
90 %: 1.05

50 %: 5.85× 10−3

90 %: 0.338
67 50 %: 0.0431

90 %: 0.145
50 %: 0.0473
90 %: 0.157

50 %: 0.0168
90 %: 0.0918

68 50 %: 0.0761
90 %: 0.256

50 %: 0.131
90 %: 0.433

50 %: 0.0742
90 %: 0.254

69 - 50 %: 0.234
90 %: 0.762

-

70 50 %: 0.0992
90 %: 0.332

50 %: 0.144
90 %: 0.475

50 %: 0.0315
90 %: 0.218

71 50 %: 2.72× 10−4

90 %: 9.11× 10−4
50 %: 1.35× 10−3

90 %: 4.48× 10−3
50 %: 2.72× 10−4

90 %: 9.11× 10−4

72 50 %: 0.442
90 %: 1.81

50 %: 0.360
90 %: 1.10

50 %: 0.229
90 %: 0.612
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Event
ID HPD Area (7.5yr) [sr] HPD Area (prev.) [sr] HPD Overlap Area [sr]

73 - 50 %: 0.0456
90 %: 0.151

-

74 50 %: 4.75× 10−3

90 %: 0.0158
50 %: 0.153
90 %: 0.504

50 %: 4.75× 10−3

90 %: 0.0158
75 50 %: 0.514

90 %: 1.80
50 %: 0.163
90 %: 0.515

50 %: 0.163
90 %: 0.515

76 50 %: 1.41× 10−3

90 %: 4.70× 10−3
50 %: 1.33× 10−3

90 %: 4.43× 10−3
50 %: 6.90× 10−4

90 %: 3.30× 10−3

77 50 %: 0.193
90 %: 0.659

50 %: 0.0490
90 %: 0.163

50 %: 0.00
90 %: 0.0634

78 50 %: 3.28× 10−3

90 %: 0.0109
50 %: 1.48× 10−3

90 %: 4.92× 10−3
50 %: 1.11× 10−3

90 %: 4.90× 10−3

79 50 %: 0.257
90 %: 0.793

50 %: 0.203
90 %: 0.666

50 %: 0.0899
90 %: 0.499

80 50 %: 0.342
90 %: 0.988

50 %: 0.246
90 %: 0.816

50 %: 0.0580
90 %: 0.462

81 50 %: 3.98× 10−3

90 %: 0.0132
50 %: 0.175
90 %: 0.574

50 %: 0.00
90 %: 0.00

82 50 %: 1.44× 10−4

90 %: 4.79× 10−4
50 %: 1.36× 10−3

90 %: 4.50× 10−3
50 %: 1.44× 10−4

90 %: 4.79× 10−4

TABLE I.1: Comparison of event reconstructions. As the reconstruction used for the neutrino source searches has changed
in this analysis as opposed to previous analyses, this table provides a comparison of the reconstructed event properties. The
angular size of the 50 % and 90 % directional highest posterior density regions, and the overlap of these regions are given for
each reconstruction. Only events with previously released properties are shown in the table; the reconstructed properties of all
events, including full directional posterior distributions can be found in the data release. The highest posterior density regions of
the directions can be directly computed for the reconstruction used in this analysis, and so are used directly in this comparison.
For the previously used reconstructions, the reconstruction likelihood as a function of direction is converted to a directional
probability density with a smoothing representative of the average angular resolution of each morphology. This probability
density is then re-calibrated to match the angular resolution obtained from the re-simulations of the events, and the highest
posterior density regions computed in this way are used for the comparison. Events with no properties listed were determined to
be coincident muons. Events without properties listed from this analysis were removed from the sample for reasons discussed in
Section II.

Appendix J: Source searches reconstructions

To also support analyses of the source search variety, we provide the directional posterior distributions used
in the analyses described in Section H. These posterior distributions are parameterized with the Fisher-Bingham
eight-parameter distribution (FB8). The directional probability density of the FB8 distribution can be written as

f8(~x) = c8(κ, β, η, ~ν)−1eκ~ν·Γ
T ~x+β[( ~γ2·~x)2+η( ~γ3·~x)2]. (J.1)

In this parameterization Γ is a rotation matrix which also specifies ~γ2 and ~γ3, which are the second and third columns
of Γ respectively. The unit vector ~ν specifies a direction. The parameters κ, β, and η, are scalars that satisfy the
conditions κ ≥ 0, β ≥ 0, and |η| ≤ 1. The term c8(κ, β, η) normalizes the distribution in direction and in this work is
computed using the method described in [208]. In total these can be specified by eight parameters; the matrix by
three parameters, the vector by two parameters, and the scalars by three parameters. For each event in the sample we
provide the parameters of the corresponding FB8 distribution, as well as a HEALPix compatible fits file that contains
an estimate of the integrated probability within each of the 786432 considered pixels.

Event
ID HPD Area (7.5yr) [sr] Γ : (θ, φ, ψ) [rad] (κ, β, η) ~ν : (α, ρ) [rad] MAP : (RA, DEC)

1 50 %: 0.564
90 %: 1.71

θ: 0.45826837
φ: 0.91828843
ψ: 1.17643995

κ: 19.57268893
β: 15.57446717
η: − 0.79817007

α: 0.27093361
ρ: − 1.48396204

RA: 58.54°
DEC: 9.59°

2 50 %: 0.940
90 %: 3.02

θ: 1.55358028
φ: − 0.93835829
ψ: 1.54259543

κ: 4.96233247
β: 3.70300725
η: 1.00

α: 0.60313619
ρ: − 1.79160961

RA: 246.80°
DEC: −8.23°
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Event
ID HPD Area (7.5yr) [sr] Γ : (θ, φ, ψ) [rad] (κ, β, η) ~ν : (α, ρ) [rad] MAP : (RA, DEC)

3 50 %: 1.26× 10−3

90 %: 4.19× 10−3
θ: 2.17051806
φ: 2.24085918
ψ: 1.63156415

κ: 3541.02167634
β: 404.61926764
η: 1.00

α: 0.00
ρ: 0.00

RA: 128.32°
DEC: −34.41°

4 50 %: 0.0421
90 %: 0.141

θ: 2.56928433
φ: − 2.88846924
ψ: − 2.28783160

κ: 115.19661048
β: 45.75148016
η: 0.80263411

α: 0.43604473
ρ: 1.21624199

RA: 152.23°
DEC: −38.11°

5 - - - - -

6 - - - - -

7 50 %: 1.10
90 %: 3.18

θ: 0.31910768
φ: − 8.56689× 10−3

ψ: 1.40490109

κ: 8.74072348
β: 19.77622181
η: − 0.96730651

α: 0.07002019
ρ: − 1.84222523

RA: 287.40°
DEC: 7.48°

8 50 %: 1.87× 10−3

90 %: 6.22× 10−3
θ: 1.94080008
φ: − 3.14140450
ψ: 1.39732188

κ: 2558.66828593
β: 535.72653136
η: 1.00

α: 0.00
ρ: 0.00

RA: 180.00°
DEC: −21.22°

9 50 %: 1.93
90 %: 5.78

θ: 0.79831306
φ: − 2.04394803
ψ: 1.42900942

κ: 2.58374894
β: 1.22065744
η: 1.00

α: 0.86616944
ρ: 1.82579375

RA: 158.70°
DEC: 44.40°

10 50 %: 0.0308
90 %: 0.102

θ: 1.67324508
φ: 0.11566840
ψ: − 2.98901944

κ: 142.76769931
β: 9.38427116
η: 1.00

α: 0.00
ρ: 0.00

RA: 6.68°
DEC: −5.83°

11 50 %: 0.345
90 %: 1.12

θ: 0.52805615
φ: 2.71166567
ψ: − 1.59528093

κ: 39.51183867
β: 30.22296796
η: − 0.87230950

α: 0.16638358
ρ: 1.38603256

RA: 125.33°
DEC: 12.94°

12 50 %: 0.0881
90 %: 0.296

θ: 1.34086694
φ: − 0.15880085
ψ: 1.81135861

κ: 47.47646843
β: 10.34358502
η: 0.99902913

α: 1.37943439
ρ: − 2.04111780

RA: 291.65°
DEC: −45.19°

13 50 %: 0.0269
90 %: 0.0893

θ: 1.05027418
φ: 1.47768100
ψ: 2.89647436

κ: 162.59429285
β: 6.70946420
η: 1.00

α: 0.00
ρ: 0.00

RA: 84.73°
DEC: 29.83°

14 50 %: 0.0445
90 %: 0.148

θ: 2.19584004
φ: − 1.44533132
ψ: 0.91496577

κ: 98.02013969
β: 7.78270511
η: 0.99993161

α: 0.17447534
ρ: 3.13223575

RA: 266.66°
DEC: −27.95°

15 50 %: 0.219
90 %: 0.536

θ: 2.78203573
φ: − 0.29130156
ψ: 2.01045588

κ: 384.15488237
β: 199.56218287
η: − 0.93160424

α: 9.236× 10−5

ρ: 0.94465457
RA: 12.20°

DEC: −59.30°

16 50 %: 0.787
90 %: 2.20

θ: 3.13478586
φ: 1.47020541
ψ: − 1.87605870

κ: 22.59668211
β: 41.95952090
η: − 0.98069289

α: 0.01879182
ρ: − 0.91149559

RA: 22.32°
DEC: −15.40°

17 50 %: 0.0309
90 %: 0.103

θ: 0.77426688
φ: 0.05920340
ψ: − 2.12860381

κ: 28.75892893
β: 93.45989454
η: − 0.44540153

α: 2.44728494
ρ: 1.26963804

RA: 252.42°
DEC: 10.66°

18 50 %: 3.58× 10−3

90 %: 0.0119
θ: 2.00299273
φ: − 0.22320818
ψ: 1.73258802

κ: 1370.70261947
β: 317.56978779
η: 1.00

α: 0.00
ρ: 0.00

RA: 347.34°
DEC: −24.79°

19 50 %: 0.265
90 %: 0.887

θ: 0.82073544
φ: − 0.66798660
ψ: − 0.36062804

κ: 30.70530142
β: 14.08488275
η: − 0.78236390

α: 2.89282304
ρ: 0.89740358

RA: 96.27°
DEC: −75.52°

20 50 %: 0.0440
90 %: 0.148

θ: 2.48540180
φ: − 0.09350344
ψ: 1.05055337

κ: 284.36682986
β: 134.08932757
η: − 0.86875368

α: 0.09012294
ρ: 0.08542733

RA: 43.78°
DEC: −55.87°

21 50 %: 0.990
90 %: 2.72

θ: 3.10290198
φ: − 1.64088850
ψ: − 1.88991948

κ: 16.29052676
β: 27.90665170
η: − 0.98171026

α: 0.02701535
ρ: − 2.57069122

RA: 3.52°
DEC: −17.11°
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Event
ID HPD Area (7.5yr) [sr] Γ : (θ, φ, ψ) [rad] (κ, β, η) ~ν : (α, ρ) [rad] MAP : (RA, DEC)

22 50 %: 0.0367
90 %: 0.123

θ: 3.05564723
φ: 1.94308562
ψ: 0.01801234

κ: 14.28872563
β: 73.69662380
η: − 0.38948912

α: 0.58954005
ρ: 0.85984449

RA: 286.52°
DEC: −9.44°

23 50 %: 1.69
90 %: 5.65

θ: 1.03112104
φ: − 2.24713549
ψ: 2.81449379

κ: 2.87389868
β: 2.84597025
η: − 0.26562956

α: 0.29575214
ρ: 2.69329027

RA: 206.72°
DEC: −29.83°

24 50 %: 0.202
90 %: 0.660

θ: 2.91521758
φ: − 1.07943905
ψ: − 1.43750306

κ: 29.17929299
β: 39.63561907
η: − 0.79584501

α: 0.62273248
ρ: − 1.46908607

RA: 263.85°
DEC: −5.98°

25 50 %: 1.66
90 %: 4.59

θ: 3.08041610
φ: 2.91503046
ψ: − 1.23958722

κ: 2.62491602
β: 9.83918125
η: − 0.96891181

α: 0.18092321
ρ: − 0.62392129

RA: 74.18°
DEC: −7.63°

26 50 %: 0.279
90 %: 0.915

θ: 3.00538027
φ: 2.63651398
ψ: − 1.82753545

κ: 22.17827552
β: 4.13094992
η: 0.54889904

α: 1.62771463
ρ: − 1.39421120

RA: 144.14°
DEC: 11.57°

27 50 %: 0.0785
90 %: 0.259

θ: 1.93953465
φ: 1.98324156
ψ: 1.63004842

κ: 64.14992343
β: 16.94232372
η: 0.99037004

α: 0.03059852
ρ: − 1.575× 10−5

RA: 117.42°
DEC: −20.90°

28 50 %: 2.32× 10−3

90 %: 7.72× 10−3
θ: 2.79938142
φ: 2.92940590
ψ: 2.47285847

κ: 1925.29645889
β: 227.15996314
η: 1.00

α: 0.00
ρ: 0.00

RA: 167.80°
DEC: −70.35°

29 50 %: 0.0710
90 %: 0.235

θ: 0.78172887
φ: − 0.87886038
ψ: 2.15404592

κ: 64.38592906
β: 11.13668591
η: 0.99995665

α: 0.08970098
ρ: − 3.13720039

RA: 301.11°
DEC: 40.62°

30 50 %: 0.0739
90 %: 0.247

θ: 1.03578073
φ: − 2.26477594
ψ: − 0.78289957

κ: 54.52015454
β: 16.19382901
η: − 0.40973056

α: 2.33687313
ρ: 0.72508247

RA: 133.62°
DEC: −78.10°

31 50 %: 1.61
90 %: 4.09

θ: 0.07905336
φ: 0.65839243
ψ: 0.31274317

κ: 8.68019986
β: 5.93589632
η: − 0.97136119

α: 0.08798743
ρ: 2.49609160

RA: 205.63°
DEC: 46.96°

32 - - - - -

33 50 %: 0.0126
90 %: 0.0419

θ: 1.59359224
φ: − 0.25355007
ψ: 1.79041642

κ: 448.19989589
β: 150.88682650
η: 0.92324830

α: 0.19152686
ρ: 1.93316829

RA: 332.75°
DEC: 2.39°

34 50 %: 2.24
90 %: 5.55

θ: 0.03700446
φ: − 0.73022780
ψ: − 1.90096697

κ: 4.08425785
β: 6.85713971
η: − 0.94368020

α: 0.03783771
ρ: − 3.10304117

RA: 29.18°
DEC: 16.49°

35 50 %: 0.0565
90 %: 0.190

θ: 2.24292719
φ: − 2.87396633
ψ: 1.11431784

κ: 82.98952852
β: 30.25439517
η: 0.89659380

α: 0.56085114
ρ: − 1.23563739

RA: 242.88°
DEC: −62.13°

36 50 %: 0.427
90 %: 1.17

θ: 1.62008967
φ: − 0.49762457
ψ: 1.68624471

κ: 20.44493052
β: 11.62270341
η: 1.00

α: 0.53490054
ρ: 1.58315670

RA: 291.09°
DEC: 6.43°

37 50 %: 5.43× 10−4

90 %: 1.84× 10−3
θ: 1.21169341
φ: 2.94738715
ψ: 1.26994263

κ: 9018.98400644
β: 2245.42805707
η: 1.00

α: 0.00
ρ: 0.00

RA: 168.75°
DEC: 20.58°

38 50 %: 5.59× 10−4

90 %: 1.85× 10−3
θ: 1.28641472
φ: 1.62760845
ψ: 2.75382359

κ: 7877.37011127
β: 597.94732455
η: 1.00

α: 0.00
ρ: 0.00

RA: 93.34°
DEC: 16.33°

39 50 %: 0.218
90 %: 0.655

θ: 1.61232747
φ: 2.37246150
ψ: 1.52267070

κ: 38.32004193
β: 15.27503904
η: 1.00

α: 0.64927403
ρ: − 1.54072837

RA: 148.71°
DEC: −24.13°

40 50 %: 0.0852
90 %: 0.292

θ: 2.44182682
φ: − 2.28050126
ψ: − 1.53011715

κ: 63.51176211
β: 52.19304472
η: − 0.71468067

α: 0.12349250
ρ: 0.69465498

RA: 155.39°
DEC: −32.62°
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Event
ID HPD Area (7.5yr) [sr] Γ : (θ, φ, ψ) [rad] (κ, β, η) ~ν : (α, ρ) [rad] MAP : (RA, DEC)

41 50 %: 0.103
90 %: 0.342

θ: 1.21859313
φ: 1.20675861
ψ: − 2.42278613

κ: 45.31650415
β: 9.49235118
η: 0.99926451

α: 0.45967041
ρ: 2.02331999

RA: 69.61°
DEC: −5.83°

42 - - - - -

43 50 %: 0.842
90 %: 2.38

θ: 3.07873310
φ: − 2.11231822
ψ: 2.04643292

κ: 26.28850415
β: 35.79312547
η: − 0.99052668

α: 0.02213648
ρ: 1.17054568

RA: 265.25°
DEC: −18.21°

44 50 %: 9.75× 10−3

90 %: 0.0324
θ: 1.55409749
φ: − 0.37470199
ψ: 1.69492042

κ: 449.84019457
β: 27.85272749
η: 1.00

α: 0.00
ρ: 0.00

RA: 338.55°
DEC: 1.04°

45 50 %: 1.44× 10−4

90 %: 4.79× 10−4
θ: 3.07630713
φ: − 2.39829641
ψ: 2.93981501

κ: 29179.72953840
β: 1935.95063294
η: 1.00

α: 0.00
ρ: 0.00

RA: 222.75°
DEC: −86.34°

46 50 %: 0.0461
90 %: 0.152

θ: 1.72969460
φ: 2.68820799
ψ: 2.92110496

κ: 111.79290200
β: 32.05743795
η: 1.00

α: 0.05795980
ρ: − 3.14136941

RA: 152.23°
DEC: −16.49°

47 50 %: 0.171
90 %: 0.555

θ: 0.64683607
φ: − 0.44299754
ψ: 2.18914389

κ: 45.04431615
β: 11.96244776
η: 0.38001289

α: 1.31828270
ρ: 1.50049250

RA: 188.70°
DEC: 50.48°

48 50 %: 0.0923
90 %: 0.306

θ: 1.48595838
φ: − 2.37657333
ψ: 2.75460913

κ: 51.97247765
β: 12.58605344
η: 1.00

α: 0.43736108
ρ: 1.97816917

RA: 202.15°
DEC: −7.33°

49 50 %: 1.18
90 %: 3.24

θ: 3.13260001
φ: 1.19842873
ψ: 1.19987511

κ: 17.69482684
β: 19.93198910
η: − 0.94913162

α: 0.01715802
ρ: 0.64298381

RA: 174.55°
DEC: −26.28°

50 50 %: 0.806
90 %: 3.22

θ: 0.91490255
φ: − 0.37249439
ψ: − 0.45518954

κ: 5.23620667
β: 2.93046047
η: 0.55995166

α: 0.94177540
ρ: − 1.91989164

RA: 149.40°
DEC: 76.26°

51 50 %: 0.448
90 %: 1.73

θ: 1.28664697
φ: − 2.79224044
ψ: 1.27153254

κ: 14.10808758
β: 4.15691824
η: 1.00

α: 1.50719173
ρ: 1.75820620

RA: 90.79°
DEC: 58.54°

52 50 %: 0.113
90 %: 0.333

θ: 0.90264647
φ: 0.93255861
ψ: 0.49335920

κ: 370.98946187
β: 179.46009054
η: − 0.92953514

α: 3.12599468
ρ: − 1.50118458

RA: 242.10°
DEC: −43.01°

53 - - - - -

54 50 %: 0.0916
90 %: 0.311

θ: 2.07531497
φ: 0.57213087
ψ: 1.45266916

κ: 68.66773817
β: 34.34574008
η: − 0.60681056

α: 2.93223361
ρ: − 0.29758660

RA: 171.74°
DEC: 12.64°

55 - - - - -

56 50 %: 0.0797
90 %: 0.270

θ: 1.35433323
φ: − 1.71707385
ψ: − 0.08905216

κ: 43.84570473
β: 38.99335054
η: − 0.56300573

α: 0.39763608
ρ: 0.92220570

RA: 280.79°
DEC: −48.73°

57 50 %: 0.574
90 %: 1.93

θ: 1.76164510
φ: − 0.26281166
ψ: 1.72231675

κ: 8.20601983
β: 4.37247690
η: − 0.31475898

α: 1.87886098
ρ: − 1.30568361

RA: 100.55°
DEC: −40.03°

58 50 %: 0.0500
90 %: 0.168

θ: 1.85300497
φ: 0.08393870
ψ: 0.68442774

κ: 20.07009273
β: 62.80244201
η: − 0.52261007

α: 1.32248645
ρ: 1.30538109

RA: 103.01°
DEC: −33.33°

59 50 %: 0.0273
90 %: 0.0908

θ: 1.23860929
φ: 1.03730874
ψ: − 2.74412025

κ: 164.40735009
β: 20.70445037
η: 1.00

α: 8.43062× 10−3

ρ: − 1.4081× 10−4
RA: 59.06°

DEC: 19.63°

60 50 %: 0.549
90 %: 1.76

θ: 2.55148711
φ: 1.37676691
ψ: 1.70460201

κ: 10.43139662
β: 3.17538227
η: − 4.05829× 10−3

α: 0.47067068
ρ: 1.88598249

RA: 53.26°
DEC: −30.35°
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Event
ID HPD Area (7.5yr) [sr] Γ : (θ, φ, ψ) [rad] (κ, β, η) ~ν : (α, ρ) [rad] MAP : (RA, DEC)

61 - - - - -

62 - - - - -

63 - - - - -

64 50 %: 0.150
90 %: 0.515

θ: 1.05514757
φ: − 2.81710133
ψ: 1.80606203

κ: 29.05220988
β: 8.79089679
η: 1.00

α: 1.28271162
ρ: − 1.88294278

RA: 153.63°
DEC: −29.83°

65 50 %: 2.09
90 %: 6.55

θ: 3.07213090
φ: 0.42589928
ψ: − 0.93046045

κ: 1.87325038
β: 4.98378406
η: − 0.68507594

α: 0.13274437
ρ: 1.09928158

RA: 254.36°
DEC: −13.25°

66 50 %: 0.446
90 %: 1.25

θ: 0.04610835
φ: 0.62290210
ψ: − 1.03880571

κ: 65.68171241
β: 33.35796759
η: − 1.00000000

α: 0.03103230
ρ: − 2.96363522

RA: 161.78°
DEC: 67.75°

67 50 %: 0.0431
90 %: 0.145

θ: 0.31516082
φ: − 2.42000983
ψ: 1.83056005

κ: 28.31942332
β: 83.32982537
η: − 0.63724419

α: 2.33757194
ρ: 1.26322701

RA: 343.83°
DEC: 3.13°

68 50 %: 0.0761
90 %: 0.256

θ: 1.39091544
φ: 1.55553624
ψ: − 1.61325332

κ: 221.41655394
β: 105.58878389
η: − 0.90526289

α: 3.07376155
ρ: 0.60901681

RA: 293.38°
DEC: −17.90°

69 - - - - -

70 50 %: 0.0992
90 %: 0.332

θ: 1.19413247
φ: 1.51084735
ψ: 0.39483038

κ: 82.11845472
β: 42.79326410
η: − 1.00000000

α: 0.24303538
ρ: − 0.18292350

RA: 95.98°
DEC: −22.83°

71 50 %: 2.72× 10−4

90 %: 9.11× 10−4
θ: 1.93350580
φ: 1.40852941
ψ: 1.78726044

κ: 21436.45808304
β: 7246.86356342
η: 1.00

α: 0.00
ρ: 0.00

RA: 80.68°
DEC: −20.74°

72 50 %: 0.442
90 %: 1.81

θ: 0.06160079
φ: 0.54922834
ψ: 0.38198252

κ: 44.68539379
β: 52.10554979
η: − 0.98054558

α: 0.02320204
ρ: 3.00914057

RA: 231.33°
DEC: 28.46°

73 - - - - -

74 50 %: 4.75× 10−3

90 %: 0.0158
θ: 1.55168745
φ: − 0.26907830
ψ: − 3.10413809

κ: 918.52248306
β: 27.60722720
η: 1.00

α: 0.00
ρ: 0.00

RA: 344.53°
DEC: 1.04°

75 50 %: 0.514
90 %: 1.80

θ: 2.96043297
φ: − 1.07997755
ψ: − 1.95405236

κ: 46.96643890
β: 28.96880094
η: − 0.87261911

α: 3.10344909
ρ: − 0.72894073

RA: 228.93°
DEC: 56.06°

76 50 %: 1.41× 10−3

90 %: 4.70× 10−3
θ: 1.57467718
φ: − 2.10609799
ψ: 2.74558840

κ: 3099.95201946
β: 191.64451057
η: 1.00

α: 0.00
ρ: 0.00

RA: 239.41°
DEC: −0.15°

77 50 %: 0.193
90 %: 0.659

θ: 2.07521277
φ: 0.79053089
ψ: − 0.30019589

κ: 16.42198491
β: 16.94330806
η: − 0.80987458

α: 2.48167946
ρ: − 0.72397574

RA: 273.52°
DEC: −26.78°

78 50 %: 3.28× 10−3

90 %: 0.0109
θ: 1.43755048
φ: − 0.01639361
ψ: 1.44235219

κ: 1514.46454861
β: 363.90522456
η: 1.00

α: 0.00
ρ: 0.00

RA: 358.95°
DEC: 7.63°

79 50 %: 0.257
90 %: 0.793

θ: 2.80273554
φ: 0.28008567
ψ: 1.85445384

κ: 27.66469621
β: 21.97636390
η: − 0.60677206

α: 0.78609404
ρ: 1.56052245

RA: 4.04°
DEC: −5.08°

80 50 %: 0.342
90 %: 0.988

θ: 1.61661633
φ: 2.90690371
ψ: 1.66944490

κ: 23.37555831
β: 13.18575754
η: 1.00

α: 0.38011639
ρ: 1.49574912

RA: 202.32°
DEC: 10.50°

81 50 %: 3.98× 10−3

90 %: 0.0132
θ: 1.45291269
φ: 1.85403557
ψ: 1.65051569

κ: 1257.90674927
β: 313.06068944
η: 1.00

α: 0.00
ρ: 0.00

RA: 106.17°
DEC: 6.73°
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Event
ID HPD Area (7.5yr) [sr] Γ : (θ, φ, ψ) [rad] (κ, β, η) ~ν : (α, ρ) [rad] MAP : (RA, DEC)

82 50 %: 1.44× 10−4

90 %: 4.79× 10−4
θ: 1.40830421
φ: − 2.07220405
ψ: 1.89113382

κ: 29348.13583992
β: 1358.66456991
η: 1.00

α: 0.00
ρ: 0.00

RA: 241.35°
DEC: 9.29°

83 50 %: 1.09
90 %: 2.89

θ: 3.10278386
φ: 0.82154674
ψ: − 1.64414531

κ: 21.91061865
β: 25.25805232
η: − 0.96515498

α: 8.95665× 10−3

ρ: − 0.40871372
RA: 325.02°

DEC: −25.28°

84 50 %: 0.130
90 %: 0.427

θ: 1.29339470
φ: − 0.56804559
ψ: − 2.25171554

κ: 55.36825246
β: 17.00605802
η: − 0.44740683

α: 2.92114647
ρ: 1.17850741

RA: 167.34°
DEC: −19.63°

85 50 %: 0.0490
90 %: 0.163

θ: 0.97894246
φ: 1.59606296
ψ: 3.12209308

κ: 92.69117737
β: 18.55336853
η: 1.00

α: 0.84076401
ρ: − 2.02256292

RA: 119.88°
DEC: −5.23°

86 50 %: 2.08× 10−4

90 %: 7.19× 10−4
θ: 1.57492917
φ: − 2.53956451
ψ: 1.79682470

κ: 21549.21874168
β: 4010.31037862
η: 1.00

α: 0.00
ρ: 0.00

RA: 214.45°
DEC: −0.15°

87 50 %: 1.18× 10−3

90 %: 3.96× 10−3
θ: 2.14841882
φ: − 2.79647633
ψ: 1.64664086

κ: 4677.51284765
β: 1467.02859138
η: 1.00

α: 0.00
ρ: 0.00

RA: 199.86°
DEC: −33.15°

88 50 %: 0.0356
90 %: 0.119

θ: 0.86655391
φ: − 1.22448576
ψ: − 2.80131612

κ: 31.69659750
β: 92.02385492
η: − 0.58111889

α: 2.92534901
ρ: 0.56244677

RA: 137.11°
DEC: 36.24°

89 50 %: 1.25× 10−3

90 %: 4.14× 10−3
θ: 1.31938472
φ: − 1.16886397
ψ: 1.60650479

κ: 6458.82856988
β: 2721.29080833
η: 1.00

α: 0.00
ρ: 0.00

RA: 293.03°
DEC: 14.48°

90 50 %: 0.388
90 %: 1.19

θ: 0.12775747
φ: 1.91737605
ψ: 2.01163683

κ: 27.65753181
β: 7.83321085
η: 0.69215542

α: 1.51910145
ρ: − 1.52156553

RA: 157.68°
DEC: −0.60°

91 50 %: 1.69× 10−3

90 %: 5.67× 10−3
θ: 1.34741135
φ: 0.70903243
ψ: 1.56483442

κ: 2651.86467407
β: 367.27909466
η: 1.00

α: 0.00
ρ: 0.00

RA: 40.78°
DEC: 12.79°

92 50 %: 0.110
90 %: 0.368

θ: 0.64288062
φ: 2.21077184
ψ: − 1.95646201

κ: 55.38915241
β: 26.98374377
η: − 0.96977503

α: 2.76954097
ρ: − 0.31997389

RA: 344.00°
DEC: −12.94°

93 50 %: 0.0425
90 %: 0.141

θ: 1.29864433
φ: 0.98300876
ψ: 1.20585661

κ: 115.09852224
β: 31.60449744
η: 1.00

α: 0.45923477
ρ: − 1.94392522

RA: 30.76°
DEC: 7.18°

94 50 %: 1.32
90 %: 3.45

θ: 0.19309380
φ: − 1.85845650
ψ: − 0.44615397

κ: 14.13984332
β: 17.61182478
η: − 0.98481051

α: 0.02656122
ρ: − 0.39507279

RA: 220.08°
DEC: 14.32°

95 50 %: 0.215
90 %: 0.706

θ: 2.63283825
φ: − 0.45357409
ψ: 2.84891701

κ: 31.94005163
β: 5.11334575
η: 1.00

α: 1.53376092
ρ: 1.40300807

RA: 281.07°
DEC: 15.40°

96 50 %: 0.167
90 %: 0.475

θ: 2.12092276
φ: 1.60629142
ψ: − 1.35417784

κ: 332.33262741
β: 167.04556623
η: − 0.94787115

α: 8.62229× 10−3

ρ: − 0.70885784
RA: 75.41°

DEC: −29.31°

97 50 %: 0.107
90 %: 0.347

θ: 1.21871203
φ: − 2.62026419
ψ: − 1.72190952

κ: 126.73963471
β: 57.15233007
η: − 0.60460778

α: 3.03902380
ρ: 1.23980885

RA: 47.11°
DEC: −28.46°

98 50 %: 0.140
90 %: 0.460

θ: 2.94851366
φ: − 1.92026726
ψ: − 2.01580494

κ: 52.11497809
β: 26.97792384
η: − 0.61642928

α: 0.52600598
ρ: 1.43170493

RA: 121.54°
DEC: −48.14°

99 50 %: 2.24× 10−4

90 %: 7.51× 10−4
θ: 2.03465303
φ: − 0.95334193
ψ: 1.81838755

κ: 20495.01403489
β: 3681.68218548
η: 1.00

α: 0.00
ρ: 0.00

RA: 305.33°
DEC: −26.61°
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Event
ID HPD Area (7.5yr) [sr] Γ : (θ, φ, ψ) [rad] (κ, β, η) ~ν : (α, ρ) [rad] MAP : (RA, DEC)

100 50 %: 0.136
90 %: 0.463

θ: 1.90170490
φ: 2.58023057
ψ: 0.28893974

κ: 31.28511831
β: 8.48506391
η: 1.00

α: 1.32305208
ρ: 1.19733419

RA: 234.49°
DEC: −38.49°

101 50 %: 1.80
90 %: 4.96

θ: 3.06373936
φ: 1.14206596
ψ: 1.19601583

κ: 2.33399657
β: 8.56446950
η: − 0.93009775

α: 0.18409206
ρ: − 1.92521121

RA: 339.96°
DEC: −7.33°

102 50 %: 2.08× 10−4

90 %: 6.87× 10−4
θ: 2.01635933
φ: − 2.41596614
ψ: 0.97099234

κ: 25025.63623820
β: 7182.99295314
η: 1.00

α: 0.00
ρ: 0.00

RA: 221.48°
DEC: −25.45°

103 50 %: 0.0345
90 %: 0.115

θ: 1.36983447
φ: − 2.97532282
ψ: − 2.91996899

κ: 30.51056181
β: 88.55236163
η: − 0.54214241

α: 2.41311867
ρ: 2.08860435

RA: 205.96°
DEC: −85.25°

104 50 %: 0.209
90 %: 0.694

θ: 0.29254454
φ: 2.09963968
ψ: − 1.83110721

κ: 68.84017258
β: 44.62510425
η: − 0.94480012

α: 3.01553137
ρ: 1.72850033

RA: 120.10°
DEC: −61.57°

105 50 %: 0.0322
90 %: 0.107

θ: 1.59959606
φ: − 0.25176772
ψ: 1.61568708

κ: 147.62520650
β: 30.32262358
η: 1.00

α: 0.01848728
ρ: − 3.14156368

RA: 343.83°
DEC: −1.64°

106 50 %: 4.27× 10−3

90 %: 0.0142
θ: 1.13909189
φ: − 2.26550293
ψ: 1.49867119

κ: 1022.46634459
β: 29.23186409
η: 1.00

α: 0.00
ρ: 0.00

RA: 230.27°
DEC: 24.79°

107 50 %: 0.193
90 %: 0.643

θ: 0.29590227
φ: − 2.50145964
ψ: 1.40607306

κ: 27.19849548
β: 28.24462039
η: − 0.90358137

α: 0.45558629
ρ: − 1.30956560

RA: 230.10°
DEC: 5.68°

108 50 %: 0.418
90 %: 1.29

θ: 0.23306316
φ: − 1.99153857
ψ: 1.36507691

κ: 59.91068852
β: 40.27210099
η: − 0.92630988

α: 0.06981598
ρ: 1.64897937

RA: 88.63°
DEC: 59.68°

109 50 %: 0.0861
90 %: 0.286

θ: 2.51432584
φ: 2.06975092
ψ: − 2.55304854

κ: 50.68402201
β: 1.61327853
η: 1.00

α: 0.00
ρ: 0.00

RA: 118.68°
DEC: −54.15°

110 50 %: 1.61× 10−3

90 %: 5.37× 10−3
θ: 1.84223814
φ: 2.84560340
ψ: 1.61184154

κ: 3101.25418393
β: 769.48184836
η: 1.00

α: 0.00
ρ: 0.00

RA: 163.12°
DEC: −15.56°

111 50 %: 0.0902
90 %: 0.303

θ: 2.71521440
φ: − 2.40243628
ψ: 0.10843073

κ: 55.81200195
β: 22.65337046
η: − 0.48231808

α: 0.35315331
ρ: − 0.33668129

RA: 51.86°
DEC: −70.72°

112 50 %: 1.25
90 %: 3.72

θ: 0.11545631
φ: − 1.98926154
ψ: − 0.17322818

κ: 11.48566649
β: 14.50424320
η: − 0.93909897

α: 0.05314397
ρ: 2.47135061

RA: 44.47°
DEC: 28.97°

113 50 %: 0.0723
90 %: 0.245

θ: 1.03876499
φ: 2.85037123
ψ: 2.68461592

κ: 28.71240617
β: 37.29590397
η: − 0.37461737

α: 1.60679130
ρ: 1.26490452

RA: 348.55°
DEC: 58.73°

TABLE J.1: Source searches event reconstructions. This table summarizes the reconstruction parameterization used for the
source searches in Appendix Section H. The left-most column gives the solid-angle of the 50 % and 90 % highest-posterior-density
regions to provide a sense of scale for the angular errors. The central three columns provide the parameters of the FB8
distribution that parameterize the reconstruction errors of the event; these values are given to an arbitrary precision that is not
necessarily indicative of the precision to which these values can be determined. The right-most column lists the maximum a
posteriori estimator of the event direction in equatorial coordinates, which is equivalent to the mode of the FB8 distribution.
Events without properties listed are not included in this sample for reasons discussed in Section II but are listed here to remain
consistent with the numbering scheme of previous analyses.
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