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Based on Argo float observations, ocean heat content increase has mostly occurred in the 

Southern Ocean to the north of the Antarctic Circumpolar Current (ACC) over the past 15 years. 

In contrast, the upwelling of the pristine water dampens the warming within the ACC, creating an 

uneven warming in the Southern Ocean. In this dissertation, we utilize modern observational data 

sets and state-of-the-art climate model simulations to investigate the responses of the Southern 

Ocean in a changing climate. 
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We show that the equatorward displacement of maximum subsurface warming relative to 

maximum heat uptake is associated with mean overturning circulation from the zonal mean 

perspective. Using idealized model experiments, we decompose the Southern Ocean climate 

change driven by buoyancy forcing and wind stress change, respectively. We find that the ocean 

subsurface temperature and salinity change primarily stems from buoyancy forcing change instead 

of wind change. The subsurface warming pattern due to overturning circulation increases the 

meridional density gradient and enhances zonal geostrophic velocity in the upper layer. Therefore, 

we find a significant acceleration of the Southern Ocean zonal flow driven by the buoyancy forcing 

change. Based on observations, we also document a robust acceleration of Southern Ocean zonal 

flow at latitudes 48˚S-58˚S since 1993 (satellite altimetry) and since 2005 (Argo floats), supporting 

the attribution of the ACC acceleration to the greenhouse warming. Moreover, the spatial pattern 

of Southern Ocean subsurface warming is found to be anchored by the mean ocean jets based on 

model simulations. For regional responses, jet-scale overturning circulation straddling the strong 

ocean jets, such as Subantarctic Front and Agulhas Return Current, facilitates the warming on the 

equatorward, downwelling flank and suppresses the warming on the poleward, upwelling flank.  

The research presented in this dissertation improves understanding of the physical 

processes controlling the Southern Ocean climate change and contributes to reliable future 

projections. 
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Chapter 1  
 
Introduction 
 
 
 
 

Making up 71% of the planet, the ocean is an important component of the climate system 

through its energy, mechanical, and gaseous exchanges with the atmosphere. The ocean plays a 

central role in mitigating climate change by absorbing large proportions of heat and carbon that 

are associated with human activities. The Fifth Assessment Report published by the 

Intergovernmental Panel on Climate Change (IPCC) in 2013 showed that the ocean has stored 93% 

of Earth’s energy imbalance mainly caused by greenhouse gas (GHG) emissions over 1971-2010 

(Rhein et al. 2013), manifested as a significant increase of ocean heat content (OHC). Hence, as a 

buffer to climate change, the world ocean slows the rate of global surface warming (von 

Schuckmann et al. 2016; Exarchou et al. 2015), remarkably.  

Among all the ocean basins, the Southern Ocean south of 30°S dominates the ocean heat 

uptake (Roemmich et al. 2015; Frölicher et al. 2015; Shi et al. 2018), defined as the change of net 

surface heat flux, and stored a large amount of anthropogenic heat since the 1950s based on 

observations (Gille 2002, 2008) because of its unique geometry and circulation pattern, although 

it only occupies 30% of the global surface ocean area. The unique geometry manifests as the 

unblocked channel, the Drake Passage, which extends from the southern tip of South America 

(56˚S) to the northern tip of Palmer Peninsula in West Antarctica (62˚S) (Toggweiler and Samuels 

1995). The Antarctic Circumpolar Current (ACC), composed of multiple jets, flows through the 

Drake Passage from west to east, providing connections among the world’s major ocean basins. 
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Besides the property exchange in the horizontal direction, the steeply sloping isopycnals (surfaces 

of constant density) in geostrophic balance with the strong eastward flow of the ACC facilitates 

exchange between the deeper and upper layers of the ocean. The tilted isopycnals also provide 

potential energy feeding the vigorous eddy field (Rintoul 2018). The strong westerly wind is a 

primary driver of the upwelling of water masses in the Southern Ocean. The water masses at the 

outcrop regions interact with the atmosphere, moderating the warming of the surface south of the 

ACC, and then push equatorward due to Ekman transport. Therefore, improving our understanding 

of the unique features of the Southern Ocean is vital to interpreting past climate change, such as 

surface heat uptake, changes in ocean temperature, salinity, and the large-scale ocean circulation, 

thus enhancing the projections of future climate change.  

Human GHG and aerosol emissions have given rise to a substantial anthropogenic climate 

change on a global scale over the past century (Myhre et al. 2013; von Schuckmann et al. 2016). 

As one example, the land and ocean surface temperature warms by 0.85˚C (0.65-1.06˚C) calculated 

by a linear trend over the period 1880 to 2012 (IPCC 2013). The historical effective radiative 

forcing (ERF) is estimated to be between -1.9 and -0.1 W/m2 over the period 1750-2011 for 

anthropogenic aerosols (AAs), and between 2.6 and 3.2 W/m2 for GHGs (Boucher et al. 2013). 

Besides the difference in the magnitude of their ERF, GHGs and AAs also have a very different 

spatial distribution. Due to their short atmospheric residence time and localized sources, AAs are 

mainly distributed in the Northern Hemisphere (NH), while GHGs are globally well mixed. 

Furthermore, AA forcing, represented as Aerosol Optical Depth (AOD), shows a distinct time 

evolution due to the history of industrial development and associated emission regulation (e.g. Shi 

et al. 2018; Deser et al. 2020). Anthropogenic ozone change is another radiative forcing agent 

responsible for regional climate change, especially surface climate around Antarctica associated 
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with Antarctic stratospheric ozone depletion (Thompson et al. 2011; Waugh et al. 2013). The 

global and regional responses to these fundamental drivers of historical climate change are widely 

discussed in previous literature through theoretical considerations and various kinds of modeling 

studies, including the responses of sea surface temperature (Xie et al. 2010, 2013; Wang et al. 

2016a), precipitation (Held and Soden 2006; Zhang et al. 2007), and winds (Swart and Fyfe 2012; 

Lee and Feldstein 2013).  

The Southern Ocean absorbs 75% of global ocean heat uptake based on phase 5 of the 

Coupled Model Intercomparison Project (CMIP5) historical runs including all of the 

anthropogenic and natural radiative forcings (Frölicher et al. 2015). The dominance of the 

Southern Ocean in heat uptake is strongly linked with wind-driven upwelling of pristine deep water, 

which delays warming at the surface, then carries heat content anomaly equatorward via the 

meridional overturning circulation (MOC), and makes the outcropping regions available to keep 

absorbing a great amount of excess heat from the atmosphere (Bryan et al. 1988; Manabe et al. 

1990; Morrison et al. 2013, 2016; Armour et al. 2016; Liu et al. 2018; Shi et al. 2020). Another 

reason why the Southern Ocean absorbed significant quantities of heat from the atmosphere during 

the historical periods is that the Northern Hemisphere (NH) heat gain due to GHGs is largely 

compensated by the effect of AAs, leaving small heat uptake in the subpolar North Atlantic (Shi 

et al. 2018). Ocean circulation change is found to play a central role here: the weakening of the 

Atlantic Meridional Overturning Circulation (AMOC) in response to GHG radiative forcing leads 

to lower SST in the subpolar North Atlantic, and results in less heat loss from the ocean to the 

atmosphere. In contrast, a strengthening AMOC in response to aerosol forcing increases SSTs in 

the North Atlantic, resulting in more heat loss from the ocean. In the future scenarios, the Southern 

Ocean is projected to remain an important reservoir of anthropogenic heat; however, the role of 
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the North Atlantic will rise dramatically due to the expected decrease of aerosol emissions due to 

anticipated pollution controls. These results and associated physical processes are discussed in 

Chapter 2.  

Besides the aforementioned radiative effect of the GHG or AA emissions, changes in 

surface wind stress can also change the ocean state, mechanically. For instance, based on model 

simulations, the poleward-intensification of Southern Hemisphere (SH) zonal wind forced by both 

stratospheric ozone depletion (Gillett 2003) and anthropogenic GHG emissions (Fyfe and Saenko 

2006) results in an increase of the Southern Ocean mean flow MOC, which, however, is partially 

compensated by an increase in the eddy MOC (Gent 2016). The respective effects of buoyancy 

and wind (momentum) forcing on transient climate change in the Southern Ocean should be 

explored to help us understand the observed long-term change. Using partial-coupling model 

simulations (Liu et al. 2018), we found that the buoyancy forcing change accounts for 80% of total 

heat storage change and also dominates the upper layer freshening in the Southern Ocean (Shi et 

al. 2020). Wind stress change offsets this surface freshening by a strong wind-driven upwelling of 

saline waters in the MOC. Moreover, we found that buoyancy forcing change leads to an increase 

in baroclinic transport within the ACC due to an increase in the cross-stream density gradient, 

whereas wind stress change creates a more barotropic increase in circumpolar transport. These 

results and related physical processes are discussed in Chapter 3.  

Coming back to observations, a complex set of changes has taken place in the Southern 

Ocean over the past several decades. The extratropical SH (20˚-60˚S) contributes 67%-98% of 

global upper 2000 m ocean heat content change, peaking at around 40˚S-45˚S, during the Argo era 

since 2006 (Roemmich et al. 2015). The deep ocean (≥ 2000 m) in the Southern Ocean has shown 

significant heat storage change in the past serval years, accounting for approximately 19% of total 
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excess heat (Purkey and Johnson 2010; Talley et al. 2016). Broadscale freshening was observed 

in the Southern Ocean based on Argo floats and other hydrographic data (Durack and Wijffels 

2010; Swart et al. 2018), consistent with more net precipitation over the higher latitudes (wet-get-

wetter mechanism; Durack et al. 2012). Moreover, only a minimal change was reported in ACC 

transport during recent decades despite strengthening winds (Boning et al., 2008), based on 

analyses of Argo profiling float and historical oceanographic data; an eddy saturation mechanism 

that limits ACC transport has been hypothesized  (Munday et al. 2013). Similarly, a large number 

of previous publications focused on the effect of wind change on Southern Ocean climate change. 

However, with an additional decade of Argo and satellite altimeter data, we show that the zonal 

flow in the Southern Ocean has significantly accelerated within 48˚-58˚S since 1993, tightly linked 

with external buoyancy forcing changes. More evidence from observations and the comparisons 

between various model simulations and observations is shown in Chapter 4.  

Since many previous studies and the contents in Chapters 3 and 4 are largely based on 

global zonal averaging, it is important to further understand the spatial patterns and regional 

responses in the Southern Ocean. For instance, the Southern Ocean excess heat is stored in 

different regions and layers of the basins (e.g. Sallée 2018). In contrast with the maximum OHC 

increase that occurred around 40˚S-45˚S in the global zonal mean (Roemmich et al. 2015; Armour 

et al. 2016; Swart et al. 2018), the actual maximum ocean warming extends from around 35˚S in 

the Atlantic sector to 55˚S in the Pacific sector, spanning 20˚ in latitude (2200 kilometers). This 

suggests that the physical mechanisms hypothesized for the zonally-averaged framework might 

only partially account for the regional responses. In Chapter 5, we show that the position of 

maximum OHC change is north of the ACC and highly correlated with the position of the zonal 

jet, according to results from a long list of CMIP5 and CMIP6 models. The jet-scale overturning 
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circulation (JSOC; Li and Lee 2017) can be a factor affecting the regional subsurface warming 

pattern since the destratification (decrease of vertical density gradient) in the downward branch of 

JSOC promotes the subduction of excess heat to the north of the jets. In addition, the warming 

spots around the western boundary currents suggest that the intensified southward advection of 

warm water also contributes to the regional warming pattern. We confirm again that wind change 

plays only a secondary role compared with buoyancy forcing change in determining the magnitude 

and pattern of Southern Ocean temperature change based on idealized simulations. The role of 

bathymetry in affecting the Southern Ocean subsurface warming pattern via stirring of the surface 

jets is also discussed in Chapter 5 by using a set of flat-bottom model simulations.  
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Chapter 2 
 
Evolving Relative Importance of the 
Southern Ocean and North Atlantic in 
Anthropogenic Ocean Heat Uptake 
 
 
 
 

2.1 Abstract 
Ocean uptake of anthropogenic heat over the past 15 years has mostly occurred in the 

Southern Ocean, based on Argo float observations. This agrees with historical simulations from 

the Coupled Model Intercomparison Project phase 5 (CMIP5), where the Southern Ocean (south 

of 30˚S) accounts for 72%±28% of global heat uptake, while the contribution from the North 

Atlantic north of 30˚N is only 6%. Aerosols preferentially cool the Northern Hemisphere, and the 

effect on surface heat flux over the subpolar North Atlantic opposes the greenhouse gas (GHG) 

effect in nearly equal magnitude. This heat uptake compensation is associated with weakening 

(strengthening) of the Atlantic Meridional Overturning Circulation (AMOC) in response to GHG 

(aerosol) radiative forcing. Aerosols are projected to decline in the near future, reinforcing the 

greenhouse effect on the North Atlantic heat uptake. As a result, the Southern Ocean, which will 

continue to take up anthropogenic heat largely through the mean upwelling of water from depth, 

will be joined by increased relative contribution from the North Atlantic due to substantial AMOC 

slowdown in the 21st century. In the RCP8.5 scenario, the percentage contribution to global uptake 

is projected to decrease to 48%±8% in the Southern Ocean and increase to 26%±6% in the northern 
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North Atlantic. Despite the large uncertainty in the magnitude of projected aerosol forcing, our 

results suggest that anthropogenic aerosols, given their geographic distributions and temporal 

trajectories, strongly influence the high latitude ocean heat uptake and interhemispheric 

asymmetry through AMOC change. 

 

2.2 Introduction 
More than 90% of Earth’s energy imbalance (EEI), mainly caused by the greenhouse gases 

(GHGs) emissions from industrial development, is stored in the ocean (Rhein et al. 2013; 

Trenberth et al. 2014). Increases in global ocean heat content (OHC) are robustly detected in both 

observations and model simulations (Levitus et al. 2012; Rhein et al. 2013; Roemmich et al. 2015; 

Riser et al. 2016; Liu et al. 2016; Cheng et al. 2016, 2017; Gleckler et al. 2016), illustrating the 

ocean’s dominant role in slowing the rate of surface warming (von Schuckmann et al. 2016; 

Exarchou et al. 2015). The excess heat, defined as the change in heat content since pre-industrial 

time, enters the ocean through air-sea heat flux. The pattern of ocean heat uptake (heat taken up at 

the surface) is strongly associated with a multitude of complex climate processes, such as the 

concentration of atmospheric CO2, aerosols, changing ocean circulation, cloud feedback, and 

eddies (Morrison et al. 2016). 

The Southern Ocean has received much recent attention in the discussion of global heat 

uptake and heat storage. The dominance of the Southern Ocean in heat uptake is partly associated 

with wind-driven upwelling of cold deep water (Bryan et al. 1988; Manabe et al. 1990; Morrison 

and Hogg 2013; Frölicher et al. 2015). The upwelling of pristine deep water delays the Southern 

Ocean warming at the surface, then takes up a great amount of excess heat from the atmosphere, 

and then carries the heat content anomaly northward and downward into the thermocline via the 
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overturning circulation (Morrison et al. 2016; Armour et al. 2016). The enhanced heat uptake in 

the Southern Ocean has a profound impact on tropical climate change, displacing the intertropical 

convergence zone (ITCZ) and monsoons (Hwang et al. 2017).  

GHGs are the most important radiative forcing that warms the global climate. Much 

previous work focuses on ocean heat uptake in the Southern Ocean in response to increased CO2 

(the most important component in GHGs) (Bryan et al. 1988; Manabe et al. 1990, 1991; Kuhlbrodt 

and Gregory 2012; Marshall et al. 2015; Armour et al. 2016). For instance, in response to a 

quadrupling of CO2 in the Coupled Model Intercomparison Project phase 5 (CMIP5), enhanced 

heat uptake is found in both the Southern Ocean and the northern North Atlantic (Marshall et al. 

2015). This suggests that the northern North Atlantic also plays an important role in the ocean 

uptake of anthropogenic heat. Climatologically, strong heat loss from the ocean to the atmosphere 

takes place in the subpolar North Atlantic (SPNA), leading to the formation of North Atlantic Deep 

Water (NADW) (Talley et al. 2011). The deep water formation is part of the Atlantic Meridional 

Overturning Circulation (AMOC) (Böning et al. 2006) through which the SPNA is tied to the 

ocean circulation and global heat transport (Robson et al. 2016; Zhang and Yan 2017; Heuzé 2017). 

An AMOC slowdown in response to the increasing CO2 results from the enhanced stratification 

of the upper water column due to the increased buoyancy flux into the SPNA (Thorpe et al. 2001; 

Gregory et al. 2005; Buckley and Marshall 2016). Associated with a weakening AMOC, less 

excess heat is transported to high northern latitudes, resulting in an SST cooling tendency in the 

SPNA and increased heat flux into to ocean (Wood et al. 1999; Russell and Rind 1999; Weaver et 

al. 2007; Kim and An 2013; Rugenstein et al. 2013; Winton et al. 2013; Gregory et al. 2016).  

Anthropogenic aerosols are a second major radiative forcing for global climate change. 

Aerosols and GHGs have opposite effects: while GHGs warm, aerosols cool the earth. The global 
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historical GHG effective radiative forcing (ERF) is estimated at 2.5±0.4 Wm-2, while the ERF of 

the historical aerosols is about -1.0±0.4 Wm-2 in 2000 relative to 1850 based on the CMIP5 models 

(Shindell et al. 2015). Besides the difference in the magnitude of their ERF, GHG and 

anthropogenic aerosol forcings also show different spatial distributions. Due to their short 

residence time and localized emissions, anthropogenic aerosols are mainly distributed in the 

Northern Hemisphere (NH), while GHGs are well-mixed in the atmosphere. The geographically 

distributed anthropogenic aerosols can lead to cross-equatorial energy transport in both the ocean 

and atmosphere (Kang and Xie 2014; Acosta Navarro et al. 2017). The inter-hemispheric 

asymmetric climate responses, such as a southward shift of the intertropical convergence zone 

(ITCZ) and cross-equatorial wind, are dominated by the inhomogeneous aerosol forcing (Wang et 

al. 2016a,b).  

Anthropogenic ozone change is another important radiative forcing agent responsible for 

regional climate change. The anthropogenic stratospheric ozone hole over Antarctica has been the 

focus of extensive Southern Hemisphere climate studies. Antarctic stratospheric ozone depletion 

has enhanced Southern Hemisphere westerly winds, affecting the surface climate around 

Antarctica (Thompson et al. 2011; Waugh et al. 2013). Southern Ocean sea surface temperature 

shows fast and slow responses—rapid cools followed by slow but persistent warming—due to 

ozone-hole forcing (Marshall et al. 2014; Ferreira et al. 2015). The ozone forcing fields, however, 

have large variations across the CMIP5 models with either interactive or prescribed ozone (Eyring 

et al. 2013; Frölicher et al. 2015). 

In CMIP5 historical runs that include all of the anthropogenic (i.e., GHGs, aerosols, and 

ozone) and natural (i.e., solar irradiance and volcanoes) radiative forcings, the Southern Ocean 

(south of 30˚S) takes up as much as 75% of global oceanic heat gain (Frölicher et al. 2015). Based 
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on observations, the Southern Ocean has experienced continuous and monotonic long-term 

warming since around the 1960s (Gille 2002; Cheng et al. 2017). Furthermore, Roemmich et al. 

(2015) show that the extratropical Southern Hemisphere (20˚S-60˚S) contributes 67 to 98% of 

global upper ocean (above 2000m) heat content change during the Argo era since 2006. This large 

fraction of heat uptake in the Southern Ocean contrasts with much smaller ocean heat uptake in 

the SPNA in both historical simulations and observations, even taking into account the different 

sizes of the two regions. Could the relative importance of the SPNA and Southern Ocean change 

in the future as a result of changes in the relative strengths of the anthropogenic forcings?   

The present study explores the underlying mechanisms for the long-term change of 

regional ocean heat uptake. By using the single-forcing simulations of CMIP5, we find that GHG 

radiative forcing itself is not enough to account for regional pattern of historical ocean heat uptake, 

especially in the SPNA. Historically, the impact of anthropogenic aerosols, which are mostly 

confined to the NH, is to nearly completely offset heat uptake due to GHGs in the SPNA. We find 

that this results from compensation of AMOC change due to GHGs by that due to anthropogenic 

aerosol forcing. In contrast to this small historical heat uptake in the SPNA, heat uptake is large in 

the Southern Ocean, where the GHG forcing dominates, somewhat reinforced by ozone forcing, 

and where aerosol forcing is weak. As anthropogenic aerosol emissions are expected to decrease 

while GHGs will continue to rise, the relative importance of the SPNA and Southern Ocean in 

future ocean heat uptake cannot be extrapolated from the historical change. Based on observations, 

historical period simulations, and future projections, our goal is to show the shifting relative 

importance of the two regions. We will show that the North Atlantic’s role in global ocean heat 

uptake rises dramatically in the 21st century. 
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The rest of the paper is organized as follows. Section 2 describes the methods and data 

used. Section 3 discusses the surface heat flux response patterns under different model simulations 

over the historical period from 1861 to 2005. Section 4 investigates the patterns of ocean heat 

uptake in future projections from 2006 to 2100. Section 5 discusses the response of the AMOC to 

anthropogenic forcing and its impact on regional heat uptake. Section 6 further investigates the 

effect of anthropogenic aerosol reduction in future projections.  Section 7 compares OHC changes 

between observations and simulations. Section 8 is a summary.  

 

2.3 Data and Methods 
2.3.1 Simulations 

This study uses outputs of climate model simulations from the World Climate Research 

Program’s CMIP5 (Taylor et al. 2012). We choose nine models that perform all of the following 

five experiments: GHG single-forcing (GHG), anthropogenic aerosol single-forcing (AERO), 

historical all-forcing simulations (HIST), and the Representative Concentration Pathway (RCP) 

RCP4.5 and RCP8.5 scenarios. The numbers of ensemble members for each model and each 

experiment are listed in Table 2.1. According to the conservation of energy, the heat budget for a 

particular body of water is (Talley et al. 2011): 

 QT = Qnet + QV (2.1) 

where QT is the rate of change in heat of the body of water, Qnet is the net surface heat 

flux, and QV is the advective heat flux by ocean circulation. Qnet is derived by summing turbulent 

flux (latent and sensible heat flux) and radiative flux (shortwave and longwave radiation) at the 

surface. In steady state (e.g., prior to the industrialization), QT≈0. With increasing GHGs, ocean 

takes up and stores the anthropogenic heat. Hereafter, we call changes in Qnet (represented by the 
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linear trend) the anthropogenic ocean heat uptake (through the surface), and time integration of 

Qnet relative to the pre-industrial steady state the cumulative heat uptake.  

Here, we focus on the changes of Qnet and sea surface temperature (SST) during the 

historical period (1861-2005) and RCP scenarios (2006-2100). The multimember average for each 

model is obtained first and then the multi-model ensemble mean is made to reduce internal 

variability. In GHG (AERO) runs, GHGs (anthropogenic aerosols) are the only time-varying 

forcing agent, with other forcings fixed at the pre-industrial level. Besides GHG and AERO, we 

also use the ozone single-forcing runs (OZONE) from three CMIP5 models (Cionni et al. 2011) to 

investigate the effect of ozone on ocean heat uptake; because there are many fewer ozone ensemble 

members and because the tradeoff between AERO and GHG forcing dominates the ocean heat 

uptake, our analysis of ozone effects is not exhaustive, and is mostly included in the supplemental 

materials. The HIST runs are forced by historical estimates of changes in anthropogenic GHGs 

and aerosols, natural forcing (volcanoes and isolation), as well as changes in land use (Sheffield 

et al. 2013).  

We also use 38 realizations from the CESM Large Ensemble Project (‘LENS’), all of which 

use the same external forcing and model with small differences in the atmospheric initial condition 

(Kay et al. 2015). Therefore, the effects of external forcing and internal climate variability can be 

isolated by analyzing the ensemble mean and deviations, respectively. Historical and RCP8.5 

external forcing from 1920 to 2100 (ensemble member 1 starts from 1850) is applied in LENS. 

We also use a modified RCP8.5 ensemble from CESM with aerosols fixed at their 2005 level 

(‘2005AERO’) (Xu et al. 2015) to identify the effect of changing anthropogenic aerosols in future 

projections. The difference between LENS and 2005AERO (15 realizations) is their aerosol 

trajectories.  
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An AMOC index is defined as the maximum volume transport stream function at 30˚N and 

is calculated for the first-member run (r1i1p1) from each CMIP5 model. The AMOC anomaly, 

relative to the 1861-1880 average in each model, is used to calculate the multi-model mean of the 

AMOC change. We also obtain the AMOC anomaly from the ensemble member 1 of LENS and 

2005AERO. The AMOC anomaly of LENS is relative to the 1861-1880 mean, and the AMOC 

anomaly of 2005AERO is relative to the annual-mean of 2006.  

Annual anomalies and 11-year running average are calculated for the analysis of air-sea 

heat flux and the AMOC intensity. We interpolate all model outputs to a regular 1˚x1˚ latitude-

longitude grid to facilitate comparison.  

 

2.3.2 Observations 
Observed ocean temperature is compared with the simulations to assess their validity. Argo 

floats have been profiling ocean temperature in the upper 2000m since 2004 (Gould et al. 2004; 

Roemmich and Gilson 2009). Considering the large coverage gaps in 2004 and 2005 (Roemmich 

et al. 2015), we use the monthly gridded Argo temperature data (Roemmich and Gilson 2009) from 

the beginning of 2006. For a longer time series, extending to the deep ocean, we use the optimal 

interpolated EN4 potential temperature product from the Met Office Hadley Centre, which is 

available on a 1˚x1˚ grid with 42 vertical levels from the surface to about 5500m during 1900-

2016 (Good et al. 2013). The Levitus et al. (2009) and Gouretski and Reseghetti (2010) methods 

are used to correct the XBT bias in EN4-L09 and EN4-G10 versions, respectively. We also use 

the monthly mean temperature product from the Institute of Atmospheric Physics (IAP) (Cheng et 

al. 2016, 2017) from 1940 to 2015 on a regular 1˚x1˚ grid with 41 vertical levels in the upper 
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2000m. The EN4 and IAP products include shipboard, MBT, XBT, and Argo temperature profiles. 

Observational data are listed in Table 2.2.  

In this study, OHC is calculated by integrating the temperature profile within a certain layer 

and then multiplying by reference values of density (1025 kgm-3) and specific heat (3985 Jkg-1K-

1) of seawater. OHC in different layers (0-300m, 0-700m, 0-2000m or below 2000m) is calculated 

for each observational dataset (Argo, EN4, and IAP). Subsurface potential temperature from LENS 

is also used to calculate the OHC and compare with observations. To suppress high-frequency 

noise, we apply a 5-year running average to the time series of the observed and LENS OHC. The 

time evolution of OHC is relative to the climatology from 1975 to 2012. Empirical orthogonal 

function (EOF) analysis is applied to the 0-2000m OHC in the northern North Atlantic (north of 

30˚N) of IAP data from 1950 to 2015. A similar EOF analysis is applied to EN4-G10 from 1950 

to 2016. A 5-year running average is applied before EOF analysis. The principal components are 

normalized by their respective standard deviations.  

 

2.4 Historical responses to anthropogenic forcing 
2.4.1 Ocean heat uptake 

The CMIP5 multimodel ensemble mean net surface heat flux (Qnet) trends for the 

historical period (1861-2005) are shown in Figure 2.1. Positive (negative) trends indicate that the 

ocean is being heated (cooled). In HIST runs (Figure 2.1c), the Southern Ocean dominates ocean 

heat uptake. In GHG runs (Figure 2.1a), heat uptake in the northern North Atlantic is greatly 

intensified, while the Southern Ocean remains similar to HIST. Moreover, the long-term trends of 

Qnet and SST (Figure 2.2) in the Southern Ocean and SPNA are broadly of opposite sign. That is, 

where SST cools in the SPNA and is neutral in the high southern latitudes, the Qnet trend is 
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positive, towards less cooling. Where SST has warmed fastest, in the mid-latitude Gulf Stream, 

Kuroshio, Brazil, Agulhas Currents, the trend in Qnet is to greater cooling. The change of Qnet is 

thus damping the SST change in these critical regions, as shown by Armour et al. (2016).  This 

correlation suggests that the air-sea heat flux Qnet is a strong function of the air-sea temperature 

difference, that that difference is largely due to changes in SST rather than in air temperature, and 

that the SST changes are due to anomalous advection.  

In the GHG runs, the Southern Ocean and the northern North Atlantic are the most active 

regions that take up the anthropogenic heat (Figure 2.1a). Elsewhere the trend in Qnet is small and 

not well organized in space. In order to compare the trends in Southern Ocean (SO) and northern 

North Atlantic (NA) heat uptake poleward of 30° latitude quantitatively, the surface heat flux is 

integrated over the SO (south of 30˚S) and NA (30˚N-70˚N, 80˚W-10˚W). The time evolution of 

heat flux for each experiment referenced to the 1861-1880 average is shown in Figure 2.3. For the 

SO over the 20th century, the long-term heat flux trend from HIST runs (black) is 0.128 

PW/century, which is close to the result from GHG runs (red, 0.178 PW/century). HIST runs 

capture the cooling effects of volcanic aerosols following volcano eruptions (Agung in 1963, El 

Chichon in 1982, and Pinatubo in 1991) (Ding et al. 2014; Smith et al. 2016), which are not 

included in the GHG or AERO runs. In contrast with the SO, for the NA, heat uptake is large in 

GHG (0.091 PW/century) but is small (0.030 PW/century) in HIST, which includes all radiative 

forcings.  

The time series of cumulative heat uptake since 1861 (not shown) is similar to the time 

series of heat uptake. In HIST runs during the 20th century, the global ocean takes up 263±102 ZJ 

and the SO takes up 190±81 ZJ, accounting for 72%±28% of global ocean heat uptake, consistent 

with Frölicher et al (2015). During the same period, the NA takes up 16±82 ZJ, contributing only 
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6% of global heat uptake. The ratio of cumulative heat uptake between SO and NA is 11.8±13.9. 

Thus, the Southern Ocean dominates ocean heat uptake in the historical period. In GHG runs, the 

global ocean takes up 570±152 ZJ, which double the global ocean heat uptake in the HIST runs. 

The SO maintains about the same level of heat uptake (255±94 ZJ), while the NA takes up 137±41 

ZJ accounting for 24%±11% of global cumulative ocean heat uptake. The NA heat uptake in GHG 

runs increases by around 7.5 times relative to HIST runs. The discrepancy of regional cumulative 

heat uptake between HIST and GHG indicates the influence of factors other than GHG. 

 

2.4.2 Compensation between GHG and anthropogenic aerosols 
Anthropogenic aerosols are an important radiative forcing that cools the global climate 

(Forster et al. 2007). The global map of long-term trend of Qnet due to the anthropogenic aerosol 

radiative forcing (AERO) is shown in Figure 2.1b. The geographically distributed anthropogenic 

aerosols cause enhanced SST cooling (Figure 2.2b) with more heat loss in the NH (Figure 2.1b) 

than the Southern Hemisphere (SH). The intensive heat loss takes place in the NA rather than the 

North Pacific even though aerosols are prevalent throughout the NH. This is primarily due to the 

greater sensitivity of the SPNA, where the mean mixed layers are about 10 times deeper than in 

the North Pacific (Holte et al. 2017). The Qnet trend pattern in AERO runs broadly opposes that 

in GHG runs (Figure 2.1a,b). The compensation between GHGs and aerosols is remarkable in the 

SPNA. This compensation is also clear in the zonally integrated trend in Qnet from the CMIP5 

ensemble mean (Figure 2.4). The cross-correlation in the zonally integrated pattern is -0.60 

between AERO and GHG runs, illustrating an overall similarity in the responses of ocean heat 

uptake to GHG and aerosol forcings (Xie et al. 2013, 2015). There is a linear relationship between 

regional ocean heat uptake and global radiative forcing shown in Figure A1. We sum the Qnet 
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trends from GHG and AERO runs (defined as GHG+AERO), denoted by the brown curve (Figure 

2.4). The cross-correlation in meridional pattern between GHG+AERO and HIST is very high 

(0.95), indicating that oceanic heat uptake is forced to first order by GHGs and anthropogenic 

aerosols. It also suggests that the sum is a good approximation for the all-forcing simulations. 

Tables 2.3 and 2.4 compare cumulative ocean heat uptake in the SO and NA in total amount 

and percentage to the global uptake from various runs. The SO to NA ratio of uptake is about 2:1 

for GHG (warming), 1:2.6 for AERO (cooling) and 12:1 in the HIST (warming). The dominant 

SO uptake in HIST is a result of compensating NA uptake in response to GHG (137 ZJ) and AERO 

(-134 ZJ). The results from GHG+AERO and HIST are particularly close, implying that the 

historical response of heat uptake is mainly due to the combination of GHG and aerosol radiative 

forcing. Therefore we hypothesize that the impact of anthropogenic aerosols on ocean heat uptake 

accounts for much of the discrepancy between the HIST and GHG runs. 

Other forcing agents, such as ozone, may also affect the pattern and magnitude of ocean 

heat uptake. The zonally integrated Qnet trend of ozone runs (OZONE) is represented by the green 

curve (the ensemble mean of 3 CMIP5 models) in Figure A2. Here the result represents the effect 

of ozone concentration from both stratosphere and troposphere. The global average response of 

Qnet trend is smaller in the single forcing OZONE runs than in GHG and AERO runs. The 

Southern Ocean, however, shows marked heat uptake: enhanced westerly wind stress in the 

Southern Ocean due to stratospheric ozone depletion (Thompson et al. 2011; Ferreira et al. 2015) 

causes enhanced equatorward Ekman transport and hence this heat uptake. Furthermore, we find 

that the Qnet trend is smaller in ozone runs than that in GHG and AERO runs in the mid-latitudes 

of the NH. We also sum the Qnet trends from GHG, AERO, and OZONE runs (defined as 

GHG+AERO+OZONE) (Figure A2). We note an offset between HIST and 
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GHG+AERO+OZONE, which may result from the nonlinear effect of forcing agents when 

prescribed together, but could instead be due to the small number of CMIP5 ozone single-forcing 

experiments. 

 

2.5 Future projections 
The global aerosol optical depth (AOD) and CO2 concentrations used for the historical 

(HIST) and future projection (RCP8.5) runs of GFDL-CM3 over the 20th and 21st century are 

shown in Figure 2.5. Anthropogenic aerosol forcing, represented by AOD, in CMIP5 historical 

simulations increases rapidly over the 20th century due to industrial development. It peaks at the 

beginning of the 21st century, and then is projected to decline during the RCP scenarios as 

countries begin to restrict aerosols out of the need to improve air quality and protect human health 

(Westervelt et al. 2015; Rotstayn et al. 2013). Unlike aerosols, GHGs including CO2 are projected 

to increase steadily. Thus, aerosol forcing offsets the warming effect of GHGs to some extent over 

the historical period; its reduction amplifies the GHG warming relative to the historical period in 

future projections (Xie et al. 2015). 

The Qnet trends projected until 2050 in the RCP4.5 and RCP8.5 scenarios are shown in 

Figure 2.6. The zonally integrated patterns of Qnet trend (Figure 6c) differ markedly from HIST 

(Figure 2.4) in the NH extratropics. The biggest difference is that heat uptake is projected to greatly 

intensify in the northern North Atlantic (Figure 2.6a,b compared with Figure 2.1c). Comparison 

of the time series of NA and SO ocean heat uptake over the period from 1900 to 2100 (Figure 2.7a) 

shows a rapid increase in heat uptake takes place in the NA (solid curves) at the beginning of the 

21st century, while the SO heat uptake continues its historical rise. Given the steady rise of CO2 

concentration, this rapid increase in NA uptake is associated with the change of anthropogenic 
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aerosol forcing. With anthropogenic aerosol emissions declining in future projections, the NA heat 

uptake increases to the same order of magnitude as the SO heat uptake (Figure 2.7a), despite its 

much smaller area. In the future, more and more excess heat is projected to be stored in the ocean 

through the North Atlantic. 

Heat flux trends in the SO and NA in various runs and their ensemble means are shown in 

Figure 2.7b, separated according to single forcing GHG and AERO runs, as well as the HIST and 

projected RCP4.5 and RCP8.5 runs. The relative trends in the SO vs. the NA for the GHG and 

AERO are shown by the straight line fits. These straight lines envelop the future scenarios (RCP4.5 

& RCP8.5) despite the large spread across models, which implies that GHG and AERO remain 

the dominant forcings in the future projections. According to Tables 2.3 and 2.4, from 2006 to 

2100, the percentage of global heat uptake contributed by the SO decreases to 52%±9% (48%±8%) 

for the RCP4.5 (RCP8.5). The contribution of the NA increases to 28%±7% for the RCP4.5 and 

26%±6% for the RCP8.5. The SO and NA ratio of cumulative heat uptake is about 2:1, which is 

much smaller than that during the historical period (12:1). That is, the relative importance of the 

SO and NA in anthropogenic heat uptake evolves due to the very different trajectories of GHGs 

(increasing) and anthropogenic aerosols (decreasing).   

 

2.6 AMOC responses to anthropogenic forcing 
The long-term mean (1960-2005) meridional overturning stream function is illustrated in 

Figure 2.8, for the Atlantic Ocean north of 30˚S and for the Southern Ocean south of 30°S, based 

here on the first realization of the LENS.  The Atlantic Meridional Overturning Circulation 

(AMOC) index is defined as the maximum stream function at 30˚N. The multi-model ensemble 

mean change in AMOC intensity, relative to the average over 1861-1880 in each model, is shown 
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in Figure 2.9. The AMOC has almost no trend (-0.03 Sv/decade), only decadal variability, in the 

HIST runs covering the 20th century. In contrast, the GHG and AERO runs weakened (-0.21 

Sv/decade) and strengthened (0.19 Sv/decade) the AMOC, respectively, hence nearly 

compensating each other, as seen above for North Atlantic heat uptake (Delworth and Dixon 2006). 

The robustness of this result is apparent in the eight CMIP5 models that are averaged in Figure 2.9, 

six of which similarly show only a small AMOC trend, both positive and negative (-0.1< AMOC 

trend <0.1 Sv/decade), in their HIST runs, despite large variation (from ~10Sv to ~30Sv) in the 

mean AMOC intensity among models (Figure A3). Thus, even though the global GHG radiative 

forcing is larger than the aerosol forcing in magnitude (about 2:1 ~ 3:1), their impacts on AMOC 

strength are comparable.  

In future projections, with continuing increase in GHG but decrease in aerosol forcing, the 

AMOC slows down dramatically in RCP4.5 (-0.42 Sv/decade from 2006 to 2050) and RCP8.5 (-

0.67 Sv/decade from 2006 to 2100) (Figure 2.9). These trends are much larger than the trend in 

the historical period, because the GHGs are not compensated by aerosols.  

The rapid slowdown of the AMOC in RCP4.5 and RCP8.5 is consistent with the rapid 

increase of the NA heat uptake (Figure 2.7a), suggesting influence of ocean circulation on the 

regional ocean heat uptake. When the climate warms due to GHG increase, surface temperature 

increases and salinity decreases (not shown, but due to increased precipitation and sea ice melt), 

which together decrease the upper ocean density. This strengthens the stratification and hence 

weakens deep convection and the AMOC intensity. When the AMOC slows, poleward heat 

transport diminishes over the North Atlantic, resulting in a cooling tendency in SPNA SST 

(Winton et al. 2013; Marshall et al. 2015; Drijfhout et al. 2012; Buckley and Marshall 2016). The 

decreasing SPNA SST is associated with intensified surface heat flux into the ocean (Rugenstein 
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et al. 2013; Winton et al. 2013; Gregory et al. 2016). When more excess heat is absorbed by the 

SPNA, with increasing precipitation and sea ice melt, surface water in the SPNA becomes even 

less dense, increasing the stability of the water column and further weakening the AMOC 

(Delworth and Dixon 2006; Cheng et al. 2013; Menary et al. 2013). Thus there is a positive 

feedback between the SPNA surface heat flux and the AMOC intensity. Therefore it appears that 

the enhanced SPNA heat uptake is strongly tied to the change of ocean circulation, in particular, 

the AMOC. The processes that govern heat uptake changes in the SO under anthropogenic forcings 

are entirely different, primarily affected by the climatological currents (Marshall et al. 2015; 

Morrison et al. 2016; Liu et al. 2018).  

 

2.7 Effect of anthropogenic aerosol reduction in future 

projections 
To further investigate the effect of projected declining aerosols on regional heat uptake, we 

use two experiments from CESM: LENS and AERO2005 (section 2.1). The differences between 

the responses from 2005AERO, which fixes aerosols at the 2005 level, and RCP8.5 of LENS, 

which projects a decline in aerosols, reveal the effect of the reduced aerosols and their precursors 

(such as SO2 and NO2) in future projections. The long-term trends (2006-2100) of Qnet and SST 

from LENS, 2005AERO and the difference between them are shown in Figure 2.10. For both 

LENS and 2005AERO, Qnet trend features an intense, positive heat uptake change in the NA 

(Figure 2.10a,b). Ocean heat uptake is locally enhanced where SST warming (contours) is reduced, 

illustrating that surface heat flux is mainly driven by the ocean on multidecadal timescale (Gulev 

et al. 2013). For 2005AERO, the increased heat uptake is primarily attributed to continued GHG 

increase. Subtracting the Qnet response in 2005AERO runs from that in LENS (Figure 2.10c), we 
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find a remarkable positive trend in the SPNA, while changes are negligible elsewhere. Thus, the 

intensified heat uptake in the SPNA in LENS is partly attributed to the aerosol reduction. 

Area-integrated heat uptake and cumulative heat uptake are calculated to quantify the 

contribution of the declining aerosols (Figure 2.11). From 2006 to 2100, the NA heat flux trend is 

0.428 PW/century in RCP8.5 of LENS, while only 0.287 PW/century in 2005AERO (Figure 2.11a). 

Despite the dominance of GHGs in radiative forcing in RCP8.5, one-third of that heat flux trend 

in the NA is due to the declining anthropogenic aerosols because the aerosol forcing is mostly 

restricted to the NH. At the end of the 21st century, the heat uptake rate by the NA catches up with 

that of the SO in RCP8.5.  

In the 20th century, the time evolution of cumulative heat uptake of LENS shows small 

changes in the NA (3±21 ZJ) but a remarkable increase in the SO (190±11 ZJ) (Figure 2.11b), 

consistent with the CMIP5 results (Table 2.3). The large standard deviation in the NA shows that 

internal variability is an important factor affecting the regional heat uptake. In RCP8.5 of LENS, 

at the end of the 21st century, the cumulative heat uptake change in the NA (712±22 ZJ) is 

comparable to that in the SO (964±13 ZJ). In 2005AERO, the cumulative heat uptake in the NA 

decreases to 503±17 ZJ. The reduced aerosols account for 29% of cumulative heat uptake in the 

NA in RCP8.5. In addition, the global ocean heat uptake decreases by 15% if aerosol emissions 

are fixed at 2005-levels. We can further deduce that with a weaker GHG forcing than RCP8.5 

(such as RCP2.6), the relative contribution of the declining anthropogenic aerosols to heat uptake 

will become larger.  

Moreover, in 2005AERO with aerosol fixed instead of declining from 2006 to 2100, the 

AMOC slows down by -0.53 Sv/decade, less than half of the result from the LENS, in which 

aerosols decline (-1.23 Sv/decade) (Figure 2.11c). This shows that the declining anthropogenic 
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aerosols permit more rapid slowdown of the AMOC (Menary et al. 2013) and result in enhanced 

heat uptake in the NA in the future.  

 

2.8 Comparison with observations of ocean heat content 
For comparison with observations, we primarily use ocean heat content (OHC) rather than 

Qnet because OHC is based on subsurface temperature profiles which are measured with high 

accuracy, while surface heat fluxes are indirectly calculated and suffer from large uncertainties in 

algorithm  (Valdivieso et al. 2017). OHC change is determined by Qnet globally while the 

differences between OHC and Qnet trend patterns are due to ocean circulation. Note that our 

purpose is not to analyze the ocean heat budget, which is closed in the models, but rather to assess 

the model representation of ocean heat.  

The spatially integrated, regional OHC changes in the upper 2000m in the North Atlantic 

(NA) north of 30°N and Southern Ocean (SO) south of 30°S are shown in Figure 2.12, based on 

observations (Argo, IAP, EN4-L09, and EN4-G10) and simulations (LENS). In the NA, the 

observed OHC trend is relatively flat from 1960 to 1996, followed by a sharp rise afterward in all 

data sets, and then a decrease since 2006. In the SO, OHC features a robust rise after 1960. The 

contrast in OHC change between the NA and SO is consistent with the change of cumulative heat 

uptake obtained from the aforementioned simulations.  

External forcing and internal variability as well as natural forcing affect the decadal-to-

multi-decadal climate change (Hansen et al. 2011). For instance, Terray (2012) concludes that the 

anthropogenic forcings account for the warming trend in the North Atlantic SST over the last three 

decades, while the internal variability is very strong in the SPNA, contributing to the  multi-decadal 

SST swings. Here we focus on how the external forcing and internal variability affect the OHC 
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change in the NA. In order to isolate the contributions of forced and internal variability, we apply 

an EOF analysis to the OHC integrated over the upper 2000m in the NA. The first two modes 

based on the IAP data are shown in Figure 2.13. The leading mode explains about 43% of the total 

variance, with a dipole pattern between the subpolar and subtropical North Atlantic. The leading 

principal component (PC1) shows two major phase shifts during 1950-2015 (Figure 2.13c), which 

is synchronized with the North Atlantic Oscillation (NAO) index from NOAA 

(https://www.ncdc.noaa.gov/teleconnections/nao/). The Atlantic multidecadal Oscillation (AMO) 

index from NOAA (https://www.esrl.noaa.gov/psd/data/timeseries/AMO/) is also shown in Figure 

2.13b. The cross-correlation between PC1 and NAO is 0.77, suggesting that the first mode of 

atmospheric circulation significantly affects the OHC change in the North Atlantic north of 30°N 

(McCarthy et al. 2015; Delworth et al. 2017). The cooling of the SPNA and the warming of the 

subtropical gyre is associated with the positive phase of NAO (Lozier et al. 2008; Zhang and Yan 

2017). Specifically, the enhanced westerlies in the SPNA during positive NAO drive increased 

heat loss (Duchez et al. 2016; Robson et al. 2016). The second principal component (PC2), which 

explains about 28% of the variance, is nearly constant from 1960 to 1996, followed by a rapid rise. 

EOF2 features enhanced warming along the Gulf Stream and a cooling in the SPNA, resembling 

the trend of the ensemble mean of LENS (Figure 2.15b). Therefore, EOF2 seems to reflect the 

response to external radiative forcing. PC2 suggests that the northern North Atlantic has become 

more active in anthropogenic heat uptake during the most recent two decades. We have also 

applied the EOF analysis to the OHC of EN4-G10 (Figure A4). The spatial patterns and PCs are 

similar to those of the IAP product. 

Based on the second mode of the EOF analysis (Figure 2.13d), we select two 37-year 

periods for the OHC change comparison: 1) 1960-1996, when PC2 is relatively flat; 2) 1979-2015, 
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which includes a rapid increase of OHC and the NAO effect is nearly averaged out based on Figure 

2.13c. The comparison of the OHC trend between IAP data and the LENS ensemble mean for the 

first period, 1960-1996 is shown in Figure 2.14. The pattern of LENS ensemble mean behaves as 

a reference here, representing the external forcing effects on OHC change. There is broad 

agreement in the Southern Ocean where the zonally integrated heat gain from both IAP data and 

LENS shows a pronounced trend (Figure 2.14c,d). The upper 2000m of the SO accounts for about 

74% (103%) of global heat storage change in IAP data (the ensemble mean of LENS). During this 

period, major differences between the observations and simulation are found in the North Atlantic. 

This is due to the internal multidecadal variability, captured in the observed EOF1 (Figure 2.13c), 

which overwhelms the external forcing signal. For the second period of 1979-2015 (Figure 2.15), 

in the NA, the external forcing signal increases rapidly (Figure 2.13d), leading to a different spatial 

pattern, which is similar to the pattern of LENS ensemble mean (Figure 2.15b). The relative 

importance of the SO in global heat content change decreases to 39% and 51% in IAP data and 

LENS, respectively (Figure 2.15c,d). Thus we show that the external forcing signal is stronger and 

detectable in recent decades. In addition, IAP data show much more tropical warming relative to 

the LENS ensemble, which seems to be related to internal variability. The largest discrepancies of 

OHC change between IAP and EN4 data are found in the Southern Ocean from 1960 to 1996 

(compare Figure 2.14c and Figure A5c), which is probably due to sparse observations over the 

period (Wang et al. 2017).  

In future projections (RCP8.5 from 2015 to 2100), the North Atlantic and Arctic show 

remarkable increases in heat storage (Figure 2.16a). During this period, the Southern Ocean only 

explains about 32% of global OHC change. This is comparable to the percentage of global 

anthropogenic heat absorbed by the whole Atlantic north of 30˚S (24%). Although the Southern 



  27 

Ocean OHC trend increases in recent decades (Figure 2.17a), the percentage of the Southern Ocean 

to global OHC change decreases (Figure 2.17b). 

Heat transport due to ocean circulation (as represented by Figure 2.7) can strongly affect 

the heat storage pattern (Winton et al. 2013; Frölicher et al. 2015; Tamsitt et al. 2016), and are 

responsible for the discrepancies between the ocean heat storage and uptake patterns in the same 

regions (Frölicher et al. 2015; Armour et al. 2016). First of all, the SO peak is at 55˚S in the heat 

uptake pattern (Figure 2.4) but around 42~45 ˚S in heat content change pattern (Figure 2.14c,d). 

The displacement is primarily due to advection by the equatorward Ekman transport (Tamsitt et 

al. 2016; Armour et al. 2016). The smaller percentage of the SO to global OHC change (32%) than 

the values in cumulative heat uptake shown in Table 2.4 may also be attributed to ocean adjustment. 

Furthermore, the much smoother OHC trend  (Figure 2.15d) with a nearly uniform increase in the 

top 300m layer is most likely due to ocean ventilation. More work is needed to investigate the 

response of ocean heat uptake and storage to ocean circulation in a two-dimensional (latitude-

longitude space) or three-dimensional (latitude-longitude-depth space) sense.  

 

2.9 Summary 
The Southern Ocean accounts for 72%±28% of global heat uptake in historical runs during 

the 20th century in the CMIP5 ensemble. We have shown that the Southern Ocean’s historical 

dominance relative to the same latitude range of the North Atlantic is due to the compensating 

effects of anthropogenic aerosol cooling and GHG warming on the surface heat flux for the first 

order over the North Atlantic and AMOC intensity. In GHG single-forcing simulations for the 

historical period, the Southern Ocean’s contribution to global uptake is much smaller at 45%±10%, 

with a large contribution from the northern North Atlantic (24%±11%). Anthropogenic aerosols 



  28 

preferentially cool the NH, causing a large heat loss in the northern North Atlantic that opposes 

the GHG heating. The compensating aerosol effect is small over the Southern Ocean, and therefore 

this region dominates the historical global anthropogenic heat uptake, which is driven mainly by 

GHGs with a much smaller contribution from ozone (Figure A2). 

This pattern of historical heat uptake cannot be extrapolated into the future, however, as 

anthropogenic aerosols are projected to decrease due to environmental regulation. In future 

projections, the Southern Ocean continues to absorb heat at an increasing rate, but the North 

Atlantic greatly increases its heat uptake due to the projected reduction in aerosol forcing. The 

consequence is that the Southern Ocean’s percent contribution to global heat uptake decreases to 

about 50% while the northern North Atlantic uptake increases to about 27%. Using simulations 

from CESM, we show that the anticipated reduction in anthropogenic aerosols causes surface heat 

uptake to increase by about 30% in the northern North Atlantic and about 15% globally. The 

varying relative importance between the Southern Ocean and North Atlantic heat uptake between 

historical and future periods is determined by the different spatial distributions and trajectories of 

GHG and anthropogenic aerosol radiative forcing.  

Heat losses (gains) in the SPNA are accompanied by strengthening (weakening) of the 

AMOC in the AERO (GHG) runs.  In the GHG runs, as an example, less heat is advected to the 

high latitude North Atlantic due to the weakening AMOC intensity (Winton et al. 2013), leading 

to lower SSTs in the SPNA. This cooler surface water results in less heat loss from the ocean to 

the atmosphere, increasing the stratification of the upper ocean, which then further weakens the 

AMOC intensity. This positive feedback between AMOC and North Atlantic heat uptake sustains 

the weakening of AMOC intensity and intensification of regional heat uptake (Gregory et al. 2016; 

Buckley and Marshall 2016). This illustrates that ocean circulation change induced by 
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anthropogenic forcing can strongly affect the pattern of heat uptake in the North Atlantic, while 

the Southern Ocean heat uptake is primarily driven by background ocean circulation (Marshall et 

al. 2015; Morrison et al. 2016; Liu et al. 2018). For instance, Liu et al. (2018) demonstrates that 

the background ocean circulation accounts for about 80% of Southern Ocean heat storage change, 

while the remaining 20% is due to wind-induced ocean circulation change.  

It is likely that, in the late 20th century, the lack of a significant observed decreasing trend 

in the AMOC, despite an increase in global ocean heat uptake, is due to the strongly moderating 

influence of anthropogenic aerosols, which preferentially affect the North Atlantic. The recent 

observations of the AMOC intensity from the RAPID array (Cunningham et al. 2007) at 26.5˚N 

show that the AMOC has weakened substantially over the past decade since 2004, consistent with 

from model simulations. However, the observed magnitude of the decreasing trend (about -0.5 

Sv/yr) from 2004 to 2012 (Smeed et al. 2014; Roberts et al. 2014) is much larger than that projected 

to occur in the 21st century ( about -0.1 Sv/yr; Cheng et al. 2013). The internal AMOC variability 

seems to be responsible for the observed slowdown of the AMOC over the past decade, but the 

anthropogenic forcing effect cannot be ruled out (Smeed et al. 2014; Jackson et al. 2016). At least 

one decade of continuous observations is required to diagnose the influence of the external climate 

forcing on the AMOC (Roberts et al. 2014). Such observations will also test the projected increase 

in anthropogenic heat uptake in the subpolar North Atlantic.  

GHG radiative forcing by itself fails to explain the pattern of historical ocean heat uptake 

change. Our study reveals the important role of anthropogenic aerosols relative to greenhouse 

gases in regional ocean heat uptake, but the large uncertainty in the magnitude and spatial pattern 

of anthropogenic aerosol forcing (Myhre et al. 2013; Rotstayn et al. 2015; Hansen et al. 2011) is a 

barrier to fully quantifying its impact on global and regional climate change. Further studies are 
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necessary to improve the observation, understanding, and simulation of the complex aerosol 

effects on climate change. Another useful extension of our work should include quantifying the 

role of ocean circulation in high latitude heat budgets. 
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Figure 2.1: Trend of net surface heat flux (Qnet) (in W/m2 per decade) of the ensemble mean of 
9 CMIP5 models in (a) GHG runs (1861-2005), (b) AERO runs (1861-2005) and (c) HIST runs 
(1861-2005). Positive indicates excess heat absorbed by the ocean. Stippling indicates regions 
exceeding 95% statistical significance computed from the two-tailed t-test.  
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Figure 2.2: Trend of SST (in ˚C per decade) of ensemble mean of 9 CMIP5 models in (a) GHG 
runs (1861-2005), (b) AERO runs (1861-2005), (c) HIST runs (1861-2005). Positive indicates 
warming of surface sea water.  
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Figure 2.3: Time series of surface heat uptake area-integrated over (a) the SO (Southern Ocean, 
south of 30˚S) and (b) the NA (North Atlantic, north of 30˚N) in the 20th century from the 
ensemble mean of CMIP5 models. Different colors show the responses of HIST (black), GHG 
(red), and AERO (blue) runs. The shadings denote model uncertainties as one standard deviation 
across models. 11-year running average is applied to the time series.  
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Figure 2.4: Zonally integrated Qnet trend (in TW/lat per decade) in GHG (red), AERO (blue) and 
HIST (black) runs from 1861 to 2005. The brown curve denotes the linear combination of 
responses of GHG and AERO (GHG+AERO). The first row at the top right corner indicates the 
correlation coefficient between heat flux responses of GHG and AERO runs. The second row, 
same as the first row, but for HIST and GHG+AERO. Positive represents the heat gain of the ocean. 
Similar calculations using the smaller ensemble of ozone runs are shown in the supplementary 
material, Figure A2.  

55˚S
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Figure 2.5: Global CO2 concentration (red curve, ppm) and global mean ambient aerosol optical 
depth (AOD) at 550nm (blue curve) from 1900 to 2100. Data are from the HIST (1900-2005) and 
RCP8.5 (2006-2100) runs of GFDL-CM3. 
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Figure 2.6: Qnet trend (in W/m2 per decade) of the ensemble mean of 9 CMIP5 models in (a) 
RCP4.5 (2006-2050) and (b) RCP8.5 (2006-2050). Positive indicates excess heat absorbed by the 
ocean. Stippling indicates regions exceeding 95% statistical significance computed from the two-
tailed t-test. (c) Zonally integrated Qnet trend in RCP4.5 (orange) and RCP8.5 (purple) from 2006 
to 2050. 
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Figure 2.7: Time series of (a) heat uptake in the NA (30˚N-70˚N, 80˚W-10˚W; solid curves) and 
SO (south of 30˚S; dashed curves) relative to the average of 1861-1880 for various ensembles of 
CMIP5. Shading denotes model uncertainties as one standard deviation across models. (b) SO 
versus NA in heat uptake trend. The multimodel means are represented by hollow circles, with 
each model run denoted by small dots. The dashed red (blue) lines for the historical single forcing 
runs GHG (AERO) are plotted through the multimodel means (hollow circles), with their slopes 
based on all runs in the ensemble. The ensemble mean responses from LENS (purple) and 
2005AERO (green) are also shown in the scatter plot (filled circle), with individual members 
denoted by smaller dots.  
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Figure 2.8: Long-term mean (from 1960 to 2005) meridional overturning stream function (in Sv) 
in the Atlantic Ocean (north of 30˚S) and in the Southern Ocean (south of 30˚S) from the first 
realization of the LENS. The stream function is calculated based on the sea water meridional 
velocity and is zonally integrated in the Atlantic and Southern Ocean, respectively. Red shading 
denotes clockwise circulation; blue shading denotes anticlockwise circulation. The AMOC index 
is defined as the maximum stream function at 30°N (dashed line). 
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Figure 2.9: Time series of the AMOC intensity (Sv) in the CMIP5 multimodel ensemble runs 
listed in the figure. AMOC intensity is defined as the maximum volume transport stream function 
at 30˚N and is calculated based on the multimodel mean of the first realization of each model 
relative to the average of 1861-1880. The number in the bracket denotes the long-term trend 
(dashed line) in each experiment.  
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Figure 2.10: Trend of Qnet (shading; W/m2 per decade) and SST (contours at 0.1K per decade; 
dashed contours indicate negative trends) of (a) the ensemble mean of (Large Ensemble Project) 
LENS, (b) the ensemble mean of (aerosol fixed at 2005-level) 2005AERO and (c) LENS minus 
2005AERO from 2006 to 2100.   



  45 

 

Figure 2.11: Time series of (a) heat uptake and (b) cumulative heat uptake in the NA (orange and 
green) and SO (blue) relative to the average of 1861-1880 in LENS and 2005AERO. The 
cumulative heat uptake in the SO is relative to the annual mean of 2006. (c) Time series of the 
annual mean AMOC intensity in the first realization of LENS (black) and 2005AERO (orange). 
For LENS, AMOC intensity is relative to the average of 1861-1880. For 2005AERO, the annually 
AMOC index anomaly is relative to the annual mean of 2006.   
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Figure 2.12: Time series of OHC (0-2000m) from observations (Argo, IAP, and EN4) and 
simulation (LENS) in (a) the NA and (b) the SO. All the time series are relative the 1975-2012 
base period. The gray curves denote the OHC from each individual member of LENS. 5-year 
running mean is applied to the time series.  
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Figure 2.13: First two EOF modes of OHC above 2000m from 1950 to 2015 from IAP data. EOF 
patterns are shown in (a) and (b). Normalized principal components (PC; red) are shown in (c) and 
(d). 5-year running mean is applied to the PCs, NAO (blue), and AMO (green). The number at the 
upper right corner of (c) shows the cross-correlation between PC1 and NAO. The NAO index is 
from NOAA (https://www.ncdc.noaa.gov/teleconnections/nao/). The AMO index is from the 
NOAA (https://www.esrl.noaa.gov/psd/data/timeseries/AMO/). The NAO and AMO indices are 
normalized. Compare with the EN4-G10 data analysis in Figure A4.  

1960-1996
1979-2015
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Figure 2.14: 1960-1996 trends in OHC (denoted by OHCtrend) above 2000m from (a) IAP data and 
(b) the ensemble mean of LENS. The zonally integrated OHC trend from (c) IAP data and (d) the 
ensemble mean of LENS, in different ocean layers. The number at the upper right corner denotes 
the fraction of SO to global OHC change.  Compare with the EN4-G10 data analysis in Figure A5.  
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Figure 2.15: Same as Figure 2.14 but the OHC trend is calculated for the period from 1979 to 
2015. Also compare with the EN4-G10 data analysis in Figure A5.  
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Figure 2.16: (a) OHC trend (denoted by OHCtrend) above 2000m from the ensemble mean of LENS 
over 2015-2100. (b) Zonally integrated OHC trend in different layers, as in Figure 2.14. The 
number at the upper right corner denotes the fraction of SO to global OHC change.   
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Figure 2.17: (a) OHC trend above 2000m in the SO and (b) fraction of the SO to global OHC 
change from observations (IAP and EN4-G10) and model (the ensemble mean of LENS). The 
error bars denote 95% confidence interval.  
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Chapter 3 
 
Effects of Buoyancy and Wind Forcing 
on Southern Ocean Climate Change 
 
 
 
 

3.1 Abstract 
Observations show that since the 1950s, the Southern Ocean has stored a large amount of 

anthropogenic heat and has freshened at the surface. These patterns can be attributed to two 

components of surface forcing: poleward-intensified westerly winds and increased buoyancy flux 

from freshwater and heat. Here we separate the effects of these two forcing components by using 

a novel partial-coupling technique. We show that buoyancy forcing dominates the overall response 

in the temperature and salinity structure of the Southern Ocean. Wind stress change results in 

changes in subsurface temperature and salinity that are closely related to intensified residual 

meridional overturning circulation. As an important result, we show that buoyancy and wind 

forcing result in opposing changes in salinity: the wind-induced surface salinity increase due to 

upwelling of saltier subsurface water offsets surface freshening due to amplification of the global 

hydrological cycle. Buoyancy and wind forcing further lead to different vertical structures of 

Antarctic Circumpolar Current (ACC) transport change; buoyancy forcing causes an ACC 

transport increase (3.1±1.6 Sv; 1Sv ≡ 106m3s-1) by increasing the meridional density gradient 

across the ACC in the upper 2000m, while the wind-induced response is more barotropic, with the 

whole column transport increased by 8.7±2.3 Sv. While previous research focused on the wind 
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effect on ACC intensity, we show that surface horizontal current acceleration within the ACC is 

dominated by buoyancy forcing. These results shed light on how the Southern Ocean might change 

under global warming, contributing to more reliable future projections.  

 

3.2 Introduction 
Observations have revealed a complex set of changes in the Southern Ocean over the past 

few decades. The most pronounced is subsurface warming in the Southern Ocean (Purkey and 

Johnson 2010; Rhein et al. 2013; Roemmich et al. 2015; Desbruyères et al. 2016; Cheng et al. 

2016; Shi et al. 2018), which illustrates the important role of the Southern Ocean in slowing the 

global surface warming rate. This significant warming can be traced back to the 1950s (Gille 2002, 

2008). A broad-scale salinity decrease in the surface, mode, and intermediate waters in the 

Southern Ocean has also occurred since 1950 (Durack and Wijffels 2010). The change in surface 

buoyancy flux, which is the combination of heat flux and freshwater flux, supports the temperature 

and salinity changes physically (Swart et al. 2018). Moreover, the Southern Ocean has experienced 

significant surface wind stress change (Swart and Fyfe 2012). In particular, observations show 

poleward-intensified westerly winds associated with a positive tendency of the Southern Annular 

Mode (SAM) index (Thompson 2002; Marshall 2003), which has been found to be forced by both 

stratospheric ozone depletion (Gillett 2003; Waugh et al. 2013) and anthropogenic greenhouse gas 

emissions (Fyfe and Saenko 2006). The observed poleward shift in Southern Hemisphere 

westerlies occurs mostly in austral summer, and is compensated by opposing shifts in other seasons 

(Lee and Feldstein 2013; Swart et al. 2015).  

Manabe et al. (1990) found in a modeling study that the Southern Ocean dominates 

anthropogenic heat uptake. Based on CMIP5 models, more than 70% of anthropogenic heat is 
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absorbed by the Southern Ocean (south of 30˚S, occupying 30% of global surface ocean area) 

during the historical period (Frölicher et al. 2015; Shi et al. 2018). In the Southern Ocean, deep 

water upwells along isopycnals that connect the deep ocean to the sea surface, where water masses 

can interact with the atmosphere, exchanging heat before returning to the ocean interior. Armour 

et al. (2016) showed that the upwelling of pristine, older deep water with stable temperature under 

a warming atmosphere leads to greater heat transfer to the ocean because of the increasing ocean-

atmosphere temperature difference. Shi et al. (2018) showed that the compensating effects of 

greenhouse gases and anthropogenic aerosols in the Northern Hemisphere leads to small ocean 

heat uptake in the subpolar North Atlantic, resulting in dominance of the Southern Hemisphere in 

global ocean heat uptake. The subsurface warming or ocean heat content (OHC) increase in the 

Southern Ocean corresponds to enhanced ocean heat uptake at the surface (peaking around 55˚S-

60˚S), while most subsurface warming occurs further equatorward, peaking around 40˚S-45˚S 

(Roemmich et al. 2015; Frölicher et al. 2015; Armour et al. 2016). The equatorward displacement 

of maximum subsurface warming relative to maximum heat uptake is attributed to the background 

meridional overturning circulation (MOC), which redistributes the absorbed heat (Armour et al. 

2016; Liu et al. 2018). The warmed water is advected northward by Ekman transport, eventually 

resulting in enhanced warming on the northern flank of the Antarctic Circumpolar Current (ACC) 

and delayed warming on the southern flank (Armour et al. 2016). Moreover, amplification of the 

global hydrological cycle, manifested as increased atmospheric freshwater fluxes over the high-

latitude oceans, is an important factor driving the observed surface freshening of the Southern 

Ocean (Durack and Wijffels 2010; Helm et al. 2010; Durack et al. 2012). More recent studies 

suggest that the freshening also stems from equatorward wind-driven sea ice transport (Haumann 
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et al. 2016) and enhanced Antarctic glacial melt (Jacobs 2002; Paolo et al. 2015; Bronselaer et al. 

2018; Bintanja et al. 2013; Swart and Fyfe 2013). 

Southern Ocean circulations, that is, the MOC and the ACC, are affected by the overlying 

strong westerly winds. Mesoscale eddies can offset the effects of surface wind stress change on 

the MOC and ACC due to eddy-compensation and eddy-saturation, respectively (Morrison and 

Hogg 2013). High-resolution ocean models show that wind-driven MOC intensification is partially 

compensated by an eddy-induced MOC; the compensating ratio is about 50% (Gent 2016). In 

addition, several modeling studies have shown that the ocean state approaches the fully eddy-

saturated regime, with the response of ACC transport insensitive to wind perturbation (Meredith 

and Hogg 2006; Hallberg and Gnanadesikan 2006; Farneti et al. 2010). Similarly, the 

observationally-based study of Böning et al. (2008) suggested that, because of eddy saturation, the 

ACC transport and associated isopycnal tilt are largely unaffected by the poleward-intensified 

westerly winds. Recent studies (Meredith et al. 2012; Dufour et al. 2012; Morrison and Hogg 2013) 

find that surface wind stress change is indeed capable of driving weak but significant changes in 

ACC transport, associated with changes in the zonal barotropic current rather than with changes 

in the density structure (Zika et al. 2013; Langlais et al. 2015).  

In order to isolate the effect of wind forcing change on the Southern Ocean, several studies 

have used the wind pattern derived from global warming experiments as a perturbation (Fyfe et al. 

2007; Spence et al. 2010). They find that poleward-intensified westerly winds enhance Southern 

Ocean warming north of the ACC and lead to cooling south of the ACC at depth, primarily 

controlling the spatial pattern of the warming signal. Buoyancy forcing change has also been 

shown to affect the Southern Ocean. For example, heating and/or freshening of the Southern Ocean 

can increase ocean stratification, allowing warming in the atmosphere to accelerate and ocean heat 
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storage to slow (Russell et al. 2006). The surface intensified warming also results in a reduction in 

the diffusive and advective, southward and upward eddy heat transport (Morrison et al. 2016). 

Buoyancy forcing can also influence ACC transport by altering upper layer stratification and the 

cross-stream density gradient (Hogg 2010). Hence it is essential to understand the relative 

importance of wind and buoyancy forcing in Southern Ocean climate change and the fingerprint 

(forced response) of change associated with each forcing component.  

In this study, we explore the respective effects of buoyancy and wind (momentum) forcing 

on transient climate change in the Southern Ocean by using partial-coupling model simulations 

(Liu et al. 2018) in which wind stress fields are prescribed. Fyfe et al. (2007) pioneered a similar 

approach to separating buoyancy and wind forcing effects, but their simple energy-balance model 

of the atmosphere limited the simulation skill, especially regarding the hydrological cycle and 

salinity. Liu et al. (2018) mainly focus on the Eulerian mean and eddy-induced MOC change due 

to buoyancy and wind forcing. Here, we examine the fingerprint of buoyancy and wind forcing in 

ocean circulation, temperature, salinity, and sea-ice changes in idealized experiments with 

quadrupled atmospheric CO2. Previous studies largely focused on the response of the Southern 

Ocean to changes in westerly winds, whereas we find that buoyancy forcing dominates the overall 

response in the temperature and salinity structure of the Southern Ocean. Buoyancy forcing 

accounts for 80% of the total heat storage change within a quadrupled CO2 experiment, and wind 

forcing accounts for the rest, the pattern of which is closely linked with the strengthened residual 

MOC due to intensified westerly winds. As an important result, we find that buoyancy and wind 

forcing have opposite impacts on salinity: surface salinity increase over the Southern Ocean driven 

by stronger wind-driven upwelling of saline waters in the MOC can substantially offset surface 

freshening due to a global water cycle amplification. Moreover, we find that the changes in 
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subsurface temperature driven by buoyancy forcing can further intensify the horizontal 

(circumpolar) circulation due to a change in the meridional density gradient, whereas wind stress 

changes create a more barotropic increase in circumpolar transport. The surface horizontal velocity 

acceleration is primarily driven by buoyancy forcing. Understanding the relative responses to these 

two forcing changes is crucial to understanding observed long-term change in the Southern Ocean.  

The rest of the paper is organized as follows. Section 2 describes the models, experiments, 

data and methods used in this study. Section 3 discusses the response of Southern Ocean 

temperature to wind change and surface buoyancy forcing. Section 4 discusses the change of 

salinity and sea ice due to both forcing components. Section 5 further investigates the ACC 

response, including transport and position. Section 6 provides discussion and conclusions.  

 

3.3 Data and Methods 
3.3.1 CESM and partial coupling experiments 

We use the Community Earth System Model (CESM), version 1.0.5, from the National 

Center for Atmospheric Research (NCAR) (Hurrell et al. 2013). The model consists of the version 

5 of the Community Atmosphere Model (CAM5), run at a nominal 2˚ resolution (1.9˚ latitude x 

2.5˚ longitude) with 26 vertical layers, and version 2 of Parallel Ocean Program (POP2), which 

has a nominal resolution of 0.5˚ in latitude and 1˚ in longitude over the Southern Ocean. The 

Community Land Model, version 4, and Community Ice Code, version 4, are coupled with the 

atmosphere and ocean model. The ocean model employs a temporally and spatially varying 

specification of the Gent-McWilliams eddy parameterization (Gent and McWilliams 1990). For 

tracers, such as temperature, the horizontal diffusion follows the Redi isoneutral diffusion operator 

as represented by the GM parameterization, and the vertical diffusion follows the K-profile 
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parameterization (Large et al. 1994). NCAR CESM is widely used and has been extensively 

evaluated against observations and other climate models (Kay et al. 2015, 2016; Cheng and Zhu 

2016; Bracegirdle et al. 2018; Beadling et al. 2019).  

Here we employ a partial coupling technique (Lu and Zhao 2012; Liu et al. 2015, 2018) to 

isolate the effects of the wind-induced Southern Ocean climate change. In the partial coupling 

experiments, variables at the air-sea interface (e.g. wind stress) from fully coupled runs are 

prescribed in the ocean model in order to disable the targeted feedback. Here we use a fully coupled, 

preindustrial control run (CTRL) as the baseline run, which starts from AD 1850 scenario. We also 

use a fully coupled, abruptly quadrupled CO2 (4×CO2) run, which branches from CTRL, with the 

atmospheric CO2 concentration instantly quadrupled from the 1850 level and kept constant through 

the 90-yr simulation. Next, we conduct a suite of partial-coupling experiments with prescribed 

wind stress and surface wind speed from the above-mentioned fully coupled cases (CTRL and 

4×CO2) at the daily frequency of air-sea coupling. Here, winds can affect surface heat uptake and 

interior ocean heat redistribution either by changing ocean circulation via momentum flux 

(dynamic effect) or by modifying ocean-atmosphere thermal coupling through the wind speed in 

the bulk formula of turbulent (latent and sensible) heat fluxes (thermal dynamic effect). Wind 

stress (t), wind speed (w) and CO2 level (c) are the variables of interest. To target climate response 

without wind change, we quadruple the atmospheric CO2 level (c4) with prescribed wind stress 

(t1) and speed (w1) from CTRL; we call this ‘t1w1c4’ to specify wind from CTRL and CO2 level 

from 4×CO2. The definition of each term is shown in Table 3.1. In sum, we have three partially 

coupled experiments: t1w1c1, t1w1c4, and t4w1c4. The transient response of the Southern Ocean 

to wind stress change under quadrupled CO2 can be obtained by taking the difference between the 

simulations with and without wind stress changes:  
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Wstr = (t4w1c4 - t1w1c4).        (3.1) 

The buoyancy forcing response can be obtained by taking the difference between the simulations 

with and without changing the external CO2 forcing, while keeping the surface wind stress and 

speed from CTRL:  

Buoy = (t1w1c4 – t1w1c1).        (3.2) 

Buoy includes effects due to changes in surface heat flux and freshwater flux. We have previously 

shown, using this partial coupling technique, that the surface wind speed effect on surface heat and 

freshwater fluxes has a minimal effect on Southern Ocean climate change (Liu et al. 2018). 

Therefore, in this paper, we focus on the wind stress effect (Wstr) and the buoyancy forcing effect 

(Buoy), both of which we show have significant impacts. In this partial coupling technique, we 

represent the total effect (Total) as the linear sum of Wstr and Buoy: 

Total = Wstr + Buoy = (t4w1c4 – t1w1c1).      (3.3) 

The experiments using from the partial-coupling experiments are summarized in Table 3.2.  

Surface wind is coherent with other fields, such as surface heat flux. The coherence can 

intertwine the wind-induced and buoyancy-induced responses. In order to disrupt this coherence 

and to separate responses due to wind change and buoyancy flux change, wind stress and speed 

are shifted forward by one year during the partial coupling. In addition, the partial coupling 

technique can generate a climate drift by disrupting air-sea interaction. The climate drift due to 

partial coupling can be largely eliminated by computing the difference between partially coupled 

runs because the same drift is present in all runs. The responses for Total are compared with the 

fully coupled experiment (4×CO2 – CTRL; Figure B1). The Total case largely reproduces 4×CO2 

– CTRL in ocean temperature, salinity, and circumpolar velocity, with a discrepancy mainly at 

intermediate depth in salinity change. The similarities between the Total case and fully coupled 
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run indicate that the overall effects can be largely represented by a linear combination of Buoy and 

Wstr (Eq. 3.3). We also compare the Southern Ocean temperature, salinity, and density structure 

in the partially coupled CESM simulation (t1w1c1) with the mean state from Argo profiling float 

observations (2005-2018; Section 2.3). The mean state from CESM agrees roughly with 

observations (Figure B2). The zonal-mean CESM and Argo density structures are very similar 

(Figure B2c). However, CESM shows steeper isothermal slopes in the ACC compared to Argo, 

resulting in deeper penetration of heat to the north of the ACC than is observed. The salinity 

minimum is located at a shallower depth in CESM than in Argo, which may confine the CESM 

salinity change within the upper layer. Lastly, the ACC volume transport through the Drake 

Passage from t1w1c1 is 166.6 Sv, which falls within the range (173.3 ± 10.7 Sv) observed from 

the cDrake experiment by Donohue et al. (2016). More details about the CESM1 model 

configuration and setup can be found in Liu et al. (2018). We analyze changes over years 41-90, 

which represents the slow (multi-decades) response (Ferreira et al. 2015) to wind and buoyancy 

forcing.  

 

3.3.2 Flux-anomaly-forced model intercomparison (FAFMIP) 

experiment  
In addition to the CESM partial coupling experiments, this study also uses the output of 

FAFMIP experiments from four models: ACCESS-CM2 (Hirst et al. 2015), MIROC6 (Tatebe et 

al. 2019), MPI-ESM1-2-HR (Gutjahr et al. 2019), and MRI-ESM2-0 (Yukimoto et al. 2019). 

FAFMIP is part of the Coupled Model Intercomparison Project Phase 6 (CMIP6). The FAFMIP 

experiments, branched from pre-industrial conditions (piControl), prescribe a set of surface flux 

perturbations for the ocean. These perturbations are obtained from the ensemble-mean changes 
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simulated at the time of doubled CO2 by CMIP5 AOGCMs under the 1pctCO2 scenario (CO2 

increases by 1% each year). This study examines FAFMIP experiments: FAF-Wstr (faf-stress), 

imposing perturbation surface wind stress; FAF-Heat, imposing perturbation surface heat flux; and 

FAF-Water, imposing perturbation surface freshwater flux (Gregory et al. 2016). For FAF-Heat, 

the heat flux perturbation yields a strong negative feedback due to SST warming. In order to avoid 

this negative feedback and to require all of the prescribed heat flux perturbation to enter the ocean, 

Bouttes and Gregory (2014) used a passive tracer of ocean temperature to prevent the atmosphere 

from feeling the SST change due to the heat flux perturbation. More details about the treatment of 

heat flux perturbations can be found in Gregory et al. (2016).  

All FAFMIP experiments considered here were run for 70 years. We show the anomalies 

of the 41-70 year average relative to the climatology from piControl. In addition, we linearly 

combine the results from FAF-Heat and FAF-Water as FAF-Buoy to represent a buoyancy forcing 

experiment. FAF-All represents the sum of FAF-Wstr and FAF-Buoy. FAF-Wstr and our CESM 

Wstr runs may be directly compared to evaluate the model dependency. Because of the differences 

in the experimental design, however, further studies are needed to understand how to compare 

FAF-Buoy and our CESM Buoy runs. 

 

3.3.3 Observations 
We use temperature and salinity products from the World Ocean Atlas 2018 (WOA; 

https://www.nodc.noaa.gov/OC5/woa18/). WOA is a uniformly formatted and quality-controlled 

data set based on the World Ocean Database. Objectively analyzed climatologies of temperature 

and salinity (1955-1964, 1965-1974, 1975-1984, and 2005-2017) are used in this study. Long-term 

ocean temperature and salinity changes are calculated as the difference between the 2005-2017 
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mean and the mean over the 1955-1984 base period. We also use the monthly gridded Argo 

temperature and salinity data (Roemmich and Gilson 2009; http://www.argo.ucsd.edu) to show the 

trend from 2005 through 2018. The data are on a 1˚x1˚ grid with 58 vertical pressure levels from 

the surface to 2000 m. The annual mean trend from 2005 to 2018 is calculated to represent the 

recent temperature and salinity changes in the Southern Ocean. 

 

3.3.4 Latitude of mean ACC transport 
Fixed sea surface height contours are often used to track ACC frontal displacements. This 

method is problematic because of large-scale steric expansion under global warming. To minimize 

the effect of steric expansion, we apply the method of Gille (2014) to find the latitude of mean 

ACC transport. Zonal ocean velocity at the surface (𝑈!) is related to the meridional gradient of sea 

surface height (SSH) through the geostrophic relationship: 

 

     (3.4) 

 

where g is gravity, f is the Coriolis parameter, and y is the meridional length. The ACC fronts are 

expected to correspond to strong geostrophic velocities. Next, weighted by surface velocity, the 

mean latitude of the surface transport is computed as  

 

       (3.5) 

 

where 𝜃̅ is the surface velocity weighted average latitude, θN and θS are the northern and southern 

integration limits of latitude, and Ug is zonal velocity calculated from Eq. 3.4. The mean latitude 



  63 

of the ACC is sensitive to the integration limits (Gille 2014), so we estimate uncertainty by 

conducting a Monte Carlo test with 1000 realizations, in which two integration limits are randomly 

perturbed using Gaussian random numbers with mean values at 40˚S and 60˚S, respectively, and 

a standard deviation of 5˚ latitude.  

We also use the independent method from Sen Gupta et al. (2009) and Meijers et al. (2012) 

to locate the position of the mean ACC, which is calculated at each longitude as the mean latitude 

within the latitude range defined by 50% of the maximum transport.  

 

3.4 Southern Ocean Temperature Change 
Buoy and Wstr under abrupt quadrupling of CO2 create different zonal mean warming 

patterns in the Southern Ocean (Figure 3.1c, d).  For Buoy, the upper ocean temperature increases 

by around 3˚C on the northern flank of the ACC and further north (Figure 3.1c). The warming 

decays with depth mainly along the climatological isopycnals (contours). South of the ACC, 

warming in the surface layer is weaker (by an average of 1.2˚C between 60˚S and 75˚S), likely due 

to continuous upwelling by the background ocean circulation of old deep water without a 

temperature anomaly (Armour et al. 2016). The ocean takes up heat where the deep water outcrops 

(Figure 3.1a, c). The Ekman transport then advects the warmed water equatorward, where it is 

subducted and warms the thermocline between 20˚S and 50˚S (Roemmich et al. 2015; Liu et al. 

2018; Shi et al. 2018). The meridional gradient in temperature change across the ACC leads to 

greater thermal-expansion-induced sea level rise in the north than in the south (Bouttes and 

Gregory 2014), resulting in enhanced zonal geostrophic velocity in the upper layer (Figure 3.7b). 

We further discuss the important implications of this result in section 5.  
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Wind-stress change (Wstr) also contributes to surface and subsurface warming between 

40˚S and 55˚S, with a maximum warming of over 1˚C (Figure 3.1d). Consistent with Fyfe et al. 

(2007), the wind forcing also induces subsurface cooling both south and north of the warmed 

region, a tri-pole pattern distinct from that of Buoy. This wind-driven subsurface temperature 

change is due to a combination of adiabatic and diabatic processes. The wind-stress curl change is 

positive south of 58˚S, negative within the ACC, and positive again but with small magnitude 

north of 35˚S (Figure 3.1b), leading to corresponding anomalous Ekman suction/pumping (Figure 

3.1d). At higher latitudes, the isopycnal displacements (contours in Figure 3.1d) account for the 

warming and cooling patterns in different layers. The wind-forced, deepened isopycnals from 40˚S 

to 60˚S enhance the subsurface warming that is due to Buoy (Figure 3.1c). At lower latitudes, 

wind-forced, shoaling isopycnals are responsible for the cooling patch from 200 m to 1000 m. The 

superposition of ocean vertical velocity change on climatological temperature illustrates this 

adiabatic heave process (Figure B3a). Furthermore, the poleward shift and intensification of 

surface wind stress (red curve in Figure 3.1b) leads to anomalous Ekman transport: enhanced 

equatorward Ekman transport at higher latitudes and reduced equatorward Ekman transport at 

lower latitudes (cyan vectors in Figure 3.1d). Therefore, there is an ocean heat transport 

convergence in the surface layer in the vicinity of the ACC, which accounts for the surface 

warming induced by wind-stress change. Meanwhile, the wind-induced intensified residual MOC 

leads to a loss in surface heat flux around 45˚S and a gain around 60˚S (Liu et al. 2018). Within 

the ACC, the wind change reinforces the ocean warming due to Buoy. The wind-driven warming 

has a relatively small amplitude over the Southern Ocean compared with warming due to buoyancy 

forcing (Figure B4): about one-fifth of Southern Ocean OHC change integrated between 30˚S and 
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90˚S is driven by wind forcing (Figure B4d). In fact, for the global ocean, most OHC change is 

found in Buoy (Figure B4e), associated with ocean heat uptake.  

The subsurface temperature change from FAFMIP experiments (Figure 3.2a, b) is broadly 

consistent with the results from CESM1 (Figure 3.1c, d), which confirms the fingerprints of change 

driven by Buoy and Wstr, respectively. Furthermore, different FAFMIP models also show similar 

warming patterns (Figure B5). The observed subsurface warming in WOA and Argo is centered 

near 38˚-42˚S and is mainly located within the main thermocline layer (Figure B6a, c), which is 

consistent with the model results (Figure 3.1c). The weak subsurface cooling patch in observations 

between 400 and 1200 m and from 20˚-30˚S seems to be driven by wind stress change (Figure 

3.1d). For the surface temperature response, the observations show surface cooling at higher 

latitudes, especially regions south of the Subantarctic Front in the Pacific since the 1980s (Bindoff 

et al. 2013; Jones et al. 2013), which differs from the simulations. Although a number of studies 

have recently explored this difference between observed and simulated historical changes in the 

Southern Ocean (Bitz and Polvani 2012; Pauling et al. 2016; Kostov et al. 2017; Purich et al. 2018; 

Zhang et al. 2019; Rye et al. 2020; Haumann et al. 2020), the exact causes of this discrepancy are 

not fully understood. 

 

3.5 Southern Ocean Salinity and Sea-Ice change 
The Southern Ocean zonal mean salinity changes in the CESM partial-coupling 

experiments, driven by Buoy and Wstr, are shown in Figure 3.1. For Buoy (Figure 3.1e), the 

surface salinity change is dominated by strong surface freshening south of 35˚S and strong surface 

salinification north of 35˚S. The top panels of Figure 3.3 show the fifty-year average salinity in 

the surface layer (0-50 m) for experiments t1w1c1, t1w1c4, and t4w1c4. Freshening due to Buoy 
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(Figure 3.3d) is widespread in the Southern Ocean with the highest amplitudes in the Amundsen 

Sea, the Weddell Sea, and the Indian sector near the Antarctic coast. Moreover, the resemblance 

between zonal mean climatology (contours in Figure 3.1e) and the salinity change due to buoyancy 

forcing (shading in Figure 3.1e) indicates a strong global water cycle intensification under global 

warming: salinity decreases in precipitation-dominated (subpolar) regions and salinity increases 

in evaporation-dominated (subtropical) regions (green curve in Figure 3.1a). However, in Buoy 

(Figure 3.1e), the boundary between positive and negative salinity change (around 35˚S) is much 

farther north than in previous observational and coupled model studies (Durack and Wijffels 2010; 

Böning et al. 2008; Swart et al. 2018), in which the boundary latitude is around 45˚S (Figure B6b, 

d). In the remainder of this section, we show that this boundary is mainly set by wind forcing since 

the combined results from Buoy and Wstr are in fact consistent with previous work. 

The salinity change due to Wstr is dominated by salinification in the surface layer not only 

around the Antarctic coast but also in the vicinity of the ACC (Figs. 3.1f and 3.3e), which partially 

offsets the freshening driven by Buoy (Figure 3.1e and 3.3d). Precipitation minus evaporation (P-

E) increases at higher latitudes (Figure 3.3g), which seems to be associated with a wind-induced 

sea-ice coverage decrease (Figure 3.5e), facilitating direct interaction between the atmosphere and 

ocean. Thus the increased Ekman upwelling, bringing saltier water from the deep ocean to the 

surface, overwhelms surface freshening due to increased freshwater flux from the atmosphere, 

leading to a surface layer salinity increase in the coastal region. The enhanced Ekman transport at 

higher latitudes (70˚S – 55˚S) then advects saltier water northward, leading to a salinity increase 

in the vicinity of the ACC. The decline of sea ice cover results in less freshwater flux from sea ice 

melt (Figure 3.5e), which further increases surface salinity in the vicinity of the ACC. The 

weakened northward Ekman transport from 45˚S to 20˚S also contributes to the surface salinity 
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increase at mid-latitudes. This wind-induced subsurface salinity change pattern is similar to that 

of temperature change (Figure 3.1d), although the salinity change occurs in a shallower layer 

because the climatological salinity (Figure B3b) is more stratified than the climatological 

temperature in the upper layer (Figure B3a). In addition, at 40˚S, salinity has a minimum at around 

700m (Antarctic Intermediate Water), so the wind-driven downward movements of isopycnals 

intensify the salinification above the minimum salinity layer and diminish salinification below. 

Therefore, pronounced salinity changes are shallower than the subsurface temperature changes. 

Hence we conclude that the mean stratification is critical for setting the warming and salinification 

patterns in the Southern Ocean.  

For the zonal mean salinity change in the upper layer, the FAFMIP models show change 

consistent with CESM1: surface freshening due to Buoy and salinification due to Wstr (Figure 

3.2c, d). Maps of each model’s salinity change in the upper 50 m also show the consistency in 

broadly distributed freshening due to buoyancy forcing and salinification due to wind forcing 

(Figure B7).  At intermediate depth from 40˚-60˚S, all four FAF-Buoy runs (Figure B8) and Buoy 

from CESM1 (Figure 3.1e) show a salinity increase. In the FAFMIP models, buoyancy forcing 

can be further decomposed into a heat flux perturbation and a freshwater flux perturbation. The 

salinification at depth mostly results from surface heat uptake (Figure B9c), which strongly 

increases stratification and restricts subduction of fresh water masses. Surface heat uptake 

contributes little to the surface salinity decrease, which is dominated by freshwater flux change 

(Figure B9b). The heat uptake effect on salinity change shows large intermodel variation. For 

example, ACCESS-CM2 and MPI-ESM1-2-HR show very large salinification along the salinity 

minimum, while MIROC6, MRI-ESM2-0, and our CESM1 show a much weaker increase in 

salinity. The large intermodel spread may be related to biases in mean stratification of salinity, a 
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topic that deserves further investigation. In addition, FAF-Buoy leads to freshening between 20˚S 

and 35˚S in the upper layer (Figure 3.2c), while salinification is found in the same region in Buoy 

(Figure 3.1e). The result from Buoy is consistent with surface P-E change (green curve in Figure 

3.1a), and surface P-E change from FAF-Water (Figure B9a) is consistent with results from Buoy, 

while it is still unclear how FAF-Water gives rise to a much broader freshening in the Southern 

Ocean.  

For the total response to quadrupled CO2, we linearly combine the results from Buoy and 

Wstr (Figure 3.4). At higher latitudes, the surface layer is dominated by freshening due to more 

freshwater flux from the atmosphere (Figure 3.3f, g), which overwhelms the upwelling of saltier 

water driven by wind. This can be attributed to the imposed strong CO2 forcing (4×CO2) which 

strongly warms the atmosphere. At mid-latitudes (40˚-50˚), the salinity change is dominated by 

wind forcing. Overall, the combined response from Buoy and Wstr is broadly consistent with 

observed long-term surface salinity change (Figure B6) and previous studies (Durack and Wijffels 

2010; Swart et al. 2018).  A discrepancy at intermediate depths from 20˚S to 40˚S appears to be 

associated with model drift due to prescribing surface wind stress since the fully coupled run 

(4×CO2 - CTRL) shows a different pattern of salinity change (Figure B1). 

The atmospheric warming due to increased CO2 in the partial-coupling experiments 

restricts sea ice formation such that the ice edge is farther south, especially in winter (Figure 3.5a, 

b). Interestingly, the wind stress changes also lead to reduced sea ice coverage (solid red contour 

in Figure 3.5a) because the enhanced vertical advection of heat driven by increased wind-driven 

upwelling results in SST increase (Figure 3.6a, b) and sea ice retreat (Figure 3.5a). Ferreira et al. 

(2015) show that the sea ice response to stratospheric ozone depletion depends on the time scale: 

the fast response is essentially confined to the mixed layer on short (~year) time scales; the slow 
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time-scale response (years to decades) is driven by ocean interior dynamics. The warming that we 

show 41-90 years after the CO2 increase is the slow response. To isolate the fast response, we also 

show the change over the first two years (Figure 3.6c, d). The sea ice retreat is small during winter 

(Figure 3.6c), implying that the large seasonal sea ice cover dampens the wind effect on ocean 

circulation. In austral summer (Figure 3.6d), the sea-ice edge (15% of sea ice coverage) extends 

northward around the Weddell Sea and most of the coastal regions of East Antarctica. These fast 

responses are consistent with Purich et al. (2016), showing that during austral summer the 

enhanced westerly wind leads to increased upwelling of cooler Winter Water just below the surface, 

which is conducive to increased sea ice coverage. As documented by Ferreira et al. (2015), the 

effects of wind on SST and sea ice extent are time dependent, leading to increased sea ice extent 

on short timescales but decreased sea ice extent in the longer term. The intensified wind can 

increase Antarctic sea ice extent through stronger equatorward Ekman transport, but this effect is 

overwhelmed gradually by enhanced upwelling of warmer, subsurface water. This non-monotonic 

time evolution of Southern Ocean SST and sea ice extent driven by wind change, the initial cooling 

(more sea ice extent) followed by long-term slow warming (less sea ice extent), is well discussed 

in previous research (Kostov et al. 2017; Holland et al. 2017; Seviour et al. 2016).  

 

3.6 Antarctic Circumpolar Current Response 
We now quantify how buoyancy and wind effects contribute to ACC intensity and position. 

The major ACC fronts coincide with strong geostrophic velocity (Ug), which is calculated from 

sea surface height (SSH). Zonal geostrophic velocity changes are shown in Figure 3.7. In Buoy, 

surface geostrophic velocity within the ACC strengthens on average by 1.25 cm/s (+15%). In the 

Atlantic and Indian sectors, this zonal velocity increase is stronger, which is in line with the zonal 
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band of warming in the upper 2000 m north of the ACC (Figure B4b). The meridional asymmetry 

of warming across the ACC results in asymmetric sea level rise through thermal expansion and 

hence increased zonal geostrophic velocity. Wind-induced change in surface zonal geostrophic 

velocity is positive overall (Wstr, Figure 3.7c), but is patchy and weaker than the increase due to 

Buoy. The average velocity increase within the ACC is 0.52 cm/s (+6%). Interestingly, the surface 

horizontal circulation change within the ACC is dominated by buoyancy forcing. 

The zonal mean patterns of zonal velocity change due to buoyancy and wind stress forcing 

changes for the whole water column are shown in Figure 3.8. For Buoy, zonal velocity change is 

predominantly baroclinic, confined to the upper ocean (above 1500 m) (Figure 3.8a), associated 

with density change across the ACC. Buoy increases the eastward ACC transport in the upper layer 

from 45˚S to 60˚S and creates more westward transport from 35˚S to 45˚S (Figure 3.8a), consistent 

with maximum warming at 45˚S (Figure 3.1c). Freshening in the south and salinification in the 

north (Figure 3.1e) would act to reduce the eastward ACC transport. Therefore, the spatial pattern 

of Southern Ocean heat uptake is responsible for the intensification of Buoy-driven circumpolar 

transport. In contrast, the wind stress-induced changes in the ACC have an equivalent barotropic 

structure, in which surface pressure is coherent with bottom pressure (Hughes et al. 2014). While 

it is vertically sheared, the zonal velocity increase due to wind stress penetrates to the ocean bottom 

(Figure 3.8b). The excess wind-driven momentum is transferred downward by the eddy buoyancy 

flux and balanced by bottom form drag (Marshall et al. 2017). The FAFMIP results (Figure 3.8c, 

d) agree with CESM1. FAF-Buoy leads to a weaker and shallower zonal velocity increase 

compared to Buoy from CESM1, which seems to be related to the relatively weaker warming 

(Figure 3.2a) due to smaller external radiative forcing.  
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Whether the ACC shifts in latitude in response to increased atmospheric CO2 is a 

commonly posed question, especially given the well-documented poleward shift of the westerly 

winds under warming (Gille 2008; Böning et al. 2008; Downes et al. 2011; Meijers et al. 2011; 

Kim and Orsi 2014; Gille 2014). We calculate the position of the ACC (Figure 3.9) using two 

methods, from Gille (2014) and Meijers et al. (2012). Using the Gille (2014) method (Figure 3.9a), 

Buoy accounts for a 0.3˚ southward shift of the mean ACC with a standard deviation of 0.9˚ as 

determined from 1000 Monte Carlo realizations. Similarly, Wstr accounts for a 0.3˚ southward 

shift with a standard deviation of 0.6˚. In the Monte Carlo realizations, the northern and southern 

integration limits are randomly perturbed using Gaussian random numbers with a standard 

deviation of 5˚ latitude. The large range indicates the sensitivity of the mean ACC position to the 

choice of northern and southern integration limits in this method. Using the Meijer et al. (2012) 

method to calculate the ACC location (Figure 3.9b), Buoy leads to a 0.3˚±0.1˚ southward shift of 

ACC core and Wstr leads to a 0.4±0.1˚ southward shift, with the uncertainty range here determined 

from temporal variability. Using this method, the ACC shifts due to both Buoy and Wstr are 

statistically significant at the 95% level. The southward shift primarily takes place in the Atlantic 

and Indian sectors where surface fronts are strong. For comparison, the westerly wind position, 

based on the Gille (2014) method (substituting zonal wind stress for Ug in Eq. (3.5)), shifts 

southward by 1.2˚±0.3˚ in latitude (Figure 3.9c). All seasons show southward wind shifts, with 

maximum southward shift (2.1˚±1.3˚) in austral summer (December through February; not shown). 

This southward shift in annual mean wind is about 3 or 4 times greater than the southward shift in 

ACC position.  
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3.7 Discussion and Conclusion 
The Southern Ocean is regarded as a key player in the response of the global climate system 

to external forcing such as the anthropogenic emissions of CO2. External CO2 forcing gives rise to 

buoyancy flux change and surface wind stress change, which can lead to changes in ocean 

circulation and tracers. Previous studies largely focused on the response of the Southern Ocean to 

changes in westerly wind, whereas in this study we note that buoyancy forcing can play an even 

more critical role in Southern Ocean climate change. Using a novel partial coupling technique in 

CESM1, we separate the effects of buoyancy and wind (momentum) forcing on Southern Ocean 

temperature, salinity, and circulation changes under quadrupled CO2. Since the external CO2 

forcing is large, buoyancy forcing dominates the Southern Ocean warming, with more warming 

on the northern than on the southern flank of the ACC due to the mean MOC. Buoyancy forcing 

also dominates surface freshening in the Southern Ocean. We find that the surface salinity increase 

over the Southern Ocean driven by wind forcing can substantially offset surface freshening driven 

by buoyancy forcing. Furthermore, buoyancy forcing leads to an increase in baroclinic transport 

within the ACC associated with an increase in the cross-stream density gradient. In contrast, wind 

stress change increases barotropic transport by altering the zonal momentum balance. Buoyancy 

forcing changes dominate the surface horizontal circulation acceleration.   

About 80% of the total heat storage change to the south of 30˚S from the quadrupling CO2 

case is attributed to buoyancy forcing, which includes the increase in the surface heat flux. The 

warming/cooling pattern driven by wind forcing is associated with deepening/shoaling of 

isopycnals. For salinity change, interestingly, buoyancy and wind forcing result in opposing 

changes, especially within the mixed layer. The surface freshening induced by buoyancy forcing 

is mainly attributed to more freshwater flux from the atmosphere, which is consistent with previous 
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studies (e.g. Swart et al. 2018). The wind stress change, however, leads to surface salinity increase, 

driven by increased Ekman upwelling of saltier deep water and northward Ekman advection. This 

wind-induced salinity increase offsets the freshening due to buoyancy forcing. At higher latitudes, 

the surface layer is dominated by buoyancy forcing, whereas at mid-latitudes (40˚S-50˚S), the 

salinity change is dominated by wind forcing. Hence the relative strength of buoyancy and wind 

forcing can significantly affect the pattern of salinity change. Accurate surface forcing is crucial 

to understanding the fingerprint of salinity change, in addition to the fingerprint of temperature 

change. Salinity change occurs at a shallower depth than temperature change, due to shallower 

stratification in mean salinity compared with temperature.  

Buoyancy and wind forcing both trigger retreat of sea ice extent around the Antarctic, 

especially during austral winter when sea ice is formed (Figure 3.5b). Thus, the northward 

advection of freshwater due to sea ice is reduced (Figure 3.5c,d,e; Haumann et al. 2016; 

Abernathey et al. 2016). For wind forcing, the intensified upwelling of warmer subsurface water 

restricts the formation of sea ice, which overcompensates the equatorward extension of sea ice 

driven by intensified Ekman transport. Several modeling studies have shown that meltwater from 

the Antarctic ice sheet can cause significant global sea level rise, reduction of global mean 

atmospheric warming, and more stratified ocean surface water (de Lavergne et al. 2014; Fogwill 

et al. 2015; Bronselaer et al. 2018). Interestingly, even without an interactive ice sheet in our model 

(CESM1), we still find large-scale surface freshening driven by buoyancy forcing (Figure 3.1e), 

which is consistent with results from Pauling et al. (2016). The observed SST cooling and 

expansion of Southern Ocean sea ice extent is reproduced by neither the idealized FAFMIP nor 

our CESM simulations, which seems to be a common issue in models. The poleward intensified 

westerly winds could lead to an initial surface cooling (Kostov et al. 2017; Holland et al. 2017), 
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which would last only a few years. Surface freshening is also used in other studies to explain 

observed sea-ice expansion, SST cooling, and subsurface warming, and is associated with a 

reduction of deep convection (Bintanja et al. 2013; De Lavergne et al. 2014; Purich et al. 2018). 

Bronselaer et al. (2020) and Rye et al. (2020) argue that Antarctic glacial melt is essential to recent 

Southern Ocean climate trends. However, some studies argue that the melting of the Antarctic ice 

sheet is too weak to trigger sea-ice expansion (Swart and Fyfe 2013; Pauling et al. 2016; Haumann 

et al. 2020), and the enhanced northward freshwater transport by the sea ice is found to be the 

predominant cause of the recent observed trends in the high-latitude Southern Ocean (Haumann et 

al. 2020). Natural variability is also an important factor. For instance, Zhang et al. (2019) found 

that natural multidecadal variability in Southern Ocean convection may have strongly contributed 

to the observed temperature and sea-ice trend. More work is required to explore the exact cause of 

the historical trends in the Southern Ocean and contribute to reliable future projections.  

An increase in ACC transport that is weaker than expected given the increased winds in 

these experiments is consistent with recent studies (Morrison and Hogg 2013; Dufour et al. 2012; 

Farneti et al. 2015; Langlais et al. 2015). For example, in Bishop et al.’s (2016) high-resolution 

ocean model, a 41% increase in zonal wind stress led to only about a 6% increase in ACC transport; 

the weakness of the transport response was attributed to eddy saturation due to stronger 

baroclinicity and instability in the ACC. In our Wstr experiment, we find a 5% (8.7±2.3 Sv) 

increase in Drake Passage transport in response to a 19% increase in westerly winds (+0.036 N/m2), 

supporting the eddy saturation hypothesis. (Here the uncertainty denotes interannual variability.) 

Hogg (2010) and Stössel et al. (2015) point out that the strength of mean ACC strongly depends 

on the surface buoyancy flux. In our study, we find that buoyancy forcing causes a positive but 

weaker Drake Passage transport change (3.1±1.6 Sv) by increasing the meridional density gradient 
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due to stronger warming on the northern flank of the ACC than to the south. More importantly, we 

find that wind and buoyancy forcing lead to different vertical structures of ACC transport change. 

While previous research has focused on the effect of wind on ACC change, we find that the surface 

horizontal current acceleration within the ACC is dominated by buoyancy forcing, rather than 

change in wind. We show that wind changes create a more barotropic increase in circumpolar 

transport, manifested as an intensified zonal circumpolar current from the surface to the bottom. 

For buoyancy forcing, ACC strength is mainly governed by changes in the density structure, in 

other words, by the baroclinic thermal wind transport. Farneti et al. (2015) evaluate the Drake 

Passage transport change due to wind forcing and buoyancy forcing for 1958–2007 in a suite of 

cases from the second phase of the Coordinated Ocean-ice Reference Experiments (CORE-II). 

They find that wind forcing dominates the increase in transport despite eddy saturation. Buoyancy 

forcing in their experiments, however, leads to a weak reduction in transport, which is inconsistent 

with our results. They attribute this reduction in transport to a flattening of the isopycnals. We also 

find flattening of isopycnals in Buoy (Figure 3.1c). However, the surface pressure gradient force 

from 45˚S to 60˚S increases in our experiments due to the asymmetric warming across the ACC, 

hence leading to a zonal transport increase in the upper layer (Figure 3.7a). One possible 

explanation for the discrepancy is that Farneti et al.’s (2015) global mean surface heat flux during 

their recent five decades is 2.63 W m-2, which is much smaller than in our 4×CO2 experiment (6.25 

W m-2 for the first 10-year average), so the ACC response to the meridional gradient of warming 

is not significant in their simulations. As a caveat, the resolution of our model is not fine enough 

to resolve mesoscale eddies, so the results shown here are based on eddy parameterization. Future 

investigations should consider how eddy resolution contributes to Southern Ocean responses to 

buoyancy and wind forcing.  
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Estimates of the shift in the ACC position can be biased if based on fixed SSH contours, 

which are strongly affected by large-scale steric expansion associated with warming and 

freshening of the Southern Ocean. By using two independent methods from Gille (2014) and 

Meijers et al. (2012), associated with meridional gradient of SSH or streamfunction, we show 

Buoy and Wstr each result in 0.3˚±0.1˚ southward shifts. The significance of the shift is based on 

the method from Meijers et al. (2012). The small southward shift from Buoy and Wstr may be 

associated with the shift of the Subtropical Front north of the ACC, which is strongly surface 

intensified and confined in the upper layer (Graham et al. 2012). In addition, we find that the 

southward shifts of the mean ACC mainly occur in the eastern Atlantic and Indian sectors where 

the fronts are strongest.  

We diagnosed the distinct patterns of Southern Ocean change driven by buoyancy and wind 

forcing only due to an unrealistically strong anthropogenic forcing. The 4×CO2 forcing (around 7 

W m-2) in our experiments is much stronger than the actual well-mixed GHG radiative forcing 

(2.83±0.29 W m-2) in 2011 relative to 1750 (Myhre et al. 2013), and is comparable to the radiative 

forcing (8.5 W m-2)  from Representative Concentration Pathway (RCP) 8.5 in the year 2100. The 

wind stress change (+0.036 N/m2) in our simulation is a little smaller than that in RCP8.5, at 0.047 

N/m2 (2080-2100 anomaly relative to the piControl runs from the ensemble mean of 27 CMIP5 

models). Even so, the fingerprint of change due to the separate effects of buoyancy and wind 

forcing can help us better understand the long-term change in the Southern Ocean. In reality, 

stratospheric ozone depletion, which is not considered in our study, can also give rise to poleward-

intensified westerlies (Thompson 2002). In the future, the relative strength and importance of 

buoyancy and wind forcing are likely to change due to the recovery of stratospheric ozone, which 

can weaken the westerlies. Reduction in anthropogenic aerosols might intensify the westerlies (e.g. 
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Shi et al. 2018). Therefore, the Southern Ocean responses are likely to evolve with changes in 

these forcing terms. For instance, since we find surface salinity change is determined by the 

compensation between buoyancy and wind forcing effects, we would expect a distinct salinity 

change pattern in the future relative to the historical change as the relative strength of buoyancy 

and wind forcing evolves. 
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Table 3.1: Notations for partial-coupling experiments using NCAR CESM1. In partial coupling, 
wind stress and wind speed are shifted forward by one year. 

Names Note 

t1 Wind stress from CTRL 

t4 Wind stress from 4×CO2 

w1 Wind speed from CTRL 

c1 1×CO2 (preindustrial level) emission (CTRL) 

c4 4×CO2 emission (4×CO2) 

t1w1c1 Partial coupling with CTRL variables 

t1w1c4 Partial coupling with quadrupled CO2 

t4w1c4 Partial coupling with t4 and quadrupled CO2 
CTRL Fully coupled, preindustrial control run 

4×CO2 Fully coupled, abruptly quadrupled CO2 
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Table 3.2: Buoyancy and wind forcing effects derived from experiments using the CESM1 partial-
coupling technique. The differences between individual pairs of partial-coupling experiments 
reveal the contributions from Buoy and Wstr. The total effect of wind and buoyancy forcing is 
Total (Buoy + Wstr, or t4w1c4 - t1w1c1). 

Effects Note Derivation 

Buoy Buoyancy forcing effect t1w1c4 - t1w1c1 
Wstr Wind forcing effect t4w1c4 - t1w1c4 

Total = Buoy + Wstr Total effect t4w1c4 - t1w1c1 
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Figure 3.1: Change of (a) zonally-integrated surface heat flux (black) and zonal mean of 
precipitation minus evaporation (green) due to buoyancy forcing (Buoy) and (b) zonal mean of 
zonal wind stress (red) and wind-stress curl (light blue) due to wind stress forcing (Wstr) over the 
Southern Ocean for CESM1, calculated as the average of years 41-90 minus the preindustrial 
control. The same averaging is used in subsequent figures unless otherwise specified. Zonal mean 
temperature change (shading) in the upper 2000 m in (c) Buoy and (d) Wstr for CESM1. 
Climatological isopycnals are shown as contours: dashed gray contours are from t1w1c1, solid 
gray contours from t1w1c4, and red contours from t4w1c4. Zonal mean salinity change (shading) 
in the upper 2000m for (e) Buoy and (f) Wstr, with climatological salinity profiles shown as 
contours. Vertical velocity and meridional surface velocity changes are shown as black and cyan 
vectors, respectively. All velocity variables include the eddy-induced velocity.   
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Figure 3.2: Zonal mean temperature change in the upper 2000m from the ensemble mean of 
FAFMIP experiments: (a) FAF-Buoy, (b) FAF-Wstr. (c) and (d) as in (a) and (b), but showing 
corresponding zonal mean salinity change. The anomalies represent the difference between the 41-
70 year average and the climatology from the corresponding preindustrial control run. Contours 
show the 30-year climatology.  
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Figure 3.3: Fifty-year climatological salinity within the upper 50m for: (a) t1w1c1, (b) t1w1c4 
and (c) t4w1c4 (see Table 3.1 for definitions). Change of salinity in the surface layer (0-50 m) in 
(d) Buoy and (e) Wstr. Change of precipitation minus evaporation over the Southern Ocean in (f) 
Buoy and (g) Wstr. The dashed gray contours indicate the northernmost and southernmost 
barotropic streamfunctions passing through the Drake Passage from preindustrial control, 
indicating the ACC envelope. Cyan vectors indicate climatological surface wind stress from 
preindustrial control.  
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Figure 3.4: Zonal mean salinity change (shading) in the upper 2000 m for Total. Climatological 
salinity profiles are shown as gray contours. Vertical velocity and meridional surface velocity 
changes are shown as black and cyan vectors, respectively. 
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Figure 3.5: (a) September sea ice thickness change in Total (shaded); sea ice edges (contours) 
based on 15% sea ice fraction from different experiments: t1w1c1 (gray), t1w1c4 (dashed red), 
and t4w1c4 (solid red). (b) Annual cycle of sea ice volume in the Southern Hemisphere. Annual 
mean freshwater flux change from sea ice in response to (c) Total, (d) Buoy, and (e) Wstr. Positive 
values indicate more freshwater flux entering the ocean due to sea ice melting. Cyan vectors show 
climatological surface wind stress from t1w1c1.  
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Figure 3.6: Changes of SST (shading) and sea-ice edge (contours) due to Wstr for different periods 
and seasons. Changes in years 41-90 relative to the control run for (a) JAS and (b) DJF. (c)-(d) as 
in (a)-(b), but for changes in the first two years. Black contour indicates the sea-ice edge from 
t1w1c1, dashed cyan contour indicates sea-ice edge when CO2 is quadrupled without wind change 
(t1w1c4), and solid cyan contour indicates sea-ice edge when both CO2 and wind changes 
(t4w1c4).  
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Figure 3.7: Change of surface zonal geostrophic velocity (Ug) (shaded) for (a) Total, (b) Buoy, 
and (c) Wstr. Climatological ocean velocities in the surface layer (0-50 m) are shown as cyan 
vectors. The red contours show the ACC envelope. The velocity fields are shown in Figure B10.  
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Figure 3.8: Zonal mean of zonal velocity change in response to (a) Buoy and (b) Wstr from 
CEMS1 partial-coupling experiment and (c) FAF-Buoy and (d) FAF-Wstr from FAFMIP. The 
contours indicate zonal-mean climatology of zonal velocity from preindustrial control.  
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Figure 3.9: (a) Positions of the mean ACC, based on the weighted mean zonal surface geostrophic 
velocity at each longitude. (b) Position of ACC core based on the method from Meijers et al. (2012). 
ACC position from t1w1c1 (black); t1w1c4 (dashed red); t4w1c4 (solid red). Climatological 
ocean velocity in the upper 50m in the preindustrial control (cyan vectors).  (c) similar to (a), but 
positions of weighted mean center of zonal surface wind stress. Climatological surface wind stress 
from preindustrial control (green vectors). 
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Chapter 4 
 
Acceleration of the Southern Ocean 
Zonal Flow 
 
 
 
 

4.1 Abstract 
The Southern Ocean circulation redistributes heat, carbon, and other properties across 

ocean basins. It is unclear how the Antarctic Circumpolar Current (ACC) has changed in response 

to global warming because the remote Southern Ocean was poorly observed prior to the 1990s. 

Theoretically, eddy saturation could render the ACC insensitive to the increasing wind stress. Here 

we document a robust acceleration of Southern Ocean zonal flow at latitudes 48˚S-58˚S since 1993 

(satellite altimetry) and since 2005 (Argo floats). This zonal acceleration is reproduced in a 

hierarchy of climate models, including an ocean-eddy-resolving model. Anthropogenic buoyancy 

change is the dominant driver, as heat gain north of the ACC, counterbalanced by upwelling of 

deep water within and south of the ACC, causes zonal acceleration in the upper layer due to 

increased baroclinicity, while strengthened wind stress is of secondary importance. Continued 

ocean warming could further accelerate eastward flow in the Southern Ocean. 
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4.2 Introduction 
The Southern Ocean, often defined as the ocean south of about 30˚S, has experienced 

pronounced subsurface warming, widespread surface freshening, increasing anthropogenic carbon, 

and changes in oxygen and chlorofluorocarbons over the past several decades of observations 

(Gille 2008; Böning et al. 2008; Roemmich et al. 2015; Durack and Wijffels 2010; Sabine 2004; 

Talley et al. 2016; Waugh et al. 2013). Modeling studies suggest that greenhouse gas (GHG) 

increase and stratospheric ozone depletion, are major drivers of Southern Ocean change (Fyfe 2006; 

Sigmond et al. 2011; Swart et al. 2018; Shi et al. 2018). The strength of the Southern Ocean 

overturning circulation plays an important role in regulating the exchange of anthropogenic heat 

at the sea surface and in redistributing oceanic tracers (Manabe et al. 1990; Armour et al. 2016; 

Shi et al. 2018, 2020). Moreover, horizontal ocean circulation, including the Antarctic Circumpolar 

Current (ACC) and subtropical gyres in the Southern Ocean, moves water thousands of kilometers, 

facilitating the exchange of ocean properties across ocean basins (Rintoul 2018). Hence, 

quantifying how and understanding why the Southern Ocean horizontal circulation changes in the 

context of global warming is vital to interpreting past climate change and for reliable future climate 

projections.  

Previous studies of changing Southern Ocean circulation have focused mostly on the effect 

of changes in the zonal winds, which are shifting poleward and intensifying under global warming. 

These studies have concluded that the Southern Ocean’s large zonal transport, including the ACC, 

is insensitive to the increasing wind stress (Hallberg and Gnanadesikan 2006; Meredith and Hogg 

2006; Farneti et al. 2010; Downes et al. 2011; Meredith et al. 2012; Marshall et al. 2017), and that 

the additional energy imparted by the wind increase mostly goes into mesoscale eddies, an effect 

known as eddy saturation (Munday et al. 2013). Analyses of Argo profiling float and historical 
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oceanographic data carried out a decade ago showed little change in ACC isopycnal slopes and 

transport during recent decades even as the winds strengthened (Böning et al. 2008). On the other 

hand, a more recent analysis, using data-assimilating models and a longer record of observations, 

shows increasing Southern Ocean kinetic energy over recent decades, with speculated attribution 

to increased wind energy (Hu et al. 2020). It has been shown that subtropical gyre changes in water 

properties and currents are dominantly forced by sea surface warming rather than wind stress 

change (Wang et al. 2015). We have recently shown, using the Community Earth System Model 

(CESM) with eddy parameterization (Gent and Mcwilliams 1990; Gent and Danabasoglu 2011), 

that buoyancy forcing due to ocean warming should significantly accelerate the zonal flow in the 

upper layer, i.e. 0-2,000 m, in the Southern Ocean, in contrast to much weaker acceleration induced 

by increased wind stress (Shi et al. 2020). The background Southern Ocean meridional overturning 

circulation, comprised of the upwelling of pristine deep water at higher latitudes (55˚S-60˚S) and 

northward Ekman transport, redistributes the absorbed heat under global warming and results in 

delayed warming on the southern flank of the ACC and enhanced warming on the northern flank 

(Armour et al. 2016; Liu et al. 2018). This uneven warming distribution increases the meridional 

density gradient and enhances zonal geostrophic velocity in the upper layer (Shi et al. 2020). 

Is there observational evidence of these simulated heat and transport changes? Argo float 

observations show remarkable north-south asymmetry in warming over the 0-2,000 m layer in the 

Southern Ocean between 2006 and 2013 (Roemmich et al. 2015). This warming has continued, as 

shown here, and continues to be much greater north of the ACC than within and south of the ACC 

(see Figure 4.1 below). Associated with this warming distribution, we show here a robust and 

statistically significant acceleration of the Southern Ocean zonal flow between 48˚S and 58˚S, 

based on satellite altimeter and Argo float data. We compare the observed buoyancy and velocity 
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changes with historical simulations from the sixth phase of the Coupled Model Intercomparison 

Project (CMIP6) models and CESM large ensemble simulations, and show the role of external 

buoyancy forcing in driving acceleration of Southern Ocean eastward flow. This conclusion is also 

supported by a CESM eddy-resolving model. Using a hierarchy of idealized general circulation 

model (GCM) simulations, we find that the magnitude and spatial pattern of the observed zonal 

flow changes are more likely to arise from buoyancy forcing changes than from wind stress 

changes.  

 

4.3 Methods 
4.3.1 Observations  

The Argo program, consisting of a global array of 3,800 free-drifting profiling floats, 

provides systematic coverage of global ocean temperature and salinity of the upper 2000 m since 

2005 (Roemmich et al. 2015), before which the sampling was spatially and temporally sparse, 

especially in the Southern Hemisphere. Here we used the monthly gridded Argo temperature and 

salinity data (Roemmich and Gilson 2009) from 2005 to 2018 to examine recent trends and to 

compute dynamic height and geostrophic velocity relative to 2000 dbar: 
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        (4.2) 

where D is the dynamic height at pressure p relative to reference pressure po, g is the acceleration 

due to gravity, ρ is density, and f is the Coriolis parameter. The relative zonal geostrophic velocity 

is the velocity relative to the velocity at the reference level, po. Here we use 2000 dbar as the 
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reference level with no motion, 𝑈!(𝑝%) = 0. The data are on a 1 ̊x1 ̊ grid with 58 vertical levels 

from the surface to 2000 m. 

Institute of Atmospheric Physics (IAP), Met Office Hadley Centre (EN4), and World 

Ocean Atlas 2018 (WOA18) datasets (temperature and salinity) were used to examine the trends 

of potential temperature and geostrophic velocity for longer periods. The calculation of 

geostrophic velocity is the same as that for Argo data (Eq. 4.1 and 4.2). These observationally-

based products include shipboard, mechanical bathythermograph, XBT, and Argo profiles. IAP 

provides monthly mean ocean temperature and salinity from 1940 through 2018 (Cheng et al. 

2018). The data are on a regular 1 ̊x1 ̊ grid with 41 vertical depth levels in the upper 2000 m. The 

EN4 (version EN4.2.1) is a subsurface temperature and salinity dataset for the global oceans, 

spanning 1900 to present with monthly timesteps (Good et al. 2013). The XBT bias was corrected 

by using the methods from Gouretski and Reseghetti (2010). The data are on a regular 1 ̊x1 ̊ grid 

with 42 vertical depth levels in the upper 2000 m. WOA18 is a uniformly formatted and quality-

controlled data set based on the World Ocean Database. Objectively analyzed climatologies of 

temperature and salinity (Locarnini et al. 2019) (1955-1964, 1965-1974, 1975-1984, 1985-1994, 

1995-2004, and 2005-2017) were used in this study to calculate geostrophic velocity for 

corresponding decades. The data are on a 1 ̊x1 ̊ grid from the surface to 5350 m depth. Here we 

focus on the fields in the upper 2000 m. 

Satellite-based sea surface heights (SSH) relative to the geoid (data from AVISO satellite 

altimetry) were used to investigate dynamic changes of the ocean surface. The surface geostrophic 

velocity is: 

𝑈!(𝑠𝑢𝑟𝑓𝑎𝑐𝑒) 	= 	−
!
&
'*
')

      (4.3) 
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where η is the altimetric sea surface height. The spatial resolution of the product is 1/4˚ (720 

latitude × 1440 longitude). Observed altimeter trends (1993-2018) were smoothed to spectral 

wavenumber 42 (2.5˚ x 2.5˚ resolution) to remove higher frequencies from the field (e.g., as in 

Fasullo and Nerem 2018), and then remapped to 1˚x1˚ for comparison with other observations.  

 

4.3.2 CMIP6 simulations  
A set of CMIP6 historical simulations (Eyring et al. 2016), including solar, volcanic, 

anthropogenic aerosol, ozone depletion, land-use change, and greenhouse gas effects, was used 

here. One of the advantages of CMIP6 compared with CMIP5 is that the CMIP6 historical 

simulation extends to the near present, the year 2014. Linear trends are calculated over different 

periods, such as 1979-2014 and 1993-2014, for ocean potential temperature, ocean zonal velocity, 

and atmospheric surface pressure. Velocity at 2000 m depth is subtracted from the modeled 

velocity trends to be consistent with geostrophic velocity relative to 2000 dbar calculated from 

observations. The results from the multi-model ensemble mean of 26 CMIP6 models represent the 

externally forced responses. Uncertainty ranges stated in the text are ±1 standard deviation across 

the models. The CMIP6 models used in this study for the ocean potential temperature, zonal 

velocity, and atmospheric surface pressure are listed in Table C1. We regridded all model output 

to a regular 1 ̊x1 ̊ latitude-longitude grid.  

 

4.3.3 Large ensemble simulations.  
We used two sets of large ensemble simulations: the CESM1 Large Ensemble (LENS), and 

the Canadian ESM version 5 (CanESM5) large ensemble, which is part of CMIP6. LENS includes 

40 realizations that start with different initial conditions for the air temperature to drive ensemble 
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spread, but with the identical radiative forcing (Kay et al. 2015). The effects of external forcing 

and internal climate variability can be isolated by analyzing the ensemble mean and deviations, 

respectively. All the external anthropogenic and natural forcings are applied to force the fully 

coupled model following historical (1920-2005) and the Representative Concentration Pathway 

8.5 (RCP8.5) scenarios (2006-2100). Similarly, CanESM5 includes 25 members with different 

atmospheric initial conditions under historical (1850-2014) and future radiative forcing scenarios 

(RCP8.5: 2015-2100) (Swart et al. 2019). The linear trends are calculated for ocean zonal velocity 

and surface geostrophic velocity based on sea surface height from these two sets of large ensemble 

simulations. Uncertainty ranges stated in the text are ±1 standard deviation across the realizations, 

representing the internal variability.  

 

4.3.4 CESM high-resolution and standard-resolution 

simulations.  
The CESM high-resolution simulation (CESM1-HR or CESM1-CAM5-SE-HR) used in 

this study is version 1.3 at 0.25˚ resolution for the atmosphere and land, and 0.1˚ resolution for the 

ocean and sea-ice components, performed under the umbrella of the International Laboratory for 

High-Resolution Earth System Prediction. The transient simulation with RCP8.5 extension, 

spanning from 1950 to 2050, is part of the High-Resolution Model Intercomparison Project 

(HighResMIP). Mesoscale eddies in the ocean are resolved in CESM1-HR. To diagnose the 

sensitivity of our results to the model resolution, we also used CESM version 1.3 standard-

resolution simulation (CESM1-SR or CESM1-CAM5-SE-LR) for comparison. The atmosphere 

and ocean model in CESM1-SR has an approximate grid spacing of about 1 degree, with other 

setups the same as CESM1-HR. The ocean model employs a temporally and spatially varying 
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specification of the Gent-McWilliams eddy parameterization (Gent and Mcwilliams 1990; Gent 

and Danabasoglu 2011). We investigated long-term trends of zonal velocity for 1979-2018 and 

1993-2018, and discussed whether the parameterized and resolved mesoscale eddies affect our 

conclusions.  

 

4.3.5 Idealized GCMs.  
Here we employed a partial coupling technique (Liu et al. 2015) to isolate the effects of 

the atmosphere-warming-induced and wind-change-induced Southern Ocean climate change. We 

used the CESM version 1.0.5, in which version 5 of the Community Atmosphere Model (CAM5) 

runs at a nominal 2 ̊ resolution (1.9 ̊ latitude x 2.5 ̊ longitude) with 26 vertical layers, and version 

2 of Parallel Ocean Program (POP2) runs at a nominal resolution of 0.5 ̊ in latitude and 1 ̊ in 

longitude over the Southern Ocean. The Community Land Model, version 4, and Community Ice 

Code, version 4, are coupled with the atmosphere and ocean model. A temporally and spatially 

varying specification of the Gent-McWilliams eddy parameterization is employed in the ocean 

model. First, we ran a fully coupled, preindustrial control run (CTRL) as the baseline, which starts 

from the AD 1850 scenario. We then ran a simulation (CESM1_∆Buoy) with the atmospheric CO2 

level quadrupled but prescribing the surface wind from CTRL. The transient response to surface 

buoyancy change can be obtained by taking the difference between CESM1_∆Buoy and CTRL. 

To isolate the effect of the wind change under global warming, we also ran a simulation 

(CESM1_∆Wind) with the atmospheric CO2 level quadrupled and prescribing the surface wind 

from a fully-coupled, abruptly quadrupled CO2 run. Sea surface temperature (SST) and sea surface 

salinity (SSS) interact with atmosphere and evolve in time. Therefore, the responses to wind 

change can be obtained by taking the difference between CESM1_∆Wind and CESM1_∆Buoy. 
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More details about this CESM1 model configuration and setup can be found in Liu et al. (2018). 

All of these cases were run for 90 years, listed in Table 4.1. The Southern Ocean zonal velocity 

and potential temperature shown in figures (Figures 4.4 and 4.5) are changes due to surface 

buoyancy and wind change over years 41-90.  

We also used an ocean-only general circulation model (OGCM) to investigate the changes 

driven by surface warming and wind change. The OGCM utilized in this study is the MIT General 

Circulation Model (MITgcm). The model is based on the LLC90 grid (Forget et al. 2015) and the 

horizontal resolution is 1˚x1/3˚ at low and high latitudes and gradually changes to 1˚x1˚ at 

midlatitudes. The model has 50 layers in the vertical direction, with the layer thicknesses ranging 

from 10 m at the surface to 456m at the ocean bottom. Isopycnal diffusion and eddy-induced 

mixing were parameterized with the GM/Redi scheme (Redi 1982; Gent and Mcwilliams 1990). 

The vertical mixing follows the GGL90 turbulent kinetic energy vertical mixing scheme (Gaspar 

et al. 1990). The initial state, as well as surface forcing fields such as 6-hourly zonal and meridional 

surface wind speed, 2-m air temperature and specific humidity, downward longwave and 

shortwave, and precipitation, are obtained from the Estimating the Circulation and Climate of the 

Ocean Version 4 Release 4 (ECCO v4r4) (Forget et al. 2015). The model is first integrated forward 

from 1 January 1992 to 31 December 2017. The monthly climatological SST, SSS, surface wind 

stress and air-sea fluxes including surface net heat flux, surface net short wave flux surface net 

freshwater flux are stored as new forcing fields. With these new forcing fields, the model is further 

integrated for 100 years to reach a quasi-equilibrium state. Variants of this configuration have been 

successfully used to address ocean dynamic and thermodynamic processes (Peng et al. 2019, 2020).  

To assess the specific oceanic response to global warming-induced SST and wind stress 

changes (denote as Δ), we performed three experiments with the MITgcm, listed in Table 4.2. The 
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multi-model (Table C2) ensemble mean ΔSST and ΔWind used in the experiments are calculated 

as the years 100-140 mean difference between CMIP6 abrupt-4×CO2 and pre-industrial control 

(piControl) experiments. Restarting from the spun-up solution of year 100, the three experiments 

are integrated forward an additional 140 years; the results shown in this study are the average of 

the last 40 years (100–140) of each experiment. In the control run (MITgcm_CTL), we forced the 

model using the present-day monthly climatological wind field (WindClim), and the SST and SSS 

are strongly restored to the current monthly climatological SST (SSTClim) and SSS (SSSClim). 

The restoring timescale is 10 days for SST (~50W/m2/K for the 10 m upper layer) and SSS. The 

output of MITgcm_CTL is thus the ocean state forced by current forcing fields. In the 

MITgcm_∆SST, the forcing fields are the same as MITgcm_CTL but SST is restored to the 

prescribed SSTClim+ΔSST. The difference, MITgcm_∆SST minus MITgcm_CTL, yields the 

oceanic response to ΔSST induced by the increases of greenhouse gas concentrations. In the 

MITgcm_∆Wind, wind stress is restored to WindClim+ΔWind, and SST/SSS are restored to 

SSTClim/SSSClim. The difference between MITgcm_∆Wind and MITgcm_CTL isolates the 

impacts of wind stress change.  

 

4.4 Observed acceleration of Southern Ocean zonal flow  
Zonally-averaged sea level has been rising at all latitudes in the Southern Ocean over the 

26 years since 1993, based on AVISO satellite altimetric surface height (Figure 4.1a). The greatest 

sea level rise has been found in the subtropical Southern Hemisphere north of 50°S, where it 

matches the global mean sea level rise. The maximum sea level rise was at about 45°S.  In contrast, 

between 65°S and 50°S, sea level increase has been slower than the global mean. When examined 

over just the more recent Argo observation period starting in 2005, the subtropical increase was 
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greater and the subpolar increase was smaller, yielding a larger meridional gradient in the trend. 

The increasing sea level is attributable to thermal expansion, and its pattern to greater warming in 

the subtropics than in the ACC latitudes, based on gridded Argo temperature data (Roemmich and 

Gilson 2009) (Figure 4.1b). Subsurface zonal mean warming is maximum at about 45˚S on the 

northern flank of the broad, climatological, zonal mean eastward flow (Figure 4.1b). On the 

southern flank, the warming rate is insignificant or much slower, attributed to the upwelling of 

deep water (Armour et al. 2016; Shi et al. 2020).  

Acceleration of the eastward zonal geostrophic flow is associated with the increasing sea 

level gradient and hence meridional pressure gradient between 45°S and 60°S (Figure 4.1c, based 

on AVISO satellite altimetric height). The acceleration is concentrated around 48˚S-58˚S, south of 

the maximum mean flow, hence shifting the flow poleward. The 2005-2018 acceleration is almost 

double that of 1993-2018. Zonal geostrophic velocity shows negative (westward) trends on the 

north and south sides of the significant positive trend. Thus, the Southern Ocean’s eastward flow 

has also intensified and narrowed.  

Acceleration of the zonal geostrophic velocity is also apparent from the independent Argo 

temperature and salinity data (Roemmich and Gilson 2009), which also show its decay with depth 

(Figs. 4.1d and 4.2b). This baroclinic structure is consistent with buoyancy forcing that creates 

stronger warming in the upper layer north of the ACC (Figure 4.1b) as opposed to wind forcing 

changes (Shi et al. 2020).  

The surface zonal geostrophic velocity (Ug) from AVISO altimetry, averaged between 48˚S 

and 58˚S, increased from 1993 to 2018 (Figure 4.2). The 26-year trend was 0.74 ± 0.27 cm/s per 

century (Figure 4.3c). The corresponding trend from Argo, from 2005 to 2018, was a comparable 

0.82 ± 0.24 cm/s per century (Figure 4.3c).  In addition to the long-term eastward acceleration, the 
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AVISO-based surface zonal velocity shows strong decadal variability, which may bias the long-

term trend estimates. In particular, the spike around the year 2000 is likely due to natural variability, 

based on an empirical orthogonal function (EOF) analysis of Ug (Figure C1). Attempts to estimate 

the ACC trend from AVISO would be inclusive prior to 2010 when the surface zonal flow first 

exceeded the 2000 peak (Figure 4.2a). 

To examine Southern Ocean zonal acceleration for a longer period, we examine datasets 

from the Institute of Atmospheric Physics (IAP), Met Office Hadley Centre (EN4), and World 

Ocean Atlas 2018 (WOA18), which include many decades of ship-based hydrographic data 

(Figure 4.2a). All three show a significant eastward acceleration of the geostrophic flow relative 

to 2,000 dbar since 1993 (Figure 4.3c), matching the AVISO and Argo results. EN4, which has 

large oscillations, shows a larger Ug trend of 1.00 ± 0.20 cm/s per century compared with the 

smoother IAP trend of 0.50 ± 0.14 cm/s per century. The change from WOA18 (2005–2017 mean 

minus 1995–2004 mean) is 0.15 cm/s, equivalent to a trend of 1.20 cm/s per century.  

For longer periods, the evidence for acceleration is even stronger. The trend in Southern 

Ocean zonal geostrophic velocity from IAP, spanning 1979 to 2018 (Figure 4.4a), is similar to the 

Argo trend (Figure 4.1d). Maximum warming is located on the northern flank of the ACC (Armour 

et al. 2016) (Figure C2a). South of the maximum warming, eastward zonal flow is intensified with 

stronger vertical shear. North of the maximum warming, negative change (weakened eastward or 

intensified westward flow) occurs along the boundary between eastward and westward flows, 

indicating a southward shift of zonal flow. To quantify the net acceleration, we calculate the 

eastward baroclinic transport in the upper 2,000 m based on IAP since 1940 (Figure C3). For all 

regions of eastward flow, the net intensification is 2.2 ± 0.3 Sv/century. Eastward transport 
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weakens at a rate of -2.7 ± 0.3 Sv/century to the north of the ACC (38˚-46˚S), associated with the 

ACC’s poleward shift (Figure C3a). 

The consistency across different observational datasets and analyses suggests a robust 

increase in eastward zonal flow in the latitude band 48˚S to 58˚S, associated with the strongest 

warming north of the ACC and weak warming within and to the south of the ACC. As a caveat, 

the Southern Ocean is subject to strong internal climate variability and the observations are sparse. 

Therefore, we turn to numerical climate model simulations to corroborate the zonal flow 

acceleration and for attribution of the physical mechanisms. 

 

4.5 Mechanism for acceleration of Southern Ocean zonal 

flow, using climate models  
Acceleration of Southern Ocean zonal flow, demonstrated from observations in the 

preceding section, is also found in multiple climate simulations that are subjected to anthropogenic 

forcing, versus their background internal climate variability. We first use the multi-model mean 

(MMM) of 26 CMIP6 historical simulations, which include multiple anthropogenic forcings (see 

Methods). For comparison with observations, the difference between the zonal velocity in the 

upper 100 m and at 2,000 m depth, averaged between 48˚S and 58˚S, shows a long-term linear 

trend of 0.40 ± 0.30 cm/s per century from 1993 to 2014 (Figure 4.3c). The surface velocity trend 

from altimetry and simulations is shown in Figure C4. 

Internal climate variability and model structure uncertainty create large inter-model 

variability in CMIP6 (Deser et al. 2012) (Figure 4.3a, c). To separate internal from forced 

variability, we use the CESM1 40-member Large Ensemble (LENS) (Kay et al. 2015) and the 

CMIP6 25-member CanESM5 large ensemble (Swart et al. 2019) (Figure 4.3b; Figure C5), to 
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interpret the observed structure. The meridional structures in both LENS and CanESM5 are similar 

to the observed AVISO trend (Figure C5), supporting our hypothesis that the observed eastward 

acceleration is of anthropogenic origin. The velocity trend in LENS, 0.43 ± 0.17 cm/s per century 

for 1993-2018, is comparable to CMIP6 but with a narrower range (Figure 4.3c). Since the LENS 

mean trend is larger than the uncertainty, we conclude that external forcing is more important than 

internal variability for the altimeter era. Hence the CMIP6 MMM and the LENS and CanESM5 

large ensemble means confirm the observed long-term trend of Southern Ocean zonal velocity.  

The observed zonal velocity change since 1993 includes not only a trend but a large decadal 

oscillation (Figure 4.2a). This oscillation is not present in the multi-model mean, which suggests 

that it is internal variability (Figure 4.3a). Individual LENS runs (e.g. thin red in Figure 4.3b) 

exhibit the forced response (trend) with internal variability that is similar in magnitude to the 

observed oscillation. The combined external forcing and internal variability make the observed 

trends larger than model ensemble mean results (Figure 4.3c). For a longer period, for instance, 

since 1979 when the zonal velocity started climbing from a relatively stable state (Figure 4.3a), 

the random internal variability is weaker and the forced signal is more evident. Hence the longer-

period observed trend is much closer to the ensemble mean results from CMIP6 and LENS (Figure 

4.3d). 

The models considered thus far are ‘standard’ resolution (about 1°) with eddy 

parameterizations, and capture the observed maximum warming around 45˚S (Figure C2) and 

zonal velocity acceleration around 50˚S (Figure 4.4b). Does model resolution matter? Comparing 

a standard resolution CESM1-SR with the eddy-resolving CESM1-HR model (see Methods), the 

zonal mean velocity trends for 1979-2018 (Figure 4.4c, d) and time evolution of zonal velocity 

(Figure C6) are similar. The small difference in trends is partly attributed to large internal 
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variability, as shown by LENS. Thus, the eddy parameterizations in the standard resolution ocean 

models effectively reflect eddy activity under global warming. 

Previous studies focused on wind effects on Southern Ocean climate change (Downes et 

al. 2011; Meredith et al. 2012). Here we demonstrate that the observed zonal flow change (∆U) is 

largely due to the meridional gradient of ocean buoyancy change (warming) rather than wind stress 

change. To compare buoyancy and wind forcing changes, we define two indices: (1) the index ‘∆T’ 

of buoyancy change is the zonal mean upper 2,000 m temperature difference between 45˚S and 

60˚S, latitudes where the maximum and minimum of warming occur, respectively; (2) the index 

‘SAM’ of wind stress change is the zonal-mean atmospheric surface pressure difference between 

40˚S and 65˚S, which is the Southern Annular Mode index (Marshall 2003). Across the CMIP6 

models, the correlation coefficient between the 1979-2014 trends of ∆T and ∆U is 0.71, which is 

much larger than the correlation of 0.16 between the trends of SAM and ∆U (Figure C7).  

To further test attribution of the ocean changes to surface warming versus wind, we 

performed idealized experiments with two GCMs: the air-sea coupled CESM1 and the ocean-only 

MITgcm model (see Methods). To isolate the ocean response to warming, we first compared a pre-

industrial run of CESM1 (‘CTRL’) with a run ‘CESM1_∆Buoy’ forced by quadrupled atmospheric 

CO2 and prescribed winds from CTRL. The quadrupled CO2 experiment largely reproduces the 

zonal mean velocity trend from observations and CMIP6 (Figure 4.4e).  This result was confirmed 

with the ocean-only MITgcm, with a control run (MITgcm_CTL) forced by current climatological 

winds, SST, and SSS. For the buoyancy experiment (MITgcm_∆SST), the global warming-

induced ∆SST, obtained from CMIP6 quadrupled-CO2 experiments, was added to the current 

climatological field. MITgcm_∆SST (Figure 4.4f) captures the principal features from 

observations, CMIP6, and CESM1_∆Buoy. 
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Idealized simulations with surface wind stress changes (CESM1_∆Wind and 

MITgcm_∆Wind) show only small additional velocity changes (Figure C8) compared with those 

driven by temperature change. Moreover, the wind-change-induced responses show maximum 

zonal flow change at mid-depth, unlike the surface-intensified flow change in observations, 

CMIP6 historical runs, and the buoyancy forcing experiments.  

Overall, both sets of idealized simulation results suggest that acceleration of zonal flow in 

the Southern Ocean is a general feature of the ocean’s response to global warming, and that wind 

changes play a secondary role in shaping the Southern Ocean response.  

 

4.6 Spatial structure of Southern Ocean velocity response 
If viewed only as a zonal mean, acceleration of the eastward zonal flow and associated 

temperature changes (Figs. 4.1 and 4.4) might be interpreted as intensification of a zonally-

oriented ACC at all longitudes. However, the accelerations/decelerations and temperature changes 

are localized to different parts of the Southern Ocean’s zonal flows (Figure 4.5), importantly 

including not only the Subantarctic Front (SAF) of the ACC, but also the Agulhas Return Current 

(ARC) in the western Indian sector. The strongest mean flows (> 12 cm/s) from AVISO data follow 

the SAF and the ARC (Figure C9). The SAF and ARC latitudes vary from 40°S to 60°S, resulting 

in much broader zonally-averaged zonal flow than at any given longitude. Observed zonal flow 

acceleration occurred mainly along the SAF (Figure 4.5a,b). There is a slight indication of 

deceleration (westward acceleration) north of and along the SAF in the Atlantic and eastern Indian 

Oceans, suggesting a poleward shift of the SAF. The maximum SAF acceleration in the Pacific 

sector might be associated with spin-up of the subtropical gyre (Roemmich et al. 2007), but is 

likely natural variability based on the first EOF (Figure C1). 
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The three observational products with longer periods also show SAF-intensification 

(Figure C10). The long-term trends/change do not show the strong Pacific acceleration. The 

potential density trends, which govern the geostrophic velocity trends, are dominated by 

temperature trends. The most zonally-coherent accelerations (as opposed to noisy ones) have the 

meridional dipole structure, and are strongest where the subtropical temperature trends are 

strongest. 

The CESM1-SR model velocity trend for 1993-2018 is similar to AVISO observations, 

with a meridional dipolar change in the Atlantic and Indian sectors (Figure 4.5c). Although the 

zonal means in CESM1-SR and CESM1-HR are similar (Figure 4.4c, d), the horizontal structure 

is sensitive to ocean model resolution; for instance, the magnitude and regional pattern from 

CESM1-HR are larger and more concentrated where ocean jets are stronger (Figure 4.5d) 

compared with CESM1-SR (Figure 4.5c). This meridional structure was also shown in the eddy 

kinetic energy trends using a multi-model mean (Hu et al. 2020). Here we see that the horizontal 

warming patterns in both observations and models, including CESM1-SR and CESM1-HR (Figure 

C10,C11), are tightly linked with velocity change patterns (Figure 4.5).  

The maps of observed long-term velocity change resemble both of the idealized buoyancy-

driven GCM experiments (Figure 4.5e, f). All have acceleration and poleward shift of eastward 

flow in the Indian sector. CESM1_∆Buoy also creates a poleward shift in the Atlantic sector 

(Figure 4.5e). In contrast, the idealized wind-change-driven GCM experiments accelerate the 

eastward flow much farther to the south and are much patchier (Figure C12). The wind experiments 

do create westward acceleration in the subtropics, especially in the Atlantic and Indian sectors, 

which could contribute to the meridional dipole in acceleration and spin-up of subtropical gyres. 
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4.7 Summary and discussion 
We find statistically significant acceleration of Southern Ocean zonal flow between 48˚S 

and 58˚S, based on satellite altimeter and hydrographic data since 1993, and supported by multi-

decadal hydrographic data analyses reaching back to 1979. The observed acceleration is consistent 

with the observed greater warming north of the ACC compared with reduced warming within and 

south of the ACC, and reflects the role of Southern Ocean overturning circulation in oceanic heat 

redistribution (Armour et al. 2016). Multiple model simulations and idealized experiments support 

attribution of the acceleration to the warming distribution as opposed to wind changes. Given the 

continuing role of the Southern Ocean in oceanic heat uptake (Shi et al. 2018) and equatorward 

heat transport, we expect the zonal acceleration to continue and even increase. For example, the 

26-year trend of zonal velocity in the CESM1 LENS model is 0.79 ± 0.17 and 1.31 ± 0.16 cm/s 

per century for 2020-2045 and 2075-2100 (Figure C13), respectively, which are much larger than 

the 0.43 ± 0.17 cm/s per century trend for 1993-2018. Further studies are needed to explore how 

the bathymetry, standing meanders, and zonal deep mixed layer distribution affect the regional or 

sectoral distribution of the greatest warming north of the ACC and the associated ocean current 

changes.  
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Table 4.1: Description of the partial coupling CESM1 experiments. 

 

 

  

Names Note 

CTRL Fully coupled, preindustrial control run 

4×CO2 Fully coupled, abruptly quadrupled CO2 

CESM1_∆Buoy Partial coupling with fixed wind stress from 
4×CO2 and quadrupled CO2  

CESM1_∆Wind Partial coupling with fixed wind stress from 
CTRL and quadrupled CO2 
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Table 4.2: Description of the experiments of OGCM. 

Experiment Surface Forcing 

MITgcm_CTL Present-day monthly climatological SST (SSTClim), SSS 
(SSSClim) and wind stress (WindClim) 

MITgcm_∆SST Same as MITgcm_CTL but SST is restored to 
SSTClim+ΔSST 

MITgcm_∆Wind Same as MITgcm_CTL but wind stress is restored to 
WindClim+ΔWind 
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Figure 4.1: (a) Zonal mean sea-level trend from AVISO for 1993-2018 (black) and 2005-2018 
(red).  The global mean sea-level trend (0.33 cm per year from 1993 to 2018) is the dashed gray 
line. (b) Potential temperature trend (2005-2018) from Argo. (c) Zonal geostrophic velocity (Ug) 
trend from AVISO.  (d) The same from Argo relative to 2000 dbar. Climatological (26-year mean 
since 1993) surface Ug (cm/s) from AVISO is represented as a gray curve in (c). Gray contours in 
(b) and (d) are the climatological Ug based on Argo (cm/s), with solid contours representing 
eastward flow and dashed contours representing westward flow. Hatched regions (b) and (d) 
indicate that the trends are not significant at the 95% confidence level from the two-tailed t-test. 
Thick curves in (a) and (c) show latitudes exceeding 95% statistical significance. 
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Figure 4.2: (a) Time series of observed surface zonal geostrophic velocity Ug (averaged between 
48˚S-58˚S) anomaly from: AVISO (black), IAP (brown), EN4 (green), and Argo (red; since 2005). 
The blue triangles represent the decadal average of Ug anomaly from WOA18. Ug from ocean 
measurements are relative to 2000 m depth. (b) Hovmöller diagram of Ug (averaged between 48˚S-
58˚S; cm/s) anomaly from IAP (shading) and Argo (contours).  
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Figure 4.3: (a) Time series of upper 100 m zonal velocity (minus 2000 m velocity and averaged 
between 48˚S-58˚S) from CMIP6 historical simulations. CMIP6 multi-model mean (MMM) is the 
black curve, with superimposed observation-based products: IAP (brown), EN4 (green), WOA18 
(blue triangle), and Argo (red; since 2005). (b) Time series of upper 100 m zonal velocity relative 
to the velocity at 2000 m depth from LENS. LENS ensemble mean is shown as the thick red curve 
and an individual run is shown as the thin red curve. (c) Trend of zonal velocity from observations 
(squares) and simulations (circles) in (a) and (b) from 1993 to 2018. For Argo, the trend is for 
2005-2018. For CMIP6 historical runs, the trend is for 1993-2014. The error bar represents the 95% 
confidence interval for the linear trend. For WOA18, the changing rate is estimated based on the 
difference between 2005-2017 and 1995-2004 and then divided by 12 years. Small dots are results 
from individual runs from CMIP6 and LENS.  
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Figure 4.4: (a)-(d) Zonal mean U (Ug for observations) trend from observations: (a) IAP; models: 
(b) CMIP6 MMM, (c) CESM1-SR, and (d) CESM1-HR. The trend from CMIP6 MMM is from 
1979 to 2014, and the rest is from 1979 to 2018. (e) Zonal mean U change from the CESM1_∆Buoy 
experiment relative to the control run, averaged over 50 years. (f) Zonal mean U change from the 
MITgcm_∆SST experiment relative to the control run. All the velocity changes from model 
simulations are relative to the velocity at 2000 m depth. Gray contours are the climatological Ug 
or U (in cm/s) from the corresponding cases. Hatched regions indicate the trends are not significant 
at the 95% confidence level.  

  



  114 

 
 
Figure 4.5: (a) Upper 100 m Ug trend from Argo (2005-2018). Gray contours indicate the 
Subantarctic Front, and Southern ACC Front from north to south (Orsi et al., 1995). (b) Surface 
Ug trend from AVISO (1993-2018). (c, d) Upper 100 m U trend from CESM1-SR (1° resolution) 
and CESM1-HR (0.1° resolution). (e, f) Upper 100 m U change from the CESM1_∆Buoy 
experiment and the MITgcm_∆SST experiment relative to their corresponding control runs. Mean 
zonal velocities of 6 cm/s and 12 cm/s are shown as thin and thick green contours, respectively. 
Stippling indicates regions exceeding 95% statistical significance computed from the two-tailed t 
test. 
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Chapter 5 
 
Spatial Pattern of the Southern Ocean 
Subsurface Warming: The Role of Ocean 
Jets  
 
 
 
 

5.1 Introduction 
By connecting the deeper and upper layers of the global ocean overturning circulation, the 

Southern Ocean plays a pivotal role in ocean heat uptake (defined as surface heat flux change), 

heat storage (or ocean heat content; OHC) increase, and slowdown of the global surface warming 

(Manabe et al. 1990; von Schuckmann et al. 2016; Frölicher et al. 2015; Armour et al. 2016; Shi 

et al. 2018). Observations have revealed significant subsurface warming in the Southern Ocean 

(Gille 2002, 2008; Levitus et al. 2005, 2012; Roemmich et al. 2015; Cheng et al. 2016; Böning et 

al. 2008). From the zonal mean perspective, the maximum warming occurs around 40˚-45˚S (e.g. 

Swart et al. 2018). The background meridional overturning circulation (MOC) brings up to the 

surface deep water, taking up heat from the warming atmosphere, and then advects the warmed 

water northward via Ekman transport (Armour et al. 2016; Liu et al. 2018). This Southern Ocean 

excess heat content is stored in different regions and layers of the ocean basins (e.g. Sallée 2018). 

In addition to the aforementioned zonal-average perspective, narrow zonal currents, such 

as the Antarctic Circumpolar Current (ACC) and Agulhas Return Current (ARC), are also essential 

components of Southern Ocean dynamics. Connecting major ocean basins, the eastward currents 
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forced by the westerly winds and steered by bathymetry help the interbasin exchange of properties 

through large baroclinic eddies and meanders. In steady state, the unique circulation pattern of the 

ACC leads to zonally asymmetric patterns in the heat budget (Sun and Watts 2002; Tamsitt et al. 

2016): the ACC warms along its equatorward flank (Atlantic and Indian sectors) and cools on its 

poleward flank (Pacific sector).  

The ACC is composed of a series of fronts, characterized by sloping isopycnals and a strong 

meridional gradient of sea surface temperature or sea surface height (Orsi et al. 1995; Belkin and 

Gordon 1996; Gille 1994; Dong et al. 2006; Sokolov and Rintoul 2007). A number of studies have 

noted that the observed warming in the ACC region can be explained by a poleward shift of the 

fronts (Gille 2002, 2008; Böning et al. 2008). The Southern Annular Mode, an atmospheric 

pressure seesaw between 40˚S and 65˚S, has shown a positive trend over the past several decades, 

forced by both ozone depletion and greenhouse warming according to modeling studies (Gillett 

2003; Fyfe and Saenko 2006).  Poleward shift and intensification of the westerly winds may drive 

intensification and poleward shift of the subtropical gyres, with associated warming in the western 

boundary currents and its extension regions (Cai 2006; Roemmich et al. 2007; Wu et al. 2012; Qu 

et al. 2019). Based on hydrographic profiles, Sallée et al. (2008) showed zonally asymmetric 

responses of the ACC to a relatively uniform change in the westerlies: poleward movement of the 

ACC fronts in the Indian sector and equatorward movement in the Pacific sector. However, other 

studies have shown that the positions of ACC fronts are primarily steered by topography and 

insensitive to westerly wind change, while the circumpolar Subtropical Front, which includes the 

ARC, is more sensitive to wind shifts since it is more stratified, and the flow is more baroclinic 

(Graham et al. 2012). Meijers et al. (2012) reported no significant relationship between latitudinal 

positions of the westerlies and ACC fronts based on historical simulations from the Coupled Model 
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Intercomparison Project phase 5 (CMIP5). On the other hand, changes in surface buoyancy flux, 

such as ocean heat uptake and intensified net freshwater flux due to global warming (Durack and 

Wijffels 2010), can also lead to ocean circulation change and substantial warming in the Southern 

Ocean upper layer (Hogg 2010; Fyfe et al. 2007; Liu et al. 2018; Shi et al. 2020; Shi et al. 

submitted). 

Ocean temperature change can be separated into two categories: passive and dynamic 

temperature change. Here the passive warming does not affect ocean circulation, and reflects the 

advection of the anomalous warming signal by climatological ocean currents. For example, the 

passive-tracer simulation from Armour et al. (2016) broadly captures the uneven warming pattern 

in the Southern Ocean driven by GHG forcing. On the other hand, dynamic temperature change 

involves the ocean’s dynamic adjustment to downward mixing of heat, intensification of upper 

layer stratification (e.g. Wang et al. 2015), and wind stress change. Based on a comparison between 

fixed-ocean-current and free-evolving-current simulations, Winton et al. (2013) showed that ocean 

dynamic adjustment is important for the regional ocean warming pattern. Building on our previous 

studies (Shi et al. 2020; Shi et al. submitted), we show that the dynamic adjustment to the surface 

warming is important for shaping the regional responses in the Southern Ocean, while wind stress 

change has a much weaker impact. 

In this study, we aim to explore the spatial pattern and regional response of the Southern 

Ocean subsurface warming and investigate the dynamic adjustment of the ocean currents to the 

buoyancy and wind stress change. Based on observations and model simulations, we find that the 

mean ocean jets strongly anchor the banded subsurface warming pattern: the greatest OHC change 

occurs on the northern flank of the ACC, which slants southeastward by (2200 kilometers) from 

the Atlantic to the Pacific. The position (or latitude) of the maximum OHC change in the Southern 
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Ocean varies among CMIP models. Here we show that the intermodel spread in the position of the 

maximum OHC change is closely related to the biases in the mean position of the Subantarctic 

Front (SAF). Particularly, the positions of the mean SAF and maximum OHC change are highly 

correlated (R ≥ 0.6) in the regions where the ocean current is strong and zonal. The effect of 

bathymetry on the spatial warming pattern is also investigated through the comparison among a 

set of model simulations including flat-bottom cases. The existence of ocean ridges gives rise to 

more warming on the regional scale. Furthermore, the remarkable gyre-like warming pattern from 

the low resolution and flat bottom experiment is found to be associated with anomalous southward 

advection of warm water along the western boundary. In addition, the passive-heat experiment 

from Flux-Anomaly-Forced Model Intercomparison (FAFMIP) clearly shows the control of mean 

ocean jets associated with jet-scale overturning circulation on the redistribution of absorbed heat. 

In turn, the redistributed ocean warming can accelerate the zonal flow, largely reproducing the 

acceleration from the coupled run which allows the ocean adjustments. We find that the dynamic 

adjustment, i.e. a poleward shift of ocean jet, mainly takes place in the ARC and limits the 

northward expansion of the OHC change in the Indian sector. This indicates that the jet dynamics 

is fundamental to the regional response, and OHC change is in balance with the circulation change. 

The rest of the chapter is organized as follows. Section 5.2 describes the models, 

experiments, data, and methods used in this study. Section 5.3 discusses the warming pattern and 

its relation with the ocean front via observations and CMIP5/CMIP6 models. Section 5.4 discusses 

the effects of bathymetry on the regional warming pattern. Section 5.5 discusses control of mean 

ocean jets and cross-jet secondary circulation on Southern Ocean warming by using FAFMIP 

experiments. Section 5.6 discusses the dynamic adjustment by comparing the flat bottom run and 

passive-tracer run. Section 5.7 is a summary.  
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5.2 Data and Methods 
5.2.1 Observations  

We use temperature products from the World Ocean Atlas 2018 (WOA18; 

https://www.nodc.noaa.gov/OC5/woa18/), which is a uniformly formatted and quality controlled 

data set based on the World Ocean Database. Objectively analyzed climatologies of temperature 

(Locarnini et al. 2019) in decades (1955-1964, 1965-1974, 1975-1985, and 2005-2017) at standard 

depth levels are used in this study. The data are on a 1˚ x 1˚ latitude-longitude grid. The second 

data set is the monthly mean temperature product from the Institution of Atmospheric Physics 

(IAP) (Cheng et al. 2016, 2017) from 1940 to 2017 on a regular 1˚x1˚ grid with 41 vertical levels 

in the upper 2000 m. The IAP temperature product includes shipboard, mechanical 

bathythermograph, XBT, and Argo temperature profiles. Long-term ocean temperature changes in 

the upper 2000 m are calculated as the difference between the 2005–2017 mean and the mean over 

the 1955–1984 base period. 

 

5.2.2 CMIP5 and CMIP6 models and simulations 
Simulated ocean subsurface temperature is compared with observations to assess the 

validity of simulations. We analyze outputs of climate model simulations from the World Climate 

Research Program’s CMIP5 (Taylor et al. 2012) and CMIP6 (Eyring et al. 2016). For the analyzed 

historical period, 1955-2017, we choose the CMIP5 Historical experiment (1955-2005) and 

representative concentration pathway 4.5 (RCP4.5; 2006-2017) scenario from 27 models (Table 

5.1). For CMIP6 models, historical simulations extend to the near present, the year 2014. 

Therefore, in order to show the change from 1955-1984 to 2005-2017, we append outputs from 
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societal development pathway 2-4.5 (SSP2-4.5) simulations of Scenario Model Intercomparison 

Project (2015-2017) (O’Neill et al. 2016) to the Historical outputs. CMIP6 Historical runs used in 

this study are listed in Table 5.2. We also analyze the preindustrial control (piControl) and abruptly 

quadrupled CO2 (4xCO2) simulations of 30 CMIP5/CMIP6 models (Tables 5.1 and 5.2). The 

4xCO2 represents an idealized global warming scenario in which the atmospheric CO2 

concentration is instantaneously quadrupled from its preindustrial value and held fixed for several 

decades. We examine the changes in ocean temperature by calculating the difference between 

abrupt4xCO2 and piControl runs for the average of years 41-90. 

 

5.2.3 Flat-bottom experiment from CESM1 
We use the Community Earth System Model (CESM), version 1.0.6, from the National 

Center for Atmospheric Research (NCAR) (Hurrell et al. 2013). We chose a relatively coarse 

resolution, T31_g37, due to the limitation of computational resources. The model consists of 

version 4 of the Community Atmosphere Model (CAM4), run at a nominal 3.7˚ resolution both 

latitudinally and longitudinally, and version 2 of the Parallel Ocean Program (POP2), which uses 

a displaced pole grid and has a spatial resolution of approximately 1.6˚ latitudinally and 3.6˚ 

longitudinally that varies in space. The ocean model employs a temporally and spatially varying 

specification of the Gent–McWilliams (GM) eddy parameterization (Gent and Mcwilliams 1990). 

For tracers, such as temperature, the horizontal diffusion follows the Redi isoneutral diffusion 

operator as represented by the GM parameterization, and vertical mixing uses the K-profile 

parameterization (Large et al. 1994).  

We first conducted two experiments, one pre-industrial control (named PI) and the other 

with abrupt quadrupling of CO2 (named Cx4). We also conducted another pair of experiments by 
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using a flat bottom (FB) restarting from the spun-up solution of year 150: one with a flat bottom 

at around 2,400m level with pre-industrial atmospheric CO2 level (named PI_FB), and the other 

with the same flat bottom but forced with instantly quadrupled CO2 (named Cx4_FB). In the flat-

bottom runs, all the continents are retained and the ocean plateaus shallower than 2,400m, such as 

Kerguelen, Campbell, and Malvinas Plateaus, are also retained with all of their realistic 

topography. Deeper than 2,400m, the ocean is filled with a flat top to remove the ridges including 

Mid-Atlantic Ridge, Scotia Ridge, Southwest and Southeast Indian Ridges, and Pacific-Antarctic 

Ridge (Figure 5.6b). Each experiment is integrated for 60 years to study the transient climate 

response to greenhouse forcing. We show the anomalies of the 41–60yr average relative to the 

climatology from corresponding control runs, i.e. Cx4 – PI and Cx4_FB – PI_FB.  

 

5.2.4 FAFMIP experiments 
This study also uses the output of the FAFMIP experiments from model MRI-ESM2.0 

(Yukimoto et al. 2019), in which the outputs from the passive tracer experiment are currently 

available. The FAFMIP experiments, branched from pre-industrial conditions, prescribe a set of 

surface flux perturbations for the ocean. These perturbations are obtained from the ensemble-mean 

changes in net surface heat flux and wind stress simulated at the time of doubled CO2 by CMIP5 

AOGCMs under the 1pctCO2 scenario (CO2 increases by 1% each year). This study examines 

three FAFMIP experiments: (1) FAF-Heat (named Total-Heat here), imposing perturbation 

surface heat flux; (2) FAF-Passiveheat (named Passive-Heat), as in Total-Heat, but temperature 

change is treated as a passive tracer without effects on density and ocean circulation; (3) FAF-

Stress (named Wind-Stress-Change), imposing perturbation surface wind stress (Gregory et al. 

2016). Comparison of Passive-Heat with Total-Heat reflects the ocean adjustment to the added 
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heat. All FAFMIP experiments considered here were run for 70 years. We show the anomalies of 

the 51–70-yr average relative to the climatology from piControl.  

Although the passive tracer of the added heat does not change the ocean circulation, the 

redistribution of excess heat can be used to calculate the geostrophic velocity, which reflects the 

circulation change potentially driven by the added heat. Here we calculate the geostrophic velocity 

from Passive-Heat to show the velocity change forced by the added heat. The method of calculating 

the geostrophic velocity is the same as the method used in Shi et al. submitted, but uses 5,500 m 

as the reference level of no motion. For Passive-Heat, the dynamic height is computed by using 

piControl temperature + added tracer and piControl salinity. Geostrophic velocities from 

piControl, FAF-Heat, and FAF-Stress are also calculated by using the ocean temperature and 

salinity from the corresponding cases. The changes in geostrophic velocities shown in this chapter 

are the differences between FAF runs and piControl. 

 

5.3 Observed and Simulated Changes in OHC 
The Southern Ocean map of upper 2000 m OHC long-term change is shown in Figure 5.1. 

To quantify historical changes in the Southern Ocean subsurface temperature, we calculated the 

difference between the 2005-2017 mean and the mean over a 1955-1984 base period from the 

WOA18 and IAP datasets. The observed OHC changes over the Southern Ocean (Figure 5.1a, b) 

show concentrated warming between 35˚S~55˚S with a narrow-banded warming pattern. The 

previous studies mainly focus on the zonal-mean subsurface temperature change (Swart et al. 

2018; Shi et al. 2020), demonstrating that maximum warming found around 40˚S~45˚S is 

associated with background northward Ekman transport (Armour et al. 2016; Liu et al. 2018). The 

observed OHC changes display a distinctive warming pattern in the zonal direction. The maximum 
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warming is predominantly to the north of the Subantarctic Front (SAF), while the warming within 

the ACC is much weaker. Moreover, the southeast slanted warming band, from the Atlantic to the 

Pacific, is broadly consistent with the slanted mean ACC axis. This indicates that the major ACC 

fronts or ACC dynamics anchor the banded subsurface warming pattern. Moreover, the strongest 

warming in the Indian sector seems to be associated with the poleward shift of ARC, which is 

discussed in Section 5.5. As a caveat, the two observational products are not identical with respect 

to Southern Ocean OHC change: 1) the IAP analysis shows a stronger and wider warming band 

than the WOA18 analysis; 2) A cooling band just to the south of the maximum warming band, 

extending from the Indian sector to the Pacific sector, appears only in the WOA18 analysis. This 

cooling band appears in an earlier trend analysis (e.g. Rhein et al. 2013), which was based on 

WOA09 (Levitus et al. 2009) but its source has not yet been elucidated. Overall, both WOA18 and 

IAP show more warming in the Atlantic and Indian sectors than in the Pacific sector. 

The CMIP5 and CMIP6 multi-model ensemble means of upper 2000 m OHC historical 

changes are shown in Figure 5.1c and 5.1d, respectively, to compare with observations. The 

simulated warming patterns from historical all-forcing experiments, which include greenhouse 

gas, anthropogenic aerosol, ozone depletion, solar, and land-use change effects, broadly resemble 

the observation-based patterns of change (Figure 5.1a, b). The simulated results also show a 

warming band with a clear zonal asymmetry. Different models in the ensembles produce maximum 

subsurface warming at different latitudes (not shown), so the multi-model ensemble mean OHC 

change has a much wider warming pattern than any given model or observations. The surface heat 

flux change (ocean heat uptake, OHU; colored contours in Figure 5.1c, d) is anti-correlated with 

subsurface warming: the ocean gains heat where less warming takes place; the ocean releases heat 

where maximum warming occurs, such as around the Agulhas Current, Brazil Current, east of 
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Kerguelen Island, and East Australian Current. This suggests that regional warming is associated 

with anomalous ocean heat transport rather than forced by localized heat uptake. We also show 

the OHC change and OHU from CMIP5/CMIP6 4xCO2 experiments as representative of the 

greenhouse gas effect (Figure 5.1e, f). The spatial patterns of OHC change and OHU are consistent 

with those from historical runs (Figure 5.1c, d). This suggests that the ocean warming and OHU 

patterns are primarily driven by the greenhouse gas effect.  

Next, we address the control of the major ocean front on the warming pattern using a set 

of CMIP5/CMIP6 4xCO2 runs in which the forced responses are much larger than the background 

internal variability. Here we define the front of the ACC, the SAF, as the sea surface height going 

through the Drake Passage at the point 67.5˚W, 57.5˚S. We then convert the mean zonal velocity 

and change of ocean temperature from the latitude coordinate to the coordinate along the so-

defined SAF. The “streamwise” coordinate covers the regions from 10˚ south to 10˚ north of the 

latitude of the SAF for each longitude. The global zonal mean and streamwise mean of temperature 

change with mean zonal velocity are shown in Figure 5.2. Compared with the global zonal mean 

pattern, the streamwise mean clearly shows the enhanced subsurface warming in the northern half 

of the eastward ocean jet with an increased meridional gradient of temperature. This is also true 

for the sectorial responses (not shown).  

In the maps of OHC change (Figure 5.3), the positions of maximum OHC change (black 

curve) and mean SAF (cyan curve) are positively correlated (Figure 5.4) within each 

CMIP5/CMIP6 model. The correlation coefficient is 0.83 for the multi-model mean. Based on the 

map of topography (Figure 5.5a), the SAF is steered by the ocean ridges, plateaus, and continents. 

The maximum warming is located on the northern flank of SAF at all longitudes (Figure 5.5b). 

The spike from 150˚E to 180˚ shown in Figure 5.5b is due to substantial warming spots east of 
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Australia and New Zealand associated with the spin-up of the subtropical gyre (e.g. Roemmich et 

al. 2007 discussed the spin-up to the east of New Zealand), and further increases the displacement 

between the positions of maximum warming and SAF in the Pacific sector. Compared with the 

Pacific sector, the displacements are much smaller in the Atlantic and Indian sectors where the 

zonal flow is stronger. The scatter plot between the latitudes of maximum warming and SAF from 

30˚W to 120˚E (box in Figure 5.5a) shows a remarkable linear relation across models, with R = 

0.81 (Figure 5.5d). This indicates that the model with a more northward located SAF is associated 

with a more northward appearance of subsurface warming. Similarly, we calculate the correlation 

across models for each 5˚ longitudes (Figure 5.5c). We find that the positions of SAF and 

maximum OHC change are highly and positively correlated where the currents are more zonal. 

Near the Mid-Atlantic Ridge, Kerguelen Plateau, and Campbell Plateau, the positive correlations 

are largely disrupted by the strong meridional motions such as meanders, which generate 

deviations from zonal-mean properties.  

 

5.4 Effects of bathymetry  
Bathymetry alters and steers the eastward-flowing ACC (Gille 1994; Thompson and Sallée 

2012). For instance, the Kerguelen Plateau pushes the northern part of the ACC northward in the 

Indian sector and restricts the position of the ARC (Wang et al. 2016c). By setting the maximum 

depth at 2,400m, our flat bottom simulation only retains major shallower features such as the 

Kerguelen, Campbell, and Malvinas Plateaus (Figure 5.6b). Based on the barotropic 

streamfunction from the simulation with the “realistic” bottom (not shown), the ACC intensifies 

in volume transport because of the reduced bathymetric form drag and becomes more zonal in the 

flat bottom experiment. The difference in sea surface height in the subtropical gyre is small 
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between realistic and flat bottom runs (Figure 5.6b) as the water column in the subtropical region 

is more upper layer stratified and its connection with bathymetry is weak. In contrast, the ocean 

ridges are important for the circumpolar currents. The ocean ridges, such as the Mid-Atlantic Ridge 

and Southwest Indian Ridge, generate meanders (Figure 5.6a) which facilitate the meridional 

property exchange associated with the high eddy kinetic energy in the lee of topography (e.g. 

Thompson and Sallée 2012). In the flat bottom simulation, the deviations from the zonal flow by 

topographic steering are largely removed, except the downstream of major topographic features at 

the Antarctic Peninsula, Kerguelen Plateau, and Campbell Plateau. Overall, the ocean flow in the 

flat bottom run is stronger and more zonal than that from the realistic bottom case.  

Figures 5.6c and d compare the OHC changes induced by 4xCO2 from realistic and flat 

bottom models. Both warming patterns show the banded structure along and to the north the SAF 

(same with definition in Section 5.3). At low resolution with realistic bathymetry, the ACC is 

limited to the north of 50˚S in the Atlantic sector, confining the OHC increase to the northern flank 

of the narrow ACC. Moreover, the realistic bottom model produces more small-scale warming 

structures located at the meandering jets in the Atlantic and Indian sectors (Figure 5.6c) around 

the Mid-Atlantic Ridge and Southwest Indian Ridge. Here we pick two meridional transects (15˚W 

and 45˚E) in the vicinity of these two ocean ridges to look at the vertical structure of warming and 

meridional velocity change (Figure 5.7). More concentrated, penetrated warming occurs in the 

realistic bottom model (Figure 5.7a, c) than the flat bottom model (Figure 5.7b, d). For realistic 

bottom runs, the anomalies of meridional velocity bring warm water poleward. The meridional 

velocity change in the flat bottom model is much weaker.  

The broad-scale warming structure from the flat bottom model is more zonal, consistent 

with its zonally distributed SAF, which is only altered by the continent and plateaus (Figure 5.6d). 
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Remarkably, the subsurface warming features gyre-like responses with westward intensification. 

The westward intensified warming is associated with the increase of the southward flow along the 

western boundary (black arrows in Figure 5.6c, d). This anomalous meridional velocity is part of 

the Sverdrup response to the poleward shift and intensification of westerly winds over the Southern 

Ocean. Most importantly, the enhanced ocean density stratification caused by surface buoyancy 

flux change without wind stress changes intensifies the subtropical gyre shoaling the wind-driven 

gyre to satisfy the Sverdrup dynamics, as suggested in Wang et al. 2015. South America (Malvinas 

Plateau), Kerguelen Plateau, and Campbell Plateau act as the western boundaries for the 

anomalous subtropical gyres, creating three major centers of maximum OHC warming. The Mid-

Atlantic Ridge, for example, in the realistic bottom run acts as an additional, submerged western 

boundary for the surface warming-induced anomalous subtropical gyre, adding complexity to the 

OHC pattern. 

The model resolution affects the bathymetry effect since the “realistic” bottom from the 

low-resolution model is largely smoothed. Therefore, the meanders and eddy activities associated 

with the sharp and small topographic obstacles are partly removed in the low-resolution runs. For 

example, comparing the low-resolution warming patterns (Figure 5.6) with those from CESM 

standard-resolution (about 1 ̊) and high-resolution (about 0.1 ̊) shown in Chapter 4 (Figure C11), 

we find more small-scale structures of OHC change in the high-resolution run.  

Overall, topography shows steering effects on the ocean fronts and further features the 

regional warming pattern. However, the physical mechanisms of ocean current adjustments 

associated with bathymetry are still not fully understood.  
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5.5 Results from FAFMIP 
5.5.1 Mean circulation effects 

In this section, we use idealized experiments from FAFMIP, such as the passive tracer 

experiment, to investigate the effects of mean ocean circulation on subsurface warming. For 

Passive-Heat, the added heat is redistributed by the mean flow shown in Figure 5.8. The OHU 

(contours in Figure 5.8a) takes place in the upwelling regions in the high latitudes (Figure 5.9a), 

while the ocean stores the excess heat in the mid-latitudes (35˚S-55˚S). The mean ocean jets play 

an important role in anchoring the pattern of heat storage, which mainly appears to the north of the 

SAF (Figure 5.8a). The streamwise mean along the SAF shows a remarkable meridional gradient 

in temperature change, straddling the sharp ocean jets (Figure 5.8b). It is also true for each sector, 

while the Pacific sector shows a smaller gradient in temperature response associated with its 

weaker zonal velocity compared with those in the Atlantic and Indian sectors (Figure 5.8c,d). 

Associated with the ocean jets, the jet-scale overturning circulation (JSOC; Li et al. 2016) 

is used here to explain the regional warming asymmetry in the meridional direction. The eddy 

momentum flux converges toward the core latitude of the SAF and decreases with depth (Li and 

Lee 2017). The Coriolis force of an equatorward velocity is required to balance the acceleration 

due to the eddy momentum flux convergence. The density field should adjust to the vertical shear 

of the zonal current to achieve the thermal wind balance. This means that a downward motion 

should bring down more buoyant water from the surface on the equatorward jet flank and an 

upward motion should bring up dense water on the poleward flank of the jet. The vertical profile 

of the mean vertical velocity from piControl confirms the clockwise JSOC in MRI-ESM2.0 

(Figure 5.9b). The Atlantic and Indian sectors show a stronger JSOC (Figure 5.9c) than the Pacific 

sector (Figure 5.9d). Downward transport of the passive tracer of added heat driven by the 



  129 

descending branch of the JSOC leads to more warming on the equatorward jet flank than on the 

poleward flank which is dominated by the ascending process. This indicates that the secondary 

circulation, the JSOC, is important in shaping the cross-front difference in temperature change. 

 

5.5.2 Feedback from the ocean circulation.  
Passive tracers induce no change in ocean circulation, while added heat has the potential 

to change the density field, affecting the geostrophic balance in the horizontal direction if the 

currents are allowed to evolve. Here, added heat acts as the forcing, and the ocean evolution is 

regarded as the feedback to the forcing. In the Passive-Heat, the redistribution of tracers can lead 

to widespread acceleration of zonal geostrophic velocity (Figure 5.10a). The spatial pattern of the 

acceleration is highly correlated (R = 0.90) with the mean zonal geostrophic velocity (contours in 

Figure 5.10a). As a possible physical mechanism for this high correlation, the JSOC increases the 

meridional density gradient across the front and enhances the jet. Here we consider a 1.5-layer 

isopycnal ocean model, in which the bottom layer of infinite depth outcrops at the surface in the 

Southern Ocean (Figure 5.11). Assuming that the warming (DT1) is then limited to the first layer 

north of the outcrop line, the sea level change is proportional to DT1ℎ6. Here, ℎ6 is the mean depth 

of the isopycnal since there is no change in ocean circulation in the passive tracer experiment. As 

a result, the change in zonal geostrophic velocity, D𝑈!, is proportional to 𝑈!6666 assuming that DT1 is 

spatially uniform to first order.   

The Total-Heat driven change includes the active effect of the added heat. The comparison 

between the Passive-Heat driven and Total-Heat driven circulation change shows the ocean 

adjustment to the added heat. The acceleration of zonal geostrophic flow in Total-Heat (color in 

Figure 5.10b) largely resembles the change in Passive-Heat (contours in Figure 5.10b). This 
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indicates that the mean ocean circulation, which is steered by bathymetry, plays a leading role in 

determining the broad-scale circulation change. The exception is the ARC, where a meridional 

dipole pattern appears instead that represents a poleward displacement of the strong ocean front 

driven by buoyancy change. For comparison, we also show the results driven by wind stress 

change: the poleward shifting westerlies leads to poleward shifts in ocean fronts in all sectors 

(Figure 5.10c), and the magnitude of circulation change is the largest in the vicinity of the ARC.   

We further focus on the time evolution and vertical structure of circulation change within 

a small sector of 35˚E-50˚E within the Indian Ocean (the blue box shown in Figure 5.10a). The 

Hovmöller diagram shows that both the SAF and ARC keep accelerating in time in Passive-Heat 

(Figure 5.12a). The SAF accelerates in Total-Heat with little displacement in its latitude, while the 

ARC displaces poleward with no significant change in intensity (Figure 5.12b). The wind-change-

induced shift in the front takes place in the first 1~5 years and then remains nearly constant for the 

rest of the model run (Figure 5.12c). The vertical cross-section shows that the acceleration of zonal 

flow is mainly attributed to the Passive-Heat (Figure 5.13a). The dipole pattern of velocity change 

straddling the mean ARC illustrates the poleward shift of the subtropical front in Total-Heat 

(Figure 5.13b). Wind stress change also induces a poleward shift of the ARC, but little change in 

the intensity or position of the SAF (Figure 5.13c). The contrasting responses of different fronts 

are consistent with the results from Graham et al. (2012), who suggested that the meridional 

variations in the ocean stratification explain these different responses to wind forcing. North of the 

ACC the water column is more stratified, and the subtropical front or ARC is more surface 

intensified and baroclinic. Fronts within the ACC are more barotropic, so their connection with 

bottom topography is strong. Therefore, the ARC is more sensitive and the SAF is less sensitive 

to change in wind forcing (Graham et al. 2012). In this work, we suggest the different responses 
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of the subtropical front and ACC apply to the buoyancy forcing. The upper layer temperature 

increase leads to more stratification to the north of the ACC, which means the subtropical regions 

become more surface intensified and control of bathymetry on the subtropical front position 

becomes weaker. Therefore, the ARC is more sensitive to the buoyancy forcing change. 

 

5.6 Dynamic Adjustment 
In Sections 5.4 and 5.5, we discussed two “extreme” cases from different model 

simulations: one is the low-resolution flat bottom experiment from CESM1 and the other is the 

Passive-Heat experiment from FAFMIP. Their OHC change patterns differ significantly (Figure 

5.6d vs. Figure 5.8a), which may help us understand the dynamic adjustment of ocean jets in 

response to surface warming. 

In the low-resolution flat bottom experiment, the orographic effects and meanders are 

largely removed. The OHC increase is largely westward and southward intensified towards the 

SAF (Figure 5.6d). The associated dynamic adjustment features anomalous subtropical gyres, 

which are delineated by major topography acting as western boundaries. In contrast, the OHC 

increase in the Passive-Heat extends far to the north (Figure 5.8a). The difference in the northward 

extent of the OHC increase is most pronounced in the Indian sector between Passive-Heat and flat 

bottom run (or other CMIP runs shown in Figure 5.1). The Total-Heat shows less warming in the 

Indian sector to the north of the ARC (Figure 5.14a). The Active-Heat, difference between Total-

Heat and Passive-Heat, shows the influence of dynamic adjustment on the regional temperature 

response (Figure 14b). In the chosen cross-section (35˚E-50˚E), the poleward displacement of the 

ARC limits the northward extent of OHC increase as required by geostrophy, producing a 

concentrated warming within a narrow latitudinal band (Figure 5.15a vs. 5.15b). The shift induced 
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by wind stress change also shows a similar, albeit weaker, effect on the ARC and ACC (Figure 

5.15c).  

Thus, the dynamical adjustments of zonal jets in the Southern Ocean are fundamental to 

understanding the pattern of OHC change. Surface warming causes the ACC to accelerate and 

narrow (in the Atlantic sector) or displace southward (in case of ARC), and the OHC pattern forms 

in geostrophic balance. We plan to conduct an additional passive-tracer case in the flat bottom 

model to further investigate the connection between the passive response and dynamic adjustment. 

 

5.7 Summary 
In this chapter, we demonstrate that the spatial pattern of the Southern Ocean subsurface 

warming is strongly anchored by the ocean jets by using various sets of model simulations. We 

find that the observed and simulated OHC change mainly occurs north of the ACC, from the 

northwest in the Atlantic to the southeast in the Pacific along the ACC tilted axis. The positions of 

the SAF and the maximum OHC change are highly correlated across CMIP5/CMIP6 models, 

especially in the region where the flow is more zonal. Based on flat bottom simulations, we show 

that the bathymetry steers the ocean fronts, which affects the regional pattern of warming.  

The meridional overturning circulation associated with the Ekman upwelling and 

downwelling can explain the zonal mean response of temperature change well, as discussed in Shi 

et al. 2020. For the regional response, the jet-scale overturning circulation discussed in this chapter 

creates warming asymmetry across the jet by the downward branch on the northern flank and 

upward branch on the southern flank. This warming asymmetry driven by jet-scale overturning 

circulation enhances the zonal flow in order to reach the geostrophic balance. The spatial pattern 

of this zonal flow acceleration driven by added heat is highly correlated with the mean velocity 
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field. The poleward displacement of the ARC, which is an extraordinarily strong current and is 

more surface intensified than the SAF, restricts the subsurface warming to a narrow band along 

the slanted ocean front. These results demonstrate that jet dynamics is important in shaping the 

regional responses in the Southern Ocean. 

 

5.8 Acknowledgments 
Chapter 5, in part, is a draft in preparation for submission for publication as “Spatial Pattern 

of the Southern Ocean Subsurface Warming: The Role of Ocean Jets”, by J.-R. Shi, S.-P. Xie, and 

L. D. Talley. The dissertation author was the primary investigator and author of this material. 

 
  

 

  



  134 

Table 5.1: CMIP5 models for the output of ocean potential temperature, zonal velocity, sea surface 
height, and net surface heat flux in historical, RCP4.5, 4xCO2, and piControl experiments.  

Model Names Historical and 
RCP4.5 

4xCO2 and 
piControl 

ACCESS1-0 √ √ 

ACCESS1-3 √  √ 

CCSM4 √ √ 

CESM1-BGC √ - 

CESM1-CAM5 √ - 

CMCC-CM √ - 

CMCC-CMS √ - 

CNRM-CM5 √ √ 

CSIRO-Mk3-6-0 √ - 

CanESM2 √ √ 

GFDL-CM3 √ √ 

GFDL-ESM2M √ √ 

GISS-E2-R √ - 

HadGEM2-ES √ √ 

IPSL-CM5A-LR √ √ 

IPSL-CM5A-MR √ - 

IPSL-CM5B-LR √ √ 

MIROC-ESM √ √ 

MIROC-ESM-CHEM √ - 

MIROC5 √ √ 

MPI-ESM-LR √ √ 

MPI-ESM-MR √ √ 

MRI-CGCM3 √ √ 

NorESM1-M √ - 

NorESM1-ME √ - 

bcc-csm1-1 √ - 

bcc-csm1-1-m √ - 
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Table 5.2: CMIP6 models for the output of ocean potential temperature, zonal velocity, sea surface 
height, and net surface heat flux in historical, SSP2-4.5, 4xCO2, and piControl experiments. 

Model Names Historical and 
SSP2-4.5 

4xCO2 and 
piControl 

ACCESS-CM2  - √ 

ACCESS-ESM1-5 - √ 

 BCC-CSM2-MR √ - 

CanESM5 √  √ 

CESM2 √ √ 

CESM2-WACCM √ √ 

EC-Earth3 √ - 

EC-Earth3-Veg √ √ 

FGOALS-f3-L - √ 

FIO-ESM-2-0 - √ 

GFDL-CM4 √ - 

GFDL-ESM4 √ - 

IPSL-CM6A-LR √ √ 

MIROC6 √ √ 

MPI-ESM1-2-HR √ √ 

MPI-ESM1-2-LR - √ 

MRI-ESM2-0 - √ 

NESM3 √ √ 

SAM0-UNICON - √ 
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Figure 5.1: OHC change (shading; 109 J/m2) in the upper 2000 m from (a) WOA18, (b) IAP, (c) 
ensemble mean of CMIP5 Historical runs, and (d) CMIP6 Historical runs. The anomalies represent 
the difference between the 2005-2017 mean and the mean over the 1955-1984 base period. For (e) 
CMIP5 and (f) CMIP6 abrupt 4xCO2 experiments, the change in upper 2000 m OHC is the average 
of years 41-90 minus the pre-industrial control. Gray contours indicate the Subantarctic Front and 
Southern ACC Front from Orsi et al. (1995) in (a) and (b). In simulations, (c)-(f), the Subantarctic 
Front and Southern ACC Front are defined as the northmost and southmost mean sea surface height 
going through the Drake Passage. Colored contours in (c)-(f) indicate surface heat flux change 
(W/m2) from the corresponding experiments and periods. Red (cyan) contours mean the anomalous 
heat flux going into (out of) the ocean.  
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Figure 5.2: Global zonal mean and streamwise mean of the temperature change from 4xCO2 
relative to piControl with mean zonal flow from piControl shown as cyan contours. The 
streamwise coordinate follows the SAF, spanning from 10˚ south to 10˚ north of the SAF latitude. 
Gray contours are climatological temperature from piControl.  
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Figure 5.3: Upper 2000 m OHC change (109 J/m2) from CMIP6 4xCO2 simulations relative to the 
corresponding piControl. Black curve is the position of maximum OHC change from each model, 
and cyan curve is the SAF from each model.   
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Figure 5.4: Correlation coefficient of positions of the maximum OHC change and the SAF in 
latitude for each model. The correlation coefficient from the multi-model mean is shown as the 
red line.  
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Figure 5.5: (a) Topography from model CESM2 superimposed by positions of the mean SAF 
(cyan curve) and maximum OHC change within the Southern Ocean (red curve). (b) The 
displacement between the SAF and maximum OHC change. Positive means that maximum OHC 
change locates to the north of the SAF. (c) Correlation coefficient of the positions of the SAF and 
maximum OHC change across CMIP5/CMIP6 models for each 5˚ longitude. (d) Maximum OHC 
change vs SAF in their positions within the blue box shown in (a). Each dot denotes the result from 
each model, and the outliner marked as gray dot is from the model GFDL-CM3. 
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Figure 5.6: Topography from (a) CESM PI simulation with a realistic bottom and (b) PI_FB 
simulation with a flat bottom, with climatological sea surface height shown as contours. Gray 
arrows in (a) and (b) are climatological horizontal velocity at 100 m depth from corresponding 
runs. Upper 2000 m OHC change and ocean velocity change at 100 m from (c) Cx4-PI and (d) 
Cx4_FB – PI_FB. Black arrows are the poleward meridional velocity anomalies, and pink arrows 
show the equatorward ones in (c) and (d).   
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Figure 5.7: (a)-(b), meridional transect along 15˚W for the temperature change and meridional 
velocity change from realistic and flat bottom simulations. (c)-(d), same with (a)-(b), but for the 
45˚E transect. Gray contours are the climatological isothermals from PI and PI_FB. Cyan arrows 
are the equatorward meridional velocity anomalies, and pink arrows show the equatorward ones. 
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Figure 5.8: (a) OHC change in the upper 2000 m from Passive-Heat relative to piControl. The 
black curve is the SAF. The colored contours are surface heat flux changes. Streamwise mean of 
ocean temperature changes from (b) all longitudes, (c) the Atlantic and Indian sectors, and (d) the 
Pacific sector are superimposed by climatological zonal flow from piControl. 
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Figure 5.9: Same as Figure 5.8, but for the climatological vertical velocity from piControl. 
Positive means upwelling vertical velocity. 
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Figure 5.10: Zonal geostrophic velocity change driven by (a) Passive-Heat, (b) Total-Heat, and 
(c) Wind-Stress-Change. The green contours are climatological zonal velocities. The thick contour 
is the velocity at 12 cm s-1. The cyan (westward change) and red (eastward change) contours in (b) 
are the velocity change induced by Passive-Heat, same with (a). 
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Figure 5.11: Schematic of 1.5-layer isopycnal ocean model with bottom layer outcropping at the 
surface. 
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Figure 5.12: Hovmöller diagrams of zonal geostrophic velocity in the first 70 years from the (a) 
Passive-Heat, (b) Total-Heat, and (c) Wind-Stress-Change simulations, zonally averaged in the 
Indian sector of 35˚E-50˚E. The velocity from piControl is shown as gray contours in (c). 
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Figure 5.13: Vertical cross-sections of zonal geostrophic velocity change (contours; cm/s) from 
(a) Passive-Heat, (b) Total-Heat, and (c) Wind-Stress-Change simulations, zonally averaged in 
the Indian sector of 35˚E-50˚E. The shadings are climatological zonal velocity from piControl.   
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Figure 5.14: OHC change in the upper 2000 m from (a) Total-Heat relative to piControl and (b) 
Active-Heat, which is the difference between Total-Heat and Passive-Heat. The black curve is 
the SAF. 

  



  150 

 

Figure 5.15: Vertical cross-sections of temperature change (shadings; ˚C) from (a) Passive-Heat, 
(b) Total-Heat, and (c) Wind-Stress-Change simulations, zonally averaged in the Indian sector of 
35˚E-50˚E.. Colored contours are changes of zonal geostrophic velocity from corresponding 
experiments (eastward in red and westward in cyan). Gray contours are mean isothermals from 
piControl. 
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Chapter 6 
 
Conclusion 
 
 
 
 

In this dissertation, modern observational data sets and global climate model simulations 

were utilized to investigate the responses of the Southern Ocean in a changing climate. The main 

objectives of this work centered on the Southern Ocean subsurface temperature change from the 

1-dimensional time evolution (Chapter 2) to the global zonal mean response (Chapters 3 and 4), 

and further to its spatial pattern and regional response (Chapter 5). The ocean heat content change 

was found to be linked with atmosphere-ocean interaction, i.e. ocean heat uptake (Chapter 2 and 

3), and ocean circulation (Chapters 4 and 5). We found that the large-scale and secondary ocean 

circulations play an important role in redistributing the absorbed heat and controlling the warming 

pattern. We further analyzed the effects of buoyancy forcing and wind stress change on the 

Southern Ocean climate change by using idealized model experiments, and demonstrated that the 

surface buoyancy forcing change dominates the Southern Ocean subsurface warming and the 

acceleration of the zonal flow (Chapter 3 to 5). The recent observations from satellite and 

hydrographic data supported the robust acceleration of the Southern Ocean zonal flow (Chapter 4).  

In Chapter 2, we compared the ocean heat uptake and heat storage change in the Southern 

Ocean and North Atlantic during different time periods (historical vs. future scenarios) driven by 

different atmospheric forcing agencies (greenhouse gases vs. anthropogenic aerosols). The 

Southern Ocean accounts for more than 70% of global heat uptake during the historical period, 

while the contribution from the North Atlantic north of 30˚N is only 6%. This small change in the 
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North Atlantic is due to the compensation between greenhouse gases and aerosols, associated with 

weakening (strengthening) of the Atlantic Meridional Overturning Circulation in response to 

greenhouse gas (aerosol) radiative forcing. In the Southern Ocean, the cooling effect of the 

anthropogenic aerosols is much weaker. In future scenarios, such as RCP8.5, the Southern Ocean 

still dominates the heat absorption and heat storage with an exponential increase, while its 

percentage contribution to global uptake decreases to 48% due to the substantial increase in the 

ocean heat uptake over the northern North Atlantic.  

Motivated by the results of Chapter 2, in Chapter 3 we sought to relate the remarkable 

Southern Ocean climate change to the surface buoyancy flux change and wind stress change, 

respectively. To accomplish this goal, we used idealized simulations such as the CESM partial-

coupling model simulations and the FAFMIP experiments. Many previous studies focused on the 

Southern Ocean responses to the poleward-intensified westerly wind, whereas in this study we 

noted that surface buoyancy flux change can play a more critical role in driving the ocean 

subsurface warming, salinity change, and an increase in baroclinic transport within the ACC. The 

surface freshening induced by the buoyancy forcing change is partly compensated by the surface 

salinity increase due to the enhancement of westerlies, which brings saltier deep water to the 

surface via increasing Ekman upwelling. More importantly, we showed that the uneven subsurface 

warming distribution, i.e. more warming to the north of the ACC than within the ACC, increases 

the meridional density gradient and enhances zonal geostrophic velocity in the upper layer. The 

wind-change-induced zonal velocity change is more barotropic and smaller in magnitude 

compared with the responses to the buoyancy forcing change. The acceleration of the Southern 

Ocean zonal flow found in the model simulations was supported in the observations from satellite 

altimeter and hydrographic data during recent decades, as discussed in Chapter 4. Multiple model 
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simulations show that the observed eastward acceleration is of anthropogenic origin, and support 

attribution of the acceleration to the warming distribution as opposed to the wind changes. We 

expect the zonal acceleration to continue and increase in the future due to the continuing ocean 

heat uptake and heat storage in the Southern Ocean.   

As the aforementioned conclusions from Chapter 2 to Chapter 4 are largely based on the 

zonal mean responses, it is important to further investigate the regional responses in the Southern 

Ocean, which are still not fully understood and full of challenges. In Chapter 5, we focused on the 

relation between the spatial pattern of the Southern Ocean subsurface warming and mean ocean 

jets. We showed that banded OHC change structure spanning from the northwest in the Atlantic 

(~35˚S) to the southeast in the Pacific (~55˚S) is strongly anchored by the mean ocean jets, which 

are steered by the bathymetry. The secondary ocean circulation, i.e. jet-scale overturning 

circulation, is used to explain the regional warming pattern: the downwelling branch of the jet-

scale overturning circulation leads to more warming on the equatorward jet flank, while the 

upwelling branch suppresses the warming on the poleward flank. Moreover, the ocean adjustment 

to warming, such as displacement of ocean fronts, is also an important factor affecting the regional 

response. Here we showed that the poleward displacement of the Agulhas Return Current, which 

is more upper layer stratified, provides a concentrated warming pattern in the vicinity of the strong 

current. 

The research presented in this dissertation improves understanding of the physical 

processes controlling the Southern Ocean climate change. These results can contribute to more 

reliable future projections and guide future observational strategies, e.g. for the Argo array, to look 

at the regions showing the “fingerprint” of climate change. However, there are still several 

outstanding questions stemming from this dissertation. For instance, how do the jet dynamics work 
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in the ocean adjustment to global warming? How would the topography impact the surface current 

change? To what extent does the zonal deep mixed layer distribution affect the regional 

temperature change? Moreover, radiative forcing of anthropogenic aerosols can give rise to 

remarkable regional responses, such as the changes in North Atlantic temperature and the Atlantic 

Meridional Overturning Circulation. Can we find more evidence for the regional responses to 

anthropogenic aerosols in the ocean based on the recent observations and state-of-the-art model 

simulations? Future work is needed to elucidate the regional details of the response patterns. 
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Appendix A 
 
Appendix for Chapter 2 
 
 
 
 
 

 
Figure A1: The relationship between area-integrated surface heat flux (Qnet) and (a) atmospheric 
concentration of CO2 (ppm), (b) global average of aerosol optical depth (AOD) at 550mn. Each 
small dot represents annual mean of surface heat flux and CO2 concentration or AOD. Negative 
denotes net loss of ocean heat. The results from the Southern Ocean (North Atlantic north of 30˚N) 
are denoted by blue (orange) points. R is the linear correlation coefficient between area-integrated 
Qnet and CO2 (AOD). Data are from GFDL-CM3. 
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Figure A2: Zonally integrated Qnet trend (in TW/lat per decade) in OZONE (green), GHG (red), 
AERO (blue) and HIST (black) runs from 1861 to 2005. All the responses are from the ensemble 
mean of three CMIP5 models with OZONE runs available: CCSM4 (3 members), CESM1-CAM5 
(3 members) and GISS-E2-R (5 members). The brown curve denotes the sum of responses of GHG, 
AERO, and OZONE (GHG+AERO+OZONE). 

 
 
  



  157 

 
Fi

gu
re

 A
3:

 T
im

e 
se

rie
s o

f t
he

 A
M

O
C 

in
de

x 
(in

 S
v)

 in
 d

iff
er

en
t r

un
s f

ro
m

 e
ac

h 
CM

IP
5 

m
od

el
. T

he
 

nu
m

be
r i

n 
th

e 
br

ac
ke

t d
en

ot
es

 th
e 

lo
ng

-te
rm

 tr
en

d 
(d

as
he

d 
lin

e)
 fo

r e
ac

h 
ex

pe
rim

en
t. 

A
n 

11
-y

ea
r r

un
ni

ng
 

m
ea

n 
is 

ap
pl

ie
d 

to
 th

e 
tim

e 
se

rie
s. 



  158 

 
 
Figure A4: First two EOF modes of OHC above 2000m from 1950 to 2016 from EN4-G10 
(observation), to compare with the IAP results in Figure 2.13. EOF patterns are shown in (a) and 
(b). Normalized principal components (PC; red) are shown in (c) and (d). The number at the upper 
right corner of (c) shows the cross-correlation between PC1 and NAO (blue). 5-year running mean 
is applied to the PCs and NAO. 
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Figure A5: Trend of OHC above 2000m from EN4-G10 over (a) 1960-1996 and (b) 1979-2016. 
The zonally integrated OHC trend over (c) 1960-1996 and (d) 1979-2016. The number at the upper 
right corner denotes the fraction of SO to global OHC change. Compare with Figures 2.14 and 
2.15. 
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Appendix B 
 
Appendix for Chapter 3 
 

 
 
Figure B1: Zonal mean temperature change from (a) 4×CO2 – CTRL and (b) Total. (c)-(d) as in 
(a)-(b), but for changes in salinity. (e)-(f) for changes in zonal velocity. Gray contours represent 
50-year climatology for each field.  
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Figure B2: Zonal mean climatological (a) temperature, (b) salinity, and (c) potential density 
referenced to the sea surface from Argo (shading; 2005-2018 mean) and t1w1c1 (dashed contours; 
fifty-year mean). 
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Figure B3: Climatology of zonal mean (shading) (a) temperature and (b) salinity from t1w1c4. 
The dashed blue contours show the corresponding climatology from t4w1c4. Vertical velocity and 
meridional velocity changes due to Wstr are shown as green and black vectors, respectively. 
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Figure B4: Ocean heat content change for the entire water column for (a) Total, (b) Buoy, and (c) 
Wstr. Time series of ∆OHC in the (d) Southern Ocean (south of 30˚S) and the (e) global ocean.  
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Figure B5: Zonal mean temperature change from each FAFMIP model and experiment. Blue 
contours indicate 20-year climatology from preindustrial control. 
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Figure B6: Zonal mean (a) temperature change and (b) salinity change from WOA. The anomalies 
represent the difference between the 2005-2017 mean and the mean over a 1955-1984 base period. 
Gray contours are climatology of 1955-1984. Zonal mean (c) temperature trend and (d) salinity 
trend from 2005 to 2018 from Argo. Stippling indicates regions exceeding 95% statistical 
significance computed from the two-tailed t test.  
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Figure B7: Change of salinity in the surface layer (0-50 m) from each FAFMIP model and 
experiment.  
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Figure B8: Zonal mean salinity change from each FAFMIP model and experiment. Gray contours 
indicate 20-year climatology from preindustrial control.  
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Figure B9: (a) Zonal mean freshwater flux change from FAF-Water and salinity change in the 
upper 2000 m from (b) FAF-Heat and (c) FAF-Water. Contours are 20-year climatology from 
preindustrial control run.  
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Figure B10: Mean zonal geostrophic velocity (Ug) from (a) t1w1c1, (b) t1w1c4, and (c) t4w1c4. 
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Appendix C 
 
Appendix for Chapter 4 
 

 

Table C1: CMIP6 models for the output of ocean potential temperature, zonal velocity, and 
atmospheric surface pressure in historical simulations.  

Model Names Potential Temp. & U Surface Pressure 
BBC-CSM2-MR √ √ 

BCC-ESM1 √ √ 
CAMS-CSM1-0 √ √ 

CanESM5 √ √ 
CAS-ESM2-0 √ √ 

CESM2 √ √ 
CESM2-FV2 √ √ 

CESM2-WACCM √ √ 
CESM2-WACCM-FV2 √ √ 

CMCC-CM2-HR4 √ √ 
CMCC-CM2-SR5 √ √ 

EC-Earth3 √ – 
EC-Earth3-Veg √ – 

FGOALS-g3 √ √ 
FIO-ESM-2-0 √ √ 
GFDL-CM4 √ – 
GISS-E2-1-G √ √ 

IPSL-CM6A-LR √ – 
MCM-UA-1-0 √ √ 

MIROC6 √ √ 
MPI-ESM1-1-2-HAM √ √ 

MPI-ESM1-2-LR √ √ 
MRI-ESM2-0 √ √ 

NESM3 √ √ 
SAM0-UNICON √ √ 

TaiESM1 √ √ 
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Table C2: List of CMIP6 models used in OGCM for surface forcing, including SST, SSS and 
surface wind.  

 
Model Names 
ACCESS-CM2 

ACCESS-ESM1-5 
BCC-CSM2-MR 

BCC-ESM1 
CAMS-CSM1-0 

CanESM5 
CAS-ESM2-0 

CESM2 
CESM2-FV2 

CESM2-WACCM 
CESM2-WACCM-FV2 

CIESM 
CNRM-CM6-1 
CNRM-ESM2-1 

E3SM-1-0 
EC-Earth3-Veg 
FGOALS-f3-L 
GFDL-ESM4 
GISS-E2-1-G 

HadGEM3-GC31-LL 
INM-CM4-8 

IPSL-CM6A-LR 
MCM-UA-1-0 

MIROC6 
MIROC-ES2L 

MPI-ESM1-2-HR 
MRI-ESM2-0 

NESM3 
SAM0-UNICON 
UKESM1-0-LL 
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Figure C1: The first two EOF modes of surface Ug from 1993 to 2018 from AVISO data. Shown 
are (a), (b) EOF patterns and (c), (d) normalized PCs. The cyan contours show the ACC envelope 
(northernmost and southernmost contours in Drake Passage), based on sea surface height from 
AVISO.  
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Figure C2: Zonal mean potential temperature trend from (a) IAP (observations), (b) CMIP6 
MMM, (c) CESM1-SR, and (d) CESM1-HR. The trend from CMIP6 MMM is from 1979 to 2014, 
and the rest are from 1979 to 2018. (e) Zonal mean potential temperature change from the 
CESM1_∆Buoy experiment relative to the control run. (f) Zonal mean potential temperature 
change from the MITgcm_∆SST experiment relative to the control run. Gray contours are the 
climatological Ug or U (in cm/s) from the corresponding cases. 
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Figure C3: (a) Zonal mean of climatological Ug averaged from 1940 to 1960, from IAP data. (b) 
The difference ∆Ug between the 1998-2018 and 1940-1960 averages, both from IAP data. Gray 
dots in (a) indicate the regions where eastward flows are weakened, and black slashes indicate the 
signs of zonal flow are flipped. Velocity in the regions without stippling is intensified. (c) Eastward 
flow baroclinic transport in the upper 2000 m from 1940 to 2018 from IAP data. Blue curve shows 
the weakened eastward transport (weakened regions); red curve shows the intensified eastward 
transport; black curve is the sum of two curves, showing the net intensification of the eastward 
flow.  
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Figure C4: Trend of surface zonal velocity from AVISO (square) and model simulations (circles) 
for 1993-2018. For CMIP6 historical runs, the trend is for 1993-2014. The error bar represents the 
95% confidence interval for the linear trend. Small dots are results from individual runs from 
CMIP6 and LENS.  

 
 

 
  



  176 

 
 
Figure C5: (a) Trend of zonal mean surface Ug (cm/s /yr) from AVISO and LENS for 1993-2018. 
The black curve is the LENS ensemble mean and shading is ± 1 standard deviation from all of the 
ensemble members. Dashed curves are climatologies of zonal mean Ug (m/s) from AVISO and 
LENS. (b) Same as (a) but for the comparison between AVISO and CanESM5 large ensemble 
simulation. 
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Figure C6: Time evolution of upper 100 m zonal velocity averaged between 58˚S and 48˚S from 
CESM1-SR (black curve) and CESM1-HR (red curve). 
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Figure C7: (a) Scatter plot of trend (1979-2014) of upper 100 m zonal velocity relative to 2000 m 
depth versus trend of temperature difference between 45˚S and 60˚S, along with the linear 
relationship for the CMIP6 models. Each red triangle indicates the result of each CMIP6 model. 
The correlation coefficient is 0.71 across models. The black triangle represents the trend from the 
IAP product. (b) Scatter plot of velocity trend versus SAM. Each blue square indicates the result 
from each CMIP6 model. The correlation coefficient is 0.16 across models. The black square 
represents the SAM trend from ERA5 (observations).  
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Figure C8: (a, c) Zonal mean potential temperature change and (b, d) U change induced by surface 
stress change (∆Wind) from CESM1_∆Wind (a, b) relative to CESM1_∆Buoy and 
MITgcm_∆Wind (c, d) relative to MITgcm_CTL (Methods). Gray contours are the climatological 
zonal velocity U (in m/s) from the corresponding cases. 
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Figure C9: Surface mean geostrophic velocity from AVISO (1993-2018). 
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Figure C10: Upper 100 m zonal geostrophic velocity, Ug, trend (1993-2018) from the IAP, EN4 
and change from WOA18 (1985-2017 mean minus 1955-1984 mean) (top row). Corresponding 
trend/change of upper 2000 m averaged potential density and potential temperature are shown in 
middle row and bottom row, respectively. Gray contours indicate Subantarctic Front and Southern 
ACC Front from Orsi et al. (1995). Stippling indicates regions exceeding 95% statistical 
significance computed from the two-tailed t-test. 
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Figure C11: (a) Upper 2000 m potential temperature trend from Argo observations (2005-2018). 
Black contours indicate the Subtropical Front (STF), Subantarctic Front (SAF), and Southern ACC 
Front (SACCF) from Orsi et al. (1995). (b, c) Upper 2000 m potential temperature trend from 
CESM1-SR (b) and CESM1-HR (c). (d, e) Upper 2000 m potential temperature change from the 
CESM1_∆Buoy experiment (d) and the MITgcm_∆SST experiment (e) relative to the 
corresponding control runs. Stippling indicates regions exceeding 95% statistical significance 
computed from the two-tailed t test. 
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Figure C12: Upper 100 m zonal velocity change driven by wind stress change from (a) CESM1 
and (b) MITgcm. Mean zonal velocities of 6 cm/s and 12 cm/s are shown as thin and thick green 
contours. 
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Figure C13: Time series of upper 100 m zonal velocity relative to the velocity at 2000 m depth 
from LENS from 2020 to 2100. LENS ensemble mean is the red curve.  
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