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Professor Amy E. Herr, Chair 

 

 Quantitative measurement techniques are critical to new biological discoveries and 

reproducibility in science and medicine. Research advances are often driven by novel measurement 

capabilities or improvements in the sensitivity, specificity, or multiplexing of existing approaches. 

Improvements in throughput and precision can enable more accessible and accurate validation 

techniques to support reproducibility. Here, we introduce and optimize measurement approaches 

to advance two fields of quantitative biology: (1) single- and few-cell molecular profiling, and (2) 

germicidal ultraviolet-C (UV-C) pathogen inactivation. The measurement techniques developed 

here support research to understand the cellular heterogeneity driving development and disease, as 

well as safe and effective UV-C decontamination in clinical settings.  

 First, we focus on advancing proteomic characterization of single cells with high 

specificity. Different proteoforms – different molecular forms of a protein arising from the same 

gene – often have unique roles in disease progression and other important biological processes. 

However, many assays cannot distinguish between proteoforms due to a lack of proteoform-

specific antibodies. Electrophoretic cytometry increases proteoform specificity by using 

electrophoretic separations to spatially resolve proteoforms by mass or charge prior to antibody-

based detection. To facilitate quantitative comparison of the ~100s of single-cell protein 

measurements which can be made on a single electrophoretic cytometry device, is it important to 

characterize and minimize measurement error. Here, we first investigate approaches to minimize 

and control for technical variation in both protein abundance and molecular mass measurements 

made by electrophoretic cytometry. We identify physicochemical mechanisms which contribute 

to intra-assay technical variation in protein immobilization and antibody binding within the 

electrophoretic sieving matrix, and use this fundamental understanding to develop strategies to 

improve the precision of single-cell protein abundance measurements. To improve the precision 

of molecular mass measurements, we develop protein-loaded microparticles which can be co-

loaded with single-cells to act as a molecular mass ladder and control for technical variation in 

protein electromigration. Overall, these strategies allow finer biological differences in protein 

abundance and proteoform molecular mass to be distinguished.  
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 Next, we extend electrophoretic cytometry approaches to a range of biological sample 

types and incorporate multimodal detection capabilities. First, to support study of the roles of 

different proteoforms in mammalian development, we develop and apply an electrophoretic 

cytometry approach to characterize proteins expressed in single mouse embryos and blastomeres. 

To understand the relationship between protein expression and upstream nucleic acids (DNA, 

mRNA), we also develop an approach to fractionate a single cell or embryo and measure both 

cytoplasmic proteins and nuclear DNA or mRNA from the same single cell or embryo. While these 

platforms advance molecular profiling of detached cells in suspension, measurements of adherent 

cells are also valuable to understand spatial variation in protein expression and to understand cell-

microenvironment interactions. To characterize proteoforms from adherent cells while preserving 

information about the starting cell locations, we investigate the use of projection electrophoresis 

to separate proteoforms in the Z-dimension while maintaining spatial context information in the 

X-Y plane. Because adherent cell projection electrophoresis has a different assay geometry and 

boundary conditions than traditional electrophoretic cytometry platforms in which detached cells 

are isolated and lysed within microwells, we compare the sensitivity and lateral spatial resolution 

of adherent cell and microwell-based projection electrophoresis platforms using simulation and 

fluorescent protein imaging. Informed by this characterization, we demonstrate a proof-of-concept 

projection electrophoretic separation of subconfluent adherent breast cancer cells. Overall, this 

work extends electrophoretic cytometry to new sample types and offers a new approach to couple 

nucleic acid and proteoform measurements from the same single or few cells.  

 In addition to advancing techniques to measure biological samples directly, we also 

advance research and implementation of germicidal UV-C pathogen inactivation through the 

development of quantitative, high-throughput, and accessible UV-C dosimetry techniques. To 

address shortages induced by the COVID-19 pandemic, UV-C decontamination has been 

identified as a promising approach to decontaminate N95 respirators for emergency reuse. Both 

pathogen inactivation and N95 degradation depend on UV-C dose. However, it is challenging to 

measure UV-C dose on N95 surfaces, as radiometers and other standard UV-C dose measurement 

techniques have insufficiently small form factor, and often have nonideal angular response. Here, 

we develop a high-throughput quantitative UV-C dosimetry approach using colorimetric 

indicators, characterize the impact of optical attenuators on dosimeter dynamic range and angular 

response, and apply the dosimetry approach to make first-in-kind paired measurements of on-N95 

UV-C dose and SARS-CoV-2 viral inactivation. Improved UV-C dose measurement techniques 

facilitate research of UV-C pathogen inactivation and validation of UV-C decontamination 

protocols.  

 Taken together, the work covered in this dissertation advances the range and precision of 

measurements important to studying single-cell biology and pathogen inactivation, supporting a 

variety of research and clinical applications.  
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Chapter 1  

 

Introduction 
 

1.1 Dissertation overview 
Measurement tools are critical to biology and medicine, forming the foundation of both 

fundamental biological research and clinical implementation of diagnostics and therapies. New 

measurement capabilities drive new biological discoveries and translational advances, as 

demonstrated in recent decades by the impact of lightsheet microscopy1,2, sequencing3,4, and other 

techniques on fields ranging from developmental biology to genetic testing. Improvements in the 

sensitivity, specificity, and multiplexing of measurement techniques can be equally impactful; for 

example, the increased sensitivity afforded by single-cell sequencing technologies5 has 

revolutionized study of rare cell subpopulations, such as circulating tumor cells6,7 and antibiotic-

resistant bacteria8, which may be undetectable with bulk sequencing methods. In addition to 

enabling new discoveries, quantitative techniques and characterization of associated measurement 

uncertainty are critical to scientific reproducibility and rigor9–11. For example, development of 

standard reference materials and methods for blood cholesterol testing improved the precision and 

accuracy of clinical laboratory measurements, saving millions of dollars in healthcare costs11–14. 

Overall, advances in biomedical measurements are key to both novel discoveries and 

reproducibility in research and medicine. 

In this dissertation, we introduce technologies and analytical workflows to advance two 

fields of biomedical measurements: (1) single- and few-cell molecular profiling, and (2) germicidal 

ultraviolet-C (UV-C) dose quantification. First, we advance molecular profiling methods by 

quantifying and reducing technical variation of massively parallel single-cell proteoform 

measurements (Chapters 2-4), and by developing new electrophoretic cytometry-based tools for 

proteomic and/or multiomic measurements of diverse cell types (Chapters 5-7). Next, we review 

a measurement need recently highlighted by the COVID-19 pandemic: the need for accurate 

germicidal UV-C dose quantification to validate N95 respirator decontamination (Chapters 8-9). 

To address this need, we introduce a method for quantitative on-N95 UV-C dosimetry and apply 

this technique to make first-in-kind paired measurements of UV-C dose and pathogen inactivation 

on-N95 (Chapters 10-12). Taken together, the measurement techniques covered in this dissertation 

advance quantitative single-cell biology and pathogen inactivation research. 

For the remainder of this chapter, we provide an overview of the motivation for and 

fundamental physicochemical phenomena underlying the measurement approaches at the focus of 

this dissertation.  

 

1.2 Motivation for electrophoretic cytometry 
Cell-to-cell heterogeneity – even among cells from the same organ or tissue type – plays a 

key role in driving development, immune response, cancer metastasis, and many other important 

biological processes. Single-cell analysis (i.e., cytometry) is key to identifying and understanding 

variation between cells. Cell populations with the same mean expression of a molecule (as 

determined by bulk analysis) can have drastically different distributions of expression when 
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characterized at the single-cell level. Single-cell analysis facilitates identification of rare cell 

subpopulations, bimodal expression patterns, and other heterogeneity that is averaged out in bulk 

measurements15. 

Multiple types of biomolecules can be measured from each individual cell. The core 

workings of a cell are governed by the central dogma of molecular biology, which dictates that 

information in DNA is transcribed into mRNA transcripts, which are then translated into 

proteins16. Proteins are the functional units of the cell, playing critical roles in cell structure, 

metabolism, signaling, and other vital functions. Proteomic measurements are thus integral to the 

study of development, disease, and other biological processes. Because transcript and protein 

expression levels can be weakly correlated17,18 (especially at the single-cell level)19, proteomics 

can complement and add to genomic characterization by revealing the current molecular state of 

the cell. Additionally, many different molecular forms of a protein – known as proteoforms – can 

arise from a single gene, due to alternative splicing of mRNA transcripts and post-translational 

modifications (e.g., phosphorylation, cleavage)20. Different proteoforms can have substantially 

different roles in cell signaling21, drug response22, and other processes20. Because genomic and 

transcriptomic characterizations do not indicate post-translational modifications, protein 

measurement techniques with proteoform specificity are especially valuable in studying the role 

of different proteoforms within the cell.  

Few tools exist to characterize proteoforms with single-cell sensitivity. Assays which rely 

solely on antibody binding to detect proteins with single-cell resolution – such as 

immunohistochemistry23,24, flow25,26 and mass27 cytometry, and antibody barcode chips28 – often 

lack proteoform specificity due to antibody cross-reactivity and the lack of commercially available 

proteoform-specific antibodies29,30. Alternatively, fluorescent protein tagging can be used to 

visualize protein distribution within individual cells31. However, because fluorescent fusion 

proteins are typically made by introducing a fluorescent tag sequence at the DNA level, this 

approach also cannot distinguish post-transcriptional and post-translational modifications. Mass 

spectrometry is one of the most robust approaches for proteoform analysis, and has recently been 

demonstrated at the single-cell level32. However, the enzymatic digestion involved in bottom-up 

mass spectrometry limits analysis of intact proteoforms; for example, the molecular origin of 

peptide fragments cannot be traced back to understand whether multiple post-translational 

modifications are expressed together on one protein or expressed separately on several different 

proteins. Top-down mass spectrometry overcomes this challenge, but has limited ability to detect 

low-abundance targets and high molecular mass proteoforms33.  

Electrophoretic approaches offer improved proteoform specificity by using an 

electrophoretic separation to separate proteoforms based on mass or charge prior to antibody-based 

detection. Because mass or charge variants are spatially resolved, electrophoretic separation allows 

both nonspecific antibody binding and specific proteoforms to be distinguished. While isoelectric 

focusing34 and western blotting35 typically require bulk lysate of at least 10s or 100s of cells, 

respectively, microscale approaches have been developed to achieve single-cell sensitivity36,37. By 

achieving proteoform specificity at the single-cell level, electrophoretic cytometry facilitates study 

of how different protein variants contribute to cellular heterogeneity, improving our understanding 

of development, disease progression, and other biological processes. 
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1.3 Critical enabling features of electrophoretic cytometry 
Here, we overview fundamental aspects of electrophoretic cytometry assay design which 

contribute to assay throughput and sensitivity. An overview of a typical electrophoretic cytometry 

workflow is shown in Figure 1.1. 

 
Figure 1.1. Overview of electrophoretic cytometry process.  Assays contain 100s–1000s of separation lanes; 

microwell and immunoblot array schematics show a limited number of separation lanes for simplicity.Open 

microwell array supports single-cell isolation and massively parallel cell lysis. Microwell 

arrays have been used to isolate and measure a variety of parameters from single cells, including 

DNA damage38 and oxygen consumption39 levels. An electrophoretic cytometry chip consists of a 

~40 µm-thick polyacrylamide hydrogel with 100s – 1000s of arrayed microwells (~32 µm-

diameter) cast on a glass microscope slide. The dimensions of the microfabricated mold on which 

the gel is cast can be adjusted to generate microwells of different sizes, accommodating different 

cell types. Passive gravity settling achieves stochastic cell settling with ~40% of microwells 

containing a single cell36, while active settling approaches such as centrifugal settling40 or droplet 

dispensing systems41 can achieve higher single-cell settling efficiency.  

 The open microwell array format facilitates rapid and massively parallel cell lysis without 

the need for complex valving or other instrumentation to access each microwell. Lysis buffer is 

either poured over the microwell array36 or introduced via a gel lid42 to lyse all cells 

simultaneously. Despite some diffusive loss from the microwell, cell lysate remains relatively 

concentrated within the microwell due to multiple factors. First, there is minimal convection within 

the microwell, preventing advective protein loss36. Additionally, protein diffusion across the sides 

and bottom of the microwell is reduced due to ~10× lower protein diffusivity in gel as compared 

to free solution43. Overall, the open microwell assay format facilitates rapid cell lysis and protein 

solubilization, while keeping protein from individual cells compartmentalized to support single-

cell analysis.   

In-gel protein immobilization minimizes protein loss and allows for long-term archiving. 

Because the electrophoretic cytometry hydrogel is substantially thinner than standard bulk western 

blotting gels (~40 µm vs. ~1 mm), proteins will diffuse out of the electrophoretic cytometry gel 

more quickly. Thus, after electrophoretic separation, electrophoretic cytometry utilizes in-gel 

protein immobilization, rather than transferring proteins to a blotting membrane as is standard for 

bulk immunoblotting. Upon UV (350-360 nm) exposure, proteins are covalently linked to 

benzophenone moieties in the hydrogel via hydrogen abstraction of the C – H bonds in proteins44. 

Photo-immobilization minimizes protein losses and eliminates confounding effects of protein- and 

buffer-dependent transfer efficiency45. Additionally, because proteins are covalently bound within 

the gel, electrophoretic cytometry chips can be stored and probed for targets months later, if new 

research questions or proteoforms are of interest46.  

Thin hydrogel requires increased antibody probe concentration but decreases 

immunoprobing time. Proteins immobilized within the electrophoretic cytometry hydrogel are 

detected via antibody binding. The timescale of diffusive antibody transport (τtransport) scales with 



4 

 

the square of gel thickness (z) and is inversely proportional to the diffusivity of antibody in the gel 

(Dgel) (Eq. 1.1).  

 
τtransport =

z2

2Dgel
 

Eq. 1.1 

The timescale of the antibody-antigen binding reaction (τreaction) depends on the kinetics (kon, koff) 

and local concentration ([Ab]) of the antibody (Eq. 1.2). 

 
τreaction =

1

kon[Ab] + koff
 

Eq. 1.2 

Damköhler analysis can be used to determine whether the system is transport- or reaction-limited. 

A previous analysis found that electrophoretic cytometry immunoprobing is primarily transport-

limited47, though the antibody diffusivity, concentration, and affinity will vary from system to 

system depending on the gel density and specific antibody used. Though immunoprobing is mass-

transport limited, antibody incubation times are feasible (on the order of ~1-2 h) due to the thin 

electrophoretic cytometry gel (~40 µm thickness).  

 While in-gel protein immobilization minimizes protein losses, one tradeoff is that protein 

detection in-gel requires incubation with a higher concentration of antibody as compared to 

detection on a blotting membrane. In-gel antibody concentration is limited by size-exclusion 

partitioning, which depends on gel density and antibody hydrodynamic radius48. The partition 

coefficient (K) is defined as the ratio between solute concentration in-gel (Cgel) and in free solution 

(Csolution) (Eq. 1.3).  

 
K =

Cgel

Csolution
 

Eq. 1.3 

For a typical polyacrylamide gel density required for size separation (~6%T), K < 0.10, as 

measured using confocal microscopy49. Thus, to achieve sufficient in-gel antibody concentration, 

the electrophoretic cytometry chip must be incubated with highly concentrated antibody solution.  

 

1.4 Challenges in characterizing technical variation of single-cell assays 
Measurements consist of two equally necessary components: a value of the measured 

quantity (i.e., the measurand), and the uncertainty of the measurement50. Quantitative comparisons 

and tests for statistical differences between groups depend on quantification of measurement 

uncertainty. Measurement error is typically quantified based on the variation of measurements of 

replicate samples (i.e., technical replicates). However, destructive single-cell assays (i.e., assays 

in which the cell is lysed) lack true technical replicates because each cell can only be measured 

once. Thus, characterization of technical variation of single-cell assays often poses unique 

challenges.  

Approaches to characterize single-cell assay technical variation have involved 

modifications to both assay and post-processing workflows. In terms of assay design, replicate 

measurements have been made from a single cell by dividing the cell lysate into separate 

measurement paths28; however, this approach drives more targets below the limit of detection and 

may not be feasible for all systems and/or targets. Alternatively, single-cell RNA sequencing 

techniques often employ a ‘pool/split’ approach to quantify technical variation, in which technical 

replicates are obtained from the pooled lysate of many cells51,52. However, replicate measurements 

of pooled cell lysate do not reflect technical variation of the cell lysis step of the assay, and the 
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differences in loading cell lysate into an assay as compared to whole-cell loading may yield 

different sources of technical variation. Assays can also be run with internal standards or spike-in 

controls53–55 – these controls are materials with known properties, so that any deviation from the 

expected control readout indicates technical variation. However, spike-in controls may be subject 

to some of the same limitations as the pool/split approach, in that it can be difficult to design a 

control which is subject to the same sources of technical variation as the cellular target itself due 

to the dependence of technical variation on molecular target, cell lysis, and other factors. Assay 

measurements can also be normalized to either a spike-in or endogenous control (e.g., a 

housekeeping gene or protein), or to total cellular content. However, traditional housekeeping 

genes have been shown to be variably expressed at the single cell level56. Normalization to an 

additional target and/or total cellular content also requires additional multiplexing capability.  

In electrophoretic cytometry, numerous sources of intra- and inter-assay technical variation 

in both protein abundance and protein migration (used to determine molecular mass or charge) 

exist. Technical variation in protein abundance measurements can arise from variation in protein 

diffusion out of the microwell, protein photoimmobilization efficiency, and immunoprobing 

efficiency, among other factors. Additionally, variation in gel pore size, electric field strength, and 

protein denaturation state can contribute to technical variation in protein migration. Quantifying 

and reducing technical variation in electrophoretic cytometry is critical to leverage the high-

throughput nature of electrophoretic cytometry to make accurate quantitative comparisons among 

single cells, and will be further discussed in Chapters 2-4.  

 

1.5 Motivation for UV-C dosimetry 
As further discussed in Chapters 8-9, germicidal UV-C (200–280 nm) irradiation has broad 

applications to decontamination of air57,58, water59, healthcare surfaces60, and has recently been 

applied to decontaminate N95 respirators to mitigate shortages induced by the COVID-19 

pandemic61–63. The efficacy and safety of UV-C decontamination depends critically on received 

UV-C dose, which must be sufficient for pathogen inactivation yet not so high as to cause material 

degradation. The minimum and cumulative maximum safe UV-C dose thresholds are material- 

and pathogen-dependent and can span many orders of magnitude64,65. Because UV-C radiation is 

distance- and angle-dependent, UV-C dose delivered across a decontamination system – especially 

across nonplanar surfaces on which UV-C strikes at a range of angles of incidence – can also vary 

by several-fold, as shown in Chapters 10 and 12. Thus, dynamic range is an important 

consideration for sensors used to validate UV-C decontamination systems. 

Wavelength specificity is also a key consideration for accurate measurement and reporting 

of germicidal UV-C decontamination. Germicidal UV-C sources have differing UV-C emission 

spectra, and pathogens and UV-C sensors have differing sensitivity to different wavelengths. 

While some UV-C sources are monochromatic (e.g., ~95% of low pressure mercury lamps 

emission is 253.7 nm), others are polychromatic (e.g., medium pressure mercury lamps emit at 

multiple wavelengths between 200–400 nm, pulsed xenon sources emit broadly across both the 

UV and visible range)65–67. LEDs, which typically emit a narrow bandwidth of wavelengths, have 

also been implemented for both UV-C (~265 nm) and far-UV-C (~222 nm) irradiation68,69. 

Because materials have variable transmission spectra, any materials which UV-C radiation passes 

through will also alter the range of wavelengths reaching the item to be decontaminated. For 

example, many types of plastics and glass transmit limited or no UV-C70,71. Understanding the 

emission spectrum of a given UV-C source is important because pathogen susceptibility is 

wavelength-dependent, as described by a pathogen’s action spectrum72. Similarly, radiometers, 
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photodiodes, photochromic indicators, and other radiation sensors have differing spectral 

responsivities73, which impacts the irradiance or dose readout.  

Overall, validating delivery of a safe and effective UV-C dose is challenging due to the 

spatial and temporal variations74,75 in dose distribution and the lack of standards for evaluating 

germicidal UV device efficacy76. Quantitative UV-C dose measurement tools with sufficient 

wavelength specificity and dynamic range for the pathogen and material of interest are critical for 

validation of UV-C decontamination protocols, and will be the focus of Chapters 10-12.  

 

1.6 Conclusions 
Biological research and clinical practices depend on a variety of measurement techniques. 

Here, we have described measurement gaps in two fields: single-cell proteomics and germicidal 

UV-C decontamination. In particular, to understand the role that different proteoforms play in 

development, metastasis, and other biological events involving rare cell subpopulations, there is a 

need for proteomic assays with single-cell sensitivity and proteoform specificity. To characterize 

and relate UV-C dose distribution across complex geometries to resulting pathogen inactivation, 

there is a need for UV-C dose measurement techniques with relatively high throughput, small 

footprint, ideal angular response, and low cost. To meet these measurement gaps, in this 

dissertation we will describe work to develop and improve electrophoretic cytometry and 

quantitative UV-C dosimetry workflows, advancing quantitative single-cell biology and pathogen 

inactivation research. 
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Chapter 2  
 

Characterizing technical variation in protein loss and 

fluorescence imaging in electrophoretic cytometry 
 

2.1 Abstract 
Electrophoretic cytometry enables measurement of proteoform expression in single cells, which 

provides insight on cell signaling and regulation during key biological processes such as 

development and disease progression.  However, biological differences are only detectable if they 

are greater than the technical variability of the assay used to measure them. Technical variability 

of single cell assays is challenging to quantify due to the lack of true technical replicates. Here, we 

aim to understand and control for sources of technical variability in single cell protein abundance 

measurements made by electrophoretic cytometry. To do so, we develop methods to robustly 

quantify fluorescent protein abundance from single cells at different stages of the electrophoretic 

cytometry assay, to quantify the amount of intra-assay technical variation introduced by different 

assay stages. First, we develop and optimize a method to quantify whole-cell fluorescent protein 

abundance from widefield fluorescence microscopy images while minimizing imaging artifacts. 

Next, we characterize the spatial uniformity of ultraviolet irradiance applied to photoimmobilize 

proteins in the gel, and develop a method to quantify captured protein from photoimmobilized 

protein fluorescence. Finally, we compare corresponding whole-cell, photoimmobilized, and 

immunoprobed fluorescent protein abundance measurements from ~100 of the same single cells 

assayed per device to quantify the amount of intra-assay technical variation in both protein capture 

and protein detection. Identifying and controlling for sources of technical variability in protein 

abundance measurements will enable true biological variation to be distinguished from 

measurement error to a finer degree.  

 

2.2 Introduction 
Single cell measurements are crucial to identifying and understanding rare cell 

subpopulations, bimodal expression, and other cases where an ensemble measurement does not 

represent the behavior of some, or all, individual cells.1 Cell-to-cell differences can be manifested 

in different types of measurements, including RNA or protein expression levels. On the single cell 

level, RNA and protein expression are often poorly correlated due to differing rates of 

transcription, translation, and degradation.2 Thus, protein expression levels often cannot be 

predicted from RNA expression levels. Additionally, a single messenger RNA molecule can 

encode multiple protein structures (proteoforms) due to post-translational modifications such as 

phosphorylation and glycosylation.3 Thus, single cell protein expression measurements provide 

unique information about the state of individual cells which cannot be inferred from RNA 

measurements. 

Numerous techniques enable measurement of single cell protein expression, but these 

approaches generally lack proteoform specificity. Many techniques, such as 

immunocytochemistry, flow cytometry, mass cytometry4, and antibody barcode chips5, all rely on 
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antibody binding to detect proteins. However, antibodies often lack target specificity and cannot 

be used to distinguish different proteoforms with the same epitope.6,7 Alternatively, proteins can 

be labeled with genetically encoded fluorescent fusion tags so that single cell protein expression 

can be measured using fluorescence microscopy.8 However, the addition of a fluorescent protein 

tag or other labels substantially increases the size of the protein of interest, which can alter its 

function or localization within a cell. Because the protein tags are genetically encoded, they also 

will not distinguish between proteoforms. Lastly, mass spectrometry of single cells has recently 

been demonstrated9; however, proteins must first be digested into peptides, and thus it is not 

possible to reconstruct individual protein identities from the pooled digest to understand which 

post-translational modifications were associated with which individual proteins and/or 

proteoforms. Thus, there is a need for a tool which can measure proteoform expression on a single-

cell level.  

Electrophoretic cytometry tools fill this measurement gap by enabling high-throughput 

measurement of proteoforms in single cells. In electrophoretic cytometry, proteins are first 

separated by a physical property such as mass or charge prior to antibody-based detection 

(immunoprobing) (Figure 2.1). The prepended separation step enables proteoforms which bind 

the same antibody to be distinguished because they are spatially resolved based on mass or charge. 

Additionally, each electrophoretic cytometry assay makes use of a microwell array to enable tens 

to hundreds of single cells to be measured simultaneously. Electrophoretic cytometry assays have 

been applied to quantify HER2 isoform expression in single breast tumor cells10 and to study 

expression of multiple proteins from single circulating tumor cells11.  

However, a key limitation of any quantitative assay is technical variability; in 

electrophoretic cytometry, there are several process steps which can introduce technical variability 

into the system. Technical variability of single cell assays is challenging to quantify due to the lack 

of true technical replicates. Here, we aim to understand and control for sources of technical 

variation in single cell protein abundance measurements made by electrophoretic cytometry. 

Because electrophoretic cytometry involves both a protein separation and immunoblot, technical 

variability from multiple stages of the assay contribute to variation in the final readout. There are 

two overarching ways in which technical variability can arise – either as variation in the amount 

of protein captured in the gel, or variation in the amount of protein detected during the 

immunoprobing step. First, intra-assay variation can arise from different amounts of protein loss 

prior to photoimmobilization. Electrophoretic cytometry is an open microfluidic assay in which 

lysis buffer is poured over the top of the microwell array to initiate simultaneous lysis of all cells. 

Thus, variation in microwell depth as well as variation in lysis buffer flow profile across the 

microwell array can lead to variation in the amount of diffusive and/or convective loss of cell 

lysate from the open microwells prior to electrophoresis. Additionally, variation in ultraviolet 

(UV) intensity across the gel during the photoimmobilization step can lead to differences in protein 

capture efficiency. Second, technical variation can arise from the protein detection step, for 

instance due to variation in local antibody concentration. 

While previous studies have measured variation in isolated aspects of the assay, such as 

intra-assay variation in microwell height and protein diffusion out of the microwell12, the 

cumulative amount of technical variability in the amount of protein captured and detected via 

immunoprobing has not been quantified. To assess intra-assay technical variation arising from 

different assay stages, here we develop a method to quantify protein abundance at multiple 

upstream assay stages in addition to the traditional immunoprobing readout, using imaging 

techniques to quantify fluorescent protein abundance (Figure 2.1). After optimizing the upstream 
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assay readouts to minimize confounding factors in relating measured fluorescence to protein 

abundance, we characterize intra-assay technical variation at different assay stages by comparing 

protein abundance measured at different stages. Additionally, we quantify the total assay technical 

variability to understand the precision of protein abundance measurements made by 

electrophoretic cytometry.  

 
Figure 2.1. Method to quantify protein abundance at different stages of electrophoretic cytometry.  By running 

the assay with cells expressing a fluorescent protein (Turbo GFP; tGFP), tGFP abundance can be measured not only 

from immunoprobed area under the curve (AUC; the standard assay readout), but also at upstream steps (whole-cell 

and photoimmobilized abundance) via tGFP fluorescence. 

2.3 Materials & Methods 
Materials and equipment. Alexa Fluor 647-labeled beads used for microscopy optimization were 

generated by conjugating Alexa Fluor 647-labeled His-tagged Protein G to PureProteome nickel 

magnetic microparticles with 10 µm diameter obtained from Millipore Sigma (LSKMAGH02), as 

previously described13. Uniformly fluorescent reference slides for microscopy optimization are 

from Ted Pella (#2273). All microscopy was performed on an Olympus IX71 inverted 

epifluorescence microscope with a Lumen Dynamics X-cite exacte fluorescence illumination 

source coupled to a liquid light guide (Lumatec, 805-00038), an Andor iXon+ EMCCD camera 

(DU-885K-C00-#VP), and MetaMorph image acquisition software. All photoimmobilized and 

immunoprobed protein bands were imaged with a fluorescence microarray scanner (Genepix 

4300A, Molecular Devices). Electrophoretic cytometry reagents are the same as reported 

previously14. 

Characterization of the impact of sample height variation on fluorescent image 

quantification. 160 images were acquired across a uniform fluorescent reference slide (Ted Pella 

#2273), with ~2.5 mm spacing between each image. Automated stage control (Metamorph Multi-

Dimensional Acquisition) was used to program acquisition of images in an arrayed pattern. The 

uniform reference slide was placed either on a custom-made 3D-printed stage adapter, or on a 
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commercial metal stage adapter with a petri dish and slide insert (Applied Scientific 

Instrumentation). 

Characterization of technical variation in photoimmobilized protein quantification. 8%T, 40 

µm-thick polyacrylamide gels were cast with 200 nM purified turbo GFP (tGFP; Evrogen FP552) 

evenly mixed into the precursor. After chemical polymerization, the gels were exposed to 

collimated UV light (~20 mW/cm2, OAI Model 30 Collimated UV Light Source) for 300 s to 

photoimmobilize the tGFP uniformly within the gel. Gels were washed in 1× Tris buffered saline 

with Tween 20 (TBST) for at least 30 min, then rinsed in deionized (dI) water, dried with a nitrogen 

stream, and imaged with Genepix to confirm a uniform initial protein distribution. Gels were 

subsequently rehydrated, and different mock assay procedures (application of lysis buffer, electric 

field, and/or uncollimated UV exposure with a Lightningcure LC8 for photoimmobilization) were 

performed, depending on the experiment. Gels were then washed, rinsed, dried, and imaged with 

Genepix again to quantify fluorescence uniformity after the experiment.   

Polyacrylamide gel fabrication. 8%T polyacrylamide gels with microwell arrays were cast from 

micropost molds microfabricated by SU-8 photolithography. Microposts were 40 µm tall and 32 

µm in diameter, with 600 µm axial spacing and 800 µm spacing along the separation lane. 

Microposts (and corresponding microwells) were patterned in 10 × 18 micropost/well blocks, with 

larger spacing in between each block, for ease of subsequent mapping of whole-cell images to 

corresponding photoimmobilized and immunoprobed protein images.  

Whole-cell imaging and quantification. tGFP-expressing U251 glioblastoma cells were settled 

in 32 µm-diameter, 40 µm-deep microwells as described previously.14 After cell settling, ~1 mL 

of 1× phosphate-buffer saline (PBS) was pipetted on top of the gel to keep it hydrated during 

whole-cell imaging. The gel was placed in a petri dish lid on a metal stage adapter (Applied 

Scientific Instrumentation) on the microscope. Brightfield and fluorescence images of each well 

were taken with a 20×/0.45 numerical aperture (NA) objective with a correction collar set to correct 

for the ~1 mm-thick petri dish lid and ~1 mm-thick glass slide under the gel. Automated stage 

control was used to program stage movement to each microwell in the array, and image location 

was saved with each image to facilitate mapping of whole-cell fluorescence to downstream protein 

abundance measurements from the same corresponding cell.  

 All whole cell images were flat-field corrected to correct for nonuniform illumination 

across the field of view. Dark and flat-field images were obtained as described previously15, except 

that a uniformly fluorescent reference slide (Ted Pella #2273) was used as a uniformly fluorescent 

sample for flat-field images. Flat-field correction was performed by subtracting each fluorescence 

image by the dark image, and then dividing by the flat-field image of a uniformly fluorescent 

sample. After flat-field correction, an intensity profile was generated from each fluorescence 

image by calculating the mean of each column of pixels in the image, subtracted by the median of 

each column (because the cell diameter was substantially less than half the width and height of the 

field of view, the median of each column served as a measure of the background intensity in the 

image). Whole-cell fluorescence was quantified by area-under-the-curve (AUC) analysis from a 

Gaussian fit, as described previously16. Whole-cell fluorescence was only quantified from wells 

containing a single cell, and microwell indices for each whole-cell AUC were used to match whole-

cell AUC to photoimmobilized and immunoprobed AUC from the same cell.   

Electrophoretic cytometry. Immediately after whole-cell imaging, electrophoretic cytometry was 

performed using a modified protocol optimized for photoimmobilized tGFP quantification, as 

described previously14. Briefly, the gel was adhered in a custom-built electrophoresis chamber 

with Vaseline, and subjected to cell lysis (30 s at 4 oC) and then electrophoresis (20 s at 40 V/cm). 
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Immediately after electrophoresis, the electric field was turned off and leads unclipped from the 

chamber for safety, Vaseline was wiped off the back of the glass slide, and the gel was moved to 

a 4-well dish with 1× TBST, with gel side facing up. The gel was then exposed to collimated UV 

(365 nm, 300 s at ~20 mW/cm2) for photoimmobilization.  

Immunoprobing. Immunoprobing was performed as reported previously16,17, using rabbit anti-

TurboGFP primary antibody (ThermoFisher PA5-22688) at a concentration and donkey anti-rabbit 

Alexa Fluor 647 secondary antibody (ThermoFisher A31573), both diluted to a concentration of 

0.1 mg/mL in 1× TBST with 2% bovine serum albumin (BSA).  

Linear range determination. We focused on technical variation of protein abundance 

measurements within the linear range of the immunoassay, where starting and measured protein 

abundance are proportional. The linear range of the whole-cell and immunoprobed measurements 

was identified using the approach developed by Kroll et al.18 Briefly, data points are determined 

to be in the linear range if there is less than a 10% improvement (as defined by the root mean 

square error, RMSE) in a 4-parameter logistic model fit over a linear fit for the data points (Figure 

2.2). In electrophoretic cytometry, we expect the plot of starting vs. measured protein abundance 

will be linear at low protein levels and plateau at high protein levels due to antibody saturation. To 

determine the upper bound of the linear range, linear and 4-parameter logistic models were both 

fit to increasingly wide subsets of the data. The maximum whole-cell tGFP abundance increased 

so that one new cellular measurement was included with each round of fitting. The upper bound 

of the linear range is the maximum whole-cell tGFP abundance level that can be included in the 

dataset before the RMSE of the 4-parameter logistic model fit is >10% lower than the RMSE of 

the linear fit. The linear ranges of whole-cell AUC vs. photoimmobilized AUC and 

photoimmobilized AUC vs. immunoprobed AUC were determined with the same method. Only 

data from separation lanes in which all 3 measurements (whole-cell, photoimmobilized, and 

immunoprobed AUC) were within the linear range were used for subsequent analysis. 

 
Figure 2.2. Determination of the linear range of electrophoretic cytometry data.  (A) Many immunoassays exhibit 

a sigmoidal dose-response curve, with a plateau at low analyte levels due to nonspecific antibody binding, and a 

plateau at high analyte levels due to antibody saturation. However, the local background subtraction implemented in 

electrophoretic cytometry analysis eliminates the lower plateau from the dose response curve. (B) The percent 
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difference of the root-mean-square error (RMSE) for a linear vs. 4 parameter logistic fit to electrophoretic cytometry 

dose response data as a function of the maximum protein abundance included in the fitted data. The linear range is 

defined as the data for which the linear fit has a similar goodness of fit as a 4 parameter logistic fit (RMSE difference 

of <10%). (C) Electrophoretic cytometry dose response data, with the linear data and fit indicated in black, and the 

nonlinear data and fit indicated in red. 

2.4 Results & Discussion 
Minimizing technical variation of whole-cell quantitative fluorescence imaging. To accurately 

compare the fluorescence of whole suspended U251-tGFP cells isolated in microwells across a 

~37 mm × 25 mm electrophoretic cytometry chip, we first sought to develop a robust whole-cell 

quantitative fluorescence imaging workflow. In particular, we aimed to eliminate vertical 

smearing, minimize spatial variation in chip height, and correct for uneven illumination across 

each field of view.  

Vertical smearing is dependent on the ratio of exposure time to image transfer time on frame-

transfer CCD sensors. We optimized image acquisition settings to eliminate vertical smearing 

artifacts, which appear as vertical fluorescent lines above and below fluorescent objects such as 

whole cells (Figure 2.3). These vertical lines have greater fluorescence intensity than the 

surrounding background (Figure 2.3B-C), which introduces error in background subtraction and 

whole cell fluorescence quantification.  

 
Figure 2.3. Vertical smearing in whole U251-tGFP cell fluorescence image impacts fluorescence quantification.  

(A) Widefield fluorescence microscopy image (2 ms exposure, 1.02 µs/pixel vertical shift speed) of a single U251-

tGFP cell settled in a microwell. (B) Average fluorescence intensity profile of the whole image. (C) Average 

fluorescence intensity profile of a background region in the image. For B-C, the average fluorescence of each column 

of pixels is plotted as a function of horizontal distance across the image. 

 We hypothesized that vertical smearing arises from the frame transfer process of the CCD 

sensor. The camera used here has a frame-transfer EMCCD sensor, in which photons collected in 

the top half of the chip are rapidly shifted to the bottom shielded half (‘storage region’) of the chip 

prior to readout. We hypothesize there is a slight delay between the time when image acquisition 

begins and the time when the light guide (excitation source) shutter closes. Because the camera 

model used here does not have a shutter, the CCD chip may still be exposed to incident light as 

the pixels are being vertically shifted down during the frame transfer process; this explains the 

vertical line above the fluorescent point. There is also a vertical line below each fluorescent point 

because the camera “recycles” each row of pixels, so after each row is read out the bottom of the 

image, it is cycled back up to the top. Because the camera does not have a shutter, we hypothesize 

that the camera reads the current frame prior to reading the actual image data in order to clear the 

array and set all the pixels to zero. Thus, the lower streak is from the pre-acquisition “zeroing” 

image, and the upper streak is from the acquired image exposure. If the exposure time is short (so 
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it is on the same order as the duration of frame transfer), the vertical lines will be more 

significant19,20.   

 To test this hypothesis, we acquired images of fluorescent beads with different ratios of 

exposure time to transfer time. Transfer time is equal to the product of the vertical dimension of 

the image and the vertical shift speed. In agreement with our hypothesis, we find that vertical 

smearing is eliminated when exposure time is substantially longer than transfer time (Figure 2.4). 

Thus, vertical smearing in whole-cell fluorescent imaging was eliminated by a combination of 

increasing vertical shift speed and/or increasing exposure time. While faster vertical shift speeds 

can reduce charge transfer efficiency, effectively decreasing pixel full-well depth and dynamic 

range, we found that dynamic range remained sufficient to quantify whole-cell fluorescence. 

 
Figure 2.4. Increasing exposure time relative to transfer time reduces vertical smearing in images acquired 

with frame-transfer CCD cameras.  1002 (height) × 1004 (width) pixel images of AF647-labeled beads acquired 

with 2 ms exposure with either (A) the slowest possible vertical shift speed (3.73 μs/pixel), corresponding to 3.74 ms 

transfer time, or (B) the fastest possible vertical shift speed (0.56 μs/pixel), corresponding to 0.56 ms transfer time. 

All other imaging and image contrast settings are the same in both images. 

Uniform sample height is critical for quantitative fluorescence imaging across large-area chips. To 

quantify whole-cell fluorescence, we aimed to image each cell settled in microwells across a 37 

mm × 25 mm electrophoretic cytometry chip. The vertical position of the sample relative to the 

microscope objective’s depth of focus influences the image fluorescence. To verify that variation 

in measured whole-cell fluorescence is due to biological variation and not variation in sample 

height, we characterized the measured fluorescence of 160 images taken across a 25 mm × 75 mm 

uniformly fluorescent reference slide. We find that the stage adapter used to hold the slide 

introduces spatial variation in measured fluorescence. The fluorescence of images of a uniformly 

fluorescent slide placed on a 3D-printed stage adapter had substantial spatial variation, with a 

coefficient of variation (CV) among all images of 10.2% (Figure 2.5A). In contrast, the 

fluorescence of images of the same slide placed in a petri dish on a metal stage adapter exhibited 

no strong spatial pattern, with a CV of 1.0% (Figure 2.5B). We hypothesize that the metal stage 

adapter is more level than the 3D printed adapter, leading to less variation in sample height and 

resulting image fluorescence. 
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Figure 2.5. Sample tilt introduces spatial technical variation in fluorescence imaging.  Heatmap of mean image 

intensity of 160 images (normalized to the mean of all images) taken at even spacing across a 25 mm × 75 mm 

uniformly fluorescent reference slide placed on (A) a non-level stage adapter, and (B) a level stage adapter. 

Flat-field correction reduces error introduced by nonuniform illumination within a field of view. 

Because fluorescence illumination is often nonuniform across the field of view, flat-field 

correction should be performed to correct for uneven illumination21. To characterize the effect of 

flat-field correction, we quantified the intra-image variation in fluorescence intensity of a 

uniformly fluorescent reference slide before and after flat-field correction (n = 220 images). We 

find that flat-field correction decreases the mean intra-image standard deviation in fluorescence 

from 6.37% to 1.70% (Figure 2.6). Thus, we have confirmed that flat-field correction post-

processing reduces technical variation in widefield fluorescence images by reducing the effect of 

nonuniform illumination.  



19 

 

 
Figure 2.6. Flat-field correction reduces error introduced by nonuniform fluorescence excitation. Representative 

widefield fluorescence image of a uniformly fluorescent reference slide and histogram of the intra-image standard 

deviation in fluorescence intensity for multiple images before (A,B) and after (C,D) flat-field correction. (E) Intensity 

line profile across the diagonal of one representative image before and after flat-field correction.  

 Overall, we have reduced technical variation in whole-cell quantitative widefield 

fluorescence imaging over an array of microwells spanning 10s of mm through optimization of 

both acquisition parameters and post-processing. At the image acquisition stage, we have 

eliminated vertical smearing artifacts associated with slow frame transfer times relative to 

exposure times, and we have minimized variation due to sample tilt. At the post-processing stage, 

we implemented flat-field correction to correct for uneven illumination.  

Minimizing technical variation of protein photoimmobilization. To quantify the amount of 

protein captured within the gel after electrophoresis and photoimmobilization, we aimed to 

perform electrophoretic cytometry on U251-tGFP cells and quantify the fluorescence of 

photoimmobilized tGFP. However, the 365 nm UV light used to initiate the photoimmobilization 

reaction causes tGFP photobleaching and has been shown to increase autofluorescence of 

electrophoretic cytometry gels22. In order for gel fluorescence to correspond to tGFP abundance, 

the amount of tGFP photobleaching and gel autofluorescence must be uniform across the gel area. 

To assess whether photobleaching and autofluorescence are uniform, we characterized the intra-

chip variation in fluorescence of gels with uniformly distributed tGFP before and after performing 

a mock electrophoretic cytometry run (i.e., incubation in lysis buffer, electric field application, and 

UV photoimmobilization). To distribute tGFP uniformly within the gel, tGFP was mixed into the 

gel precursor. After gel polymerization, tGFP was photoimmobilized in the gel with a collimated 

UV source (which we hypothesized would have a more uniform UV distribution than the 

uncollimated, but higher-intensity, UV source typically used for electrophoretic cytometry 

photoimmobilization).   

We characterized the intra-gel variation in fluorescence before and after running a mock 

electrophoretic cytometry assay on the gel. To mimic standard analysis of electrophoretic 

cytometry separation lanes, the gel image was divided into ~1500 separation lanes (1000 µm × 

400 μm) (Figure 2.7A-B). We calculated the CV of the mean intensities of all separation lanes 
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before and after UV exposure from the uncollimated UV source used for photoimmobilization 

(Hamamatsu LC8).  Before the mock assay, the intra-gel variability in fluorescence was relatively 

low (CV of lane intensities = 5.5% ± 2.2%) (Figure 2.7C). After the mock assay, intra-gel 

variability in fluorescence was significantly higher (2-tailed paired T test), with a CV of 19.2% ± 

2.7% (Figure 2.7D-E).  

 
Figure 2.7. Intra-gel variability in fluorescence increases after mock electrophoretic cytometry.  CV was 

calculated among mean fluorescence intensities of over 1000 separation lanes chosen from the images of the gel (A) 

pre-UV and (B) post-UV. Heatmaps of gel fluorescence (C) pre-UV and (D) post-UV demonstrate the increased 

variation in intra-gel fluorescence after UV exposure, which was quantified through (E) a box plot of intra-gel CV 

before and after UV exposure (2-tailed paired T test, p<0.05). 

 We observed that after the mock electrophoretic cytometry process, the gels often 

displayed streaky fluorescence patterns (Figure 2.7D). Because bubbles have been found to alter 

the path and intensity of incident light (i.e., lensing)23, we hypothesized that bubbles formed by 

electrolysis during application of an electric field increase spatial variation in UV irradiance, 

contributing to the nonuniform gel fluorescence observed. To test this hypothesis, we compared 

the spatial variation in tGFP gel fluorescence after UV exposure in gels either with or without a 

preceding electrophoresis step. We found that intra-gel variation in fluorescence was significantly 

higher in gels in which an electric field was applied than in gels without electrophoresis, as seen 

both qualitatively from heatmaps of gel fluorescence (Figure 2.8) and box plots of intra-gel CV 
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in fluorescence (Figure 2.9). The results support our hypothesis that bubbles generated during 

electrophoresis increase spatial variation in UV irradiance during the photoimmobilization step. 

We have demonstrated that the spatial variation in UV irradiance yields spatial variation in tGFP 

photobleaching and/or gel autofluorescence; it remains unclear whether variation in UV irradiance 

also yields spatial variation in protein photoimmobilization efficiency. When comparing whole 

cell and photoimmobilized tGFP abundance to characterize intra-assay technical variation, we thus 

chose to use an alternate electrophoretic cytometry workflow in which the gel was moved into a 

different buffer bath (containing no bubbles) after electrophoresis, and a collimated UV source 

was used to immobilize proteins within the gel14. In this workflow, we assumed in-gel tGFP 

fluorescence corresponds to photoimmobilized protein abundance because UV irradiance is more 

uniform across the gel. 

 
Figure 2.8. Electric field application followed by UV exposure using the uncollimated UV source results in 

streaky in-gel fluorescence patterns, whereas UV exposure alone does not.  Heatmaps of fluorescence distribution 

in representative gels containing uniformly distributed tGFP before and after UV exposure. A lysis buffer and electric 

field were applied to gels in the top row prior to UV exposure, to mimic the electrophoretic cytometry process. Only 

lysis buffer (no electric field) was applied to gels in the bottom row prior to UV exposure.   
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Figure 2.9. Intra-gel variability in fluorescence is significantly higher after electric field application (i.e., an 

electrophoresis step) and UV exposure, but not after UV exposure alone.  Box plots of intra-gel variation in 

fluorescence for gels with uniformly distributed tGFP, subjected to different assay conditions. Two-tailed paired t-

test, p = 0.0023 (comparison of pre- and post-UV gels with electrophoresis) and 0.967 (comparison of pre- and post-

UV gels with no electrophoresis). 

Characterizing technical variation at different assay stages from corresponding whole-cell, 

photoimmobilized, and immunoprobed protein measurements.   

 After optimizing the approach to imaging whole cells and photoimmobilized protein to 

minimize technical variation which would confound the relationship between fluorescence and 

protein abundance, we performed electrophoretic cytometry assays in which tGFP abundance was 

quantified from each whole cell, photoimmobilized protein band, and immunoprobed protein band. 

Measurements were spatially indexed so that protein abundance from the same cell could be 

compared across different assay stages.  

 To visualize the amount of technical variation in different assay stages, we plotted tGFP 

abundance measured at two different stages against each other (Figure 2.10). In the absence of 

technical variation, the tGFP abundance at one assay stage would be directly proportional to tGFP 

abundance at another assay stage, so the data points from all cells would form a straight line (r2 = 

1). However, we observe dispersion in all assay stage comparisons. The relationship between 

whole-cell and photoimmobilized tGFP abundance (Figure 2.10A, Table 2.1) indicates the 

amount of technical variation in protein capture; comparison of photoimmobilized and 

immunoprobed tGFP abundance (Figure 2.10B, Table 2.1) indicates the amount of technical 

variation in protein detection; comparison of whole-cell and immunoprobed tGFP abundance 

indicates the amount of technical variation in the entire electrophoretic cytometry assay (Figure 

2.10C, Table 2.1). Overall, the correlation coefficients for corresponding stages were similar in 

magnitude to previously reported correlations between photoimmobilized and immunoprobed 

tGFP24, and whole-cell and immunoprobed GFP25. In 2 out of 3 replicate gels, the correlation 

between whole-cell and immunoprobed tGFP abundance (indicating total assay technical 

variation) is lower than the correlation between intermediate stages, as would be expected. It is 

unclear why the r2 value between photoimmobilized tGFP and immunoprobed tGFP abundance is 

lower than the total assay r2 for Gel 1, but we hypothesize that some remaining technical variation 
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in the photoimmobilized tGFP abundance measurement (e.g., nonuniform tGFP photobleaching) 

may contribute by confounding exact measurement of photoimmobilized tGFP abundance.  

 
Figure 2.10. Correlation between tGFP abundance at different assay stages.  (A) Scatterplot of whole-cell vs. 

photoimmobilized tGFP AUC, indicating the amount of technical variation in protein immobilization. (B) Scatterplot 

of photoimmobilized vs. immunoprobed tGFP AUC, indicating the amount of technical variation in protein detection 

(via antibody binding). (C) Scatterplot of whole-cell vs. immunoprobed tGFP AUC, indicating total amount of 

technical variation in electrophoretic cytometry. N = 73, 87, and 127 cells for Gels 1, 2, and 3, respectively.  

Table 2.1. Correlation coefficients (r2) between tGFP abundance measurements at different assay stages. 

 r2, Whole-cell vs. 

photoimmobilized 

r2, Photoimmobilized vs. 

immunoprobed 

r2, Whole-cell vs. 

immunoprobed 

Gel 1 0.8896 0.6649 0.7444 

Gel 2 0.7462 0.8838 0.7152 

Gel 3 0.8158 0.8306 0.6764 

 

 While the correlation coefficient (r2) provides a measure of the overall intra-assay 

variation, we also sought to quantify the expected measurement error of any individual 

photoimmobilized or immunoprobed protein band. To do so, we applied Bland-Altman analysis26 

to quantify the limits of agreement between each pair of datasets, as described previously14. The 

limits of agreement (marked in red in Figure 2.11) indicate the range of expected y values for a 

given x, based on the distribution of differences between the two datasets and a chosen threshold 

(e.g., ±2σ from the mean difference). From the limits of agreement, we can determine the expected 

fold difference between replicates (Figure 2.12). For example, from Bland-Altman analysis of the 

whole-cell and immunoprobed datasets, we find that two cells with equal whole-cell tGFP 

abundance may have immunoprobed tGFP abundance measurements that differ by up to 2.40 ± 

0.22-fold (N = 3 replicate assays), due to intra-assay technical variation.  
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Figure 2.11. Quantifying the degree of agreement between tGFP abundance at different assay stages with 

Bland-Altman analysis.  Scatterplot of tGFP abundance measured at different assay stages for one representative 

assay (N = 127 cells). Red lines indicate the Bland-Altman limits of agreement between each pair of datasets. (A) 

Whole-cell vs. photoimmobilized tGFP AUC, indicating the amount of technical variation in protein immobilization. 

(B) Photoimmobilized vs. immunoprobed tGFP AUC, indicating the amount of technical variation in protein detection 

(via antibody binding). (C) Whole-cell vs. immunoprobed tGFP AUC, indicating total amount of technical variation 

in electrophoretic cytometry. 

 
Figure 2.12. Fold difference in downstream tGFP abundance measurements which may arise from two replicate 

starting tGFP abundance measurements.  For each pair of tGFP abundance measurements, fold differences are 

calculated from Bland-Altman analysis for N = 3 gels (each containing 73 – 127 cells). 

2.5 Conclusions 
Quantifying technical variation in single-cell destructive assays such as electrophoretic 

cytometry is challenging due to the lack to true technical replicates. Here, we have developed a 

workflow to track the abundance of a fluorescent protein throughout the electrophoretic cytometry 

process, to quantify not only overall intra-assay technical variation, but also the technical variation 

arising from different stages of the assay. We find similar levels of correlation between whole-cell 

and photoimmobilized protein abundance, and between photoimmobilized and immunoprobed 

protein abundance, suggesting that there are similar levels of technical variation in protein capture 

and detection. However, to avoid nonuniform UV photobleaching of photoimmobilized tGFP, the 

assay characterized here used a more uniform (collimated) UV source for photoimmobilization; 
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further studies are needed to investigate whether the uncollimated, higher-irradiance UV source 

traditionally used for electrophoretic cytometry introduces additional technical variation. While 

here we used a relatively small cytoplasmic protein (tGFP), future work could use fluorescent 

fusion proteins of different molecular masses and/or subcellular localizations to understand how 

the amount of technical variation differs depending on molecular mass, protein structure, or 

solubilization rate and location within the cell. The fluorescent imaging and analysis frameworks 

established in this study support robust characterization of fluorescent protein abundance through 

the electrophoretic cytometry process to facilitate further studies to understand and minimize 

sources of technical variation in single-cell protein abundance measurements, improving assay 

precision. The next chapter will build upon these findings to further investigate and minimize 

technical variation in the immunoprobing stage of the assay. 
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Chapter 3  
 

Probe-target hybridization depends on spatial 

uniformity of initial concentration condition across 

large-format chips 
 
Adapted with permission from A. Geldert, H. Huang, & A. E. Herr, “Probe-target hybridization 

depends on spatial uniformity of initial concentration condition across large-format chips”, 

Scientific Reports, 2020. 

 

3.1 Abstract 
Diverse assays spanning from immunohistochemistry (IHC), to microarrays (protein, DNA), to 

high-throughput screens rely on probe-target hybridization to detect analytes. These large-format 

‘chips’ array numerous hybridization sites across centimeter-scale areas. However, the reactions 

are prone to intra-assay spatial variation in hybridization efficiency. The mechanism of spatial bias 

in hybridization efficiency is poorly understood, particularly in IHC and in-gel immunoassays, 

where immobilized targets are heterogeneously distributed throughout a tissue or hydrogel 

network. In these systems, antibody probe hybridization to a target protein antigen depends on the 

interplay of dilution, thermodynamic partitioning, diffusion, and reaction. Here, we investigate 

parameters governing antibody probe transport and reaction (i.e., immunoprobing) in a large-

format hydrogel immunoassay. Using transport and bimolecular binding theory, we identify a 

regime in which immunoprobing efficiency (η) is sensitive to the local concentration of applied 

antibody probe solution, despite the antibody probe being in excess compared to antigen. 

Sandwiching antibody probe solution against the hydrogel surface yields spatially-nonuniform 

dilution. Using photopatterned fluorescent protein targets and a single-cell immunoassay, we 

identify regimes in which nonuniformly-distributed antibody probe solution causes intra-assay 

variation in background and η. Understanding the physicochemical factors affecting probe-target 

hybridization reduces technical variation in large-format chips, improving measurement precision.  

 

3.2 Introduction 
Probe-target hybridization over centimeter length scales underpins diverse workhorse 

assays, including DNA and protein microarrays, immunohistochemistry (IHC), in situ 

hybridization (ISH), and in-gel immunoassays. In such large-format chips, fluorescently labeled 

probes or targets bind to species immobilized across an area approximating a microscope slide in 

size (~25 mm x ~75 mm). Large-format chips facilitate either concurrent measurement of 100s to 

1000s of samples arrayed as spots, or study of the tissue microenvironment over centimeter 

distances. Although the large format increases throughput via concurrent measurements, intra-

assay spatial variability is often observed, which increases measurement error.1–4  

The mechanism of spatial bias in probe-target reactions in large-format chips is platform-

dependent. When immobilized probes are incubated with a solution containing limited amounts of 

targets (e.g., DNA microarrays), spatial variation is attributable to diffusive transport limitations 
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and target depletion.1 In contrast, in other assays (e.g., reverse phase protein arrays, IHC, ISH, and 

single-cell immunoblots) immobilized targets are incubated with a more concentrated probe 

solution. The mechanism of spatial technical variation in these immobilized-target, probe-in-

excess formats is poorly understood. Hypothesized mechanisms of spatial bias in probe-target 

hybridization include intra-assay variation in substrate density and permeability3 as well as 

nonuniform reagent distribution due to warped coverslips or evaporation near the edges of the fluid 

layer5; however, few studies have validated or addressed the mechanism of spatial bias. While 

strategies to reduce spatial bias using internal standards6, normalization3,4, and other post-

processing approaches have been developed – particularly for arrayed systems – these approaches 

can be challenging to integrate in all assay formats. Understanding the mechanism of spatial 

variation in probe-target hybridization is crucial to eliminate the root cause of intra-assay technical 

variation in immobilized-target, probe-in-excess assays. 

The amount and mechanism of spatial variability in IHC and in-gel immunoassays (e.g., 

single-cell immunoblotting7) is especially unclear, as complex phenomena impact probe-target 

binding in these assays. In both IHC and in-gel immunoassays, the target antigen is distributed 

throughout a sample matrix (e.g., tissue slice or hydrogel) with non-negligible thickness (~10s of 

µm), rather than being printed on a planar substrate as in microarrays. Local antibody probe 

concentration within the sample matrix may vary both depth-wise and laterally. Thermodynamic 

partitioning,8,9 unknown diffusive timescales into tissue10, and variable tissue permeability11 

reduce probe concentration in the sample matrix and may add variability to Z-directional probe 

penetration in tissue sections. The fluid layer on a hydrated hydrogel surface or rinsed IHC tissue 

slice increases variation in the degree of probe dilution.12 To minimize technical variation due to 

probe depletion, probe concentrations should be in excess of target13; thus, probe concentration 

must be especially high to overcome thermodynamic partitioning and dilution effects. The 

necessary high concentration of probe increases the importance of minimizing probe volume to 

conserve reagents and cost. However, unlike in microarrays, the location of target molecules in 

tissue sections and single-cell immunoblot chips is unknown; thus, probe must be distributed 

across the entire surface of the chip and cannot be precision-spotted at defined locations. 

Additionally, both IHC and single-cell immunoblotting (as well as other immunoassays) rely on 

antibodies as probes, which exhibit a wide range of binding affinities (probe-to-probe, and lot-to-

lot for the same probe).14–18 Overall, the complex and variable interplay of thermodynamic 

partitioning effects, nonuniform probe dilution, and concentration-dependent reaction phenomena 

raise important considerations for making semi-quantitative protein measurements across large-

format chips.  

Here, we characterize antibody probe uniformity across centimeter distances in an in-gel 

immunoassay and determine the impact of initially nonuniform probe concentration on 

immunoprobing efficiency (η). Hydrogels are an excellent model system in which to study spatial 

variation in immunoprobing because hydrogels can be fabricated with controlled porosities, 

measurable partition coefficients9, and specific concentrations of immobilized target. We 

demonstrate that sandwiching a hydrated gel against a thin layer of probe solution (a commonly-

used method of probe introduction5,19,20) distributes antibody nonuniformly across the chip. We 

apply bimolecular binding theory to identify a regime within standard IHC and in-gel 

immunoassay conditions in which η is highly sensitive to local antibody probe concentration, even 

when the antibody is in excess compared to the antigen. For experimental validation, we develop 

a stirring strategy which homogenizes antibody probe concentration across the area of the chip 

without requiring any increase in antibody concentration or volume. This stirring strategy allows 
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us to test controlled boundary conditions while maintaining the same assay format, to compare 

intra-assay spatial variation in η in chips probed with uniform and nonuniform antibody fluid 

layers. Using polyacrylamide gels with photopatterned protein spots as well as single-cell 

immunoblots7, we demonstrate significant intra-assay spatial variation in η and background 

fluorescence when antibody probe is distributed nonuniformly across the assay, despite the 

antibody being in excess. We establish for the first time, to our knowledge, that probe is 

nonuniformly distributed across large-format chips immediately after probe is interfaced with the 

chip (before any spatial variation in partitioning, depletion, or other factors could have an effect). 

Using both a bimolecular binding model and a controlled hydrogel system, we identify the regime 

in which this nonuniformity impacts η.   

 

3.3 Materials & Methods  
Chemicals/Reagents. Acrylamide/bis-acrylamide 30% solution (37.5:1, A3699), sodium 

deoxycholate (D6750), sodium dodecyl sulfate (SDS; L3771), and Triton X-100 (X100) for cell 

lysis buffer, ammonium persulfate (A3678) and N,N,N′,N′-Tetramethylethylenediamine (T9281) 

for gel polymerization, dichlorodimethylsilane (440272) and 3-(trimethoxysilyl)propyl 

methacrylate (440159) for wafer and glass silanization, respectively, and bovine serum albumin 

(BSA, A7030) were all purchased from Sigma-Aldrich. N-(3-((3-

benzoylphenyl)formamido)propyl) methacrylamide (BPMAC) was custom-synthesized by 

PharmAgra Labs. Gels were cast on wafers (WaferPro C04009) microfabricated with SU-8 3050 

photoresist (Kayaku Advanced Materials Y311075), coated with dichlorodimethylsilane and gel 

slick solution (Lonza 50640). 1.5 M Tris-HCl, pH 8.8 (T1588) was purchased from Teknova, 10× 

tris-glycine buffer (1610734) was purchased from Biorad, and 10× Tris buffered saline with Tween 

20 (TBST, 9997S) was purchased from Cell Signaling Technologies. Purified Turbo GFP (tGFP) 

protein (FP552) was purchased from Evrogen. Rabbit anti-TurboGFP primary antibody (PA5-

22688, lots UC2733591 and UD2749791) and donkey anti-rabbit Alexa Fluor 647 secondary 

antibody (A31573, lot 1964354) were purchased from ThermoFisher.   

Cell culture. U251 glioblastoma cells were lentivirally infected (multiplicity of 10) to express 

tGFP. These cells were transfected by and generously provided by Dr. Ching-Wei Chang in Prof. 

S. Kumar’s Laboratory at UC Berkeley. U251-tGFP cells were cultured in a humidified 37 oC 

incubator kept at 5% CO2 with DMEM + Glutamax - I medium (ThermoFisher 10566-016) 

supplemented with 10% fetal bovine serum (Gemini Bio-Products 100-106), 1× non-essential 

amino acids (ThermoFisher 11140-050), 1 mM sodium pyruvate (ThermoFisher 11360-070), and 

100 U/ml penicillin/streptomycin (ThermoFisher 15140-122). Cells were detached with 0.05% 

Trypsin-EDTA (ThermoFisher 25300-120) and resuspended in 4 °C 1× phosphate-buffered saline 

to generate cell suspensions used for single-cell immunoblots.  

Single-cell immunoblotting. Single-cell immunoblotting was performed as previously 

described20, with the following modifications. 8%T polyacrylamide gels were chemically 

polymerized using APS and TEMED on an SU-8 3050 microfabricated mold with microposts (32 

μm diameter, ~40 μm height; 800 μm spacing along electrophoretic separation axis, 600 μm 

spacing between separation lanes). 300 µL of a U251-tGFP cell suspension was pipetted onto a 

polyacrylamide gel microwell array cast on half a microscope slide (~25 mm x 37.5 mm) and 

passively settled into microwells.  

After cell settling, excess cells were rinsed off the gel, the device was adhered with Vaseline 

inside a custom-built electrophoresis chamber, and cell lysis (30 s at 4 oC), electrophoresis (20 s 

at 40 V/cm), and photo-immobilization (300 s at ~20 mW/cm2) were performed. 
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Lysis/electrophoresis buffer (1× RIPA: 0.5% SDS, 0.25% sodium deoxycholate, 0.1% Triton X-

100, 0.5× Tris-glycine, as previously reported20) at 4 oC was used, as this was found to maximize 

the number of detectable photo-immobilized tGFP bands. We hypothesize that keeping the proteins 

at 4 oC (rather than the previously-reported 50 oC20) minimizes tGFP denaturation and diffusive 

losses. Immediately after electrophoresis, the device was removed from the electrophoresis 

chamber and placed gel side up in a 4-well dish with 4 oC 1× TBST and photo-immobilized (OAI 

Model 30 Collimated Ultraviolet [UV] Light Source). Proteins were photo-immobilized using a 

collimated UV source to ensure that UV intensity, and thus tGFP photobleaching rate, is spatially-

uniform. It is important to wipe Vaseline off the back of the slide prior to photo-immobilization 

and ensure no bubbles are trapped between the UV source and the gel, as these will make the UV 

illumination nonuniform by inducing scattering and/or lensing artifacts. After photo-

immobilization, the gels were washed for ≥30 min in 1× TBST on a rotator, rinsed with dI water, 

dried with a nitrogen stream, and imaged with the 488 nm laser channel of a fluorescence 

microarray scanner (Genepix 4300A, Molecular Devices) to image photo-immobilized tGFP 

bands.  

After collecting images of the photo-immobilized tGFP, gels were rehydrated in 1× TBST 

and immunoprobed for tGFP. The immunoprobing sequence consisted of primary antibody probe 

incubation (2 h), wash (2 × 30 min in 1× TBST), secondary antibody probe incubation (1 h), wash 

(2 × 30 min in 1× TBST). Afterward, gels were rinsed with dI water, dried, and imaged again using 

the 635 nm laser channel to detect immunoprobed signal. 

Antibody probe introduction methods and imaging. A 40 µL droplet of antibody probe solution 

was pipetted onto a clean glass plate and a half slide gel (hydrated in 1× TBST) was placed gel 

side down on top of the droplet, spreading the droplet across the area of the gel. In some 

experiments, the antibody fluid layer was stirred by laterally shifting the gel across the antibody 

solution a distance of ~3 cm in multiple directions 3-4 times. When immunoprobing with an 

antibody bath, 5 half slides were placed in a slide mailer (Globe Scientific, 513062) with enough 

antibody solution to cover the top of the slides (10 mL). 0.05 mg/ml primary and secondary 

antibody solutions (diluted in 1× TBST with 2% wt/vol BSA) were used in all experiments.  

To image antibody probe distribution across a half slide, fluorescently-labeled secondary 

antibody incubations were set up against a 50 mm x 75 mm glass slide using polyacrylamide gels 

with the same composition and dimensions as were used for single-cell immunoblotting 

separations, except without microwells. The polyacrylamide gels did not contain any photo-

immobilized protein. Widefield fluorescence (Cy5 filter cube, Chroma 49009) images of the gel 

were taken with an Olympus 4x/0.13 NA objective on an Olympus IX71 inverted epifluorescence 

microscope, with a Lumen Dynamics X-cite exacte fluorescence illumination source coupled to a 

liquid light guide (Lumatec, 805-00038). Images were stitched in ImageJ.  

Creating and immunoprobing photopatterned protein spots. 0.005 mg/ml purified tGFP 

protein was diffused into an 8%T polyacrylamide gel using the same ‘sandwich’ introduction 

method as described above for antibodies. After incubating for 1 h, the gel was briefly dipped in 

dI water to remove excess tGFP pooled on the surface of the gel, and then placed gel side down 

against a #1.5H glass coverslip (Ibidi 10812). The gel was laterally shifted against the coverslip to 

remove any bubbles which would scatter or lens UV. The coverslip-gel assembly was placed on 

top of a mylar mask (coverslip side down) and exposed to collimated UV light for 300 s at ~20 

mW/cm2 (Figure 3.1a). tGFP is only photo-immobilized in regions of the gel exposed to UV (i.e., 

regions of the gel which are over clear parts of the mask)21 (Figure 3.1b-e). Thus, the size, spacing, 

and number of protein spots is highly tunable, as has been shown with other hydrogel 
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photopatterning methods.22,23 After photo-immobilization, gels were washed in 1× TBST for 2 × 

30 min to remove non-immobilized protein from the gel. 

 
Figure 3.1. Protein photopatterning in polyacrylamide gels.  (a) Workflow for generating photopatterned protein 

spots in a polyacrylamide hydrogel. The number of spots in the schematic is reduced for simplicity. Inverted 

fluorescence micrographs of a single (b) photo-immobilized Turbo GFP (tGFP) and (c) immunoprobed tGFP spot, 

with corresponding Gaussian intensity profiles. Inverted fluorescence micrographs demonstrate that ~1100 (d) photo-

immobilized and (e) immunoprobed tGFP spots can be patterned and measured on a single array.  

Estimation of partition coefficients and antibody/antigen stoichiometry in photopatterned 

protein system. We can estimate the concentration of target antigen and antibody probe within the 

gel based on the partition coefficients of antigen and antibody into the gel, as well as the antigen 

photo-immobilization efficiency. The total number of antigen molecules in the gel can be estimated 

by Eq. 3.1:   

 Antigen molecules in gel = [Ag]*V*KAg*A*γ Eq. 3.1 

where [Ag] and V are the concentration and volume of antigen solution the gel is incubated with, 

respectively, KAg is the partition coefficient of the antigen in the gel, A is the fractional open area 

on the photomask, and γ is the photo-immobilization efficiency. A can be easily tuned via mask 

design, by altering the spacing and size of the UV-exposed areas.  

Similarly, the total number of antibody molecules in the gel can be estimated by Eq. 3.2. 

Because antibodies are distributed across the entire half slide and not photo-immobilized in place, 

the A and γ terms do not play a role: 
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 Antibody molecules in gel=[Ab]*V*KAb Eq. 3.2 

To ensure antibody was in excess of tGFP for immunoprobing experiments, we calculated the 

necessary concentration of tGFP and antibody with which to incubate the gels to ensure the 

antibody/tGFP ratio was >>1. In our system, we determine the antibody/tGFP ratio is 23.5:1, based 

on a photo-immobilized spot diameter of 100 microns and spacing of dx = 500 microns and dy = 

1000 microns, as well as the previously-published7 value of γtGFP in 8%T = 0.275. 

 The partition coefficient of tGFP in an 8%T polyacrylamide gel was calculated from 

Ogston’s ideal size-exclusion model24, which relates the partition coefficient (K) of a solute to its 

hydrodynamic radius (Rh), as well as to the polymer volume fraction (Φ) and polymer fiber radius 

(af) of the matrix according to Eq. 3.3: 

 K = exp[-Φ(1+
Rh

af

)

2

] 
Eq. 3.3 

Φ can be calculated from the gel density (%T) according to Eq. 3.49,25:  

 Φ=0.0093 ×%T-0.03151 Eq. 3.4 

We assume Rh of tGFP is similar to the Rh of enhanced GFP, which was previously reported26 to 

be 2.4 nm. K of an Alexa Fluor 647-labeled antibody (Rh ≈ 6.11 nm) was experimentally measured 

to be 0.085 in 6%T polyacrylamide gel; using these values and the adjusted Ogston model as 

previously described9, we can back-calculate af to be 0.647 nm. Thus, we estimate the partition 

coefficient of tGFP in an 8%T gel to be 0.386.     

Because antibodies were diluted in a solution containing 2% wt/vol BSA, the partition 

coefficient of an unlabeled antibody in an 8%T gel was calculated as 0.0282 using the adjusted 

Ogston model27 to account for the interactions between antibody and BSA. Adjusted Ogston model 

calculations were performed as previously-reported9, except that in the case of this experiment, Φ 

was calculated for an 8%T gel and Rh of an unlabeled antibody28 (5.41 nm) was used. 

Impact of higher temperature on antibody probe diffusive timescale. To determine whether 

increasing the temperature of the antibody fluid layer could increase antibody diffusivity enough 

to sufficiently reduce the timescale of lateral antibody probe diffusion across the fluid layer, we 

estimated the diffusive timescale of antibody probe across the fluid layer at 37 oC. The diffusivity 

of antibody probe at 37 oC was calculated to be 6.02 × 10-11 m2/s, based on the Stokes-Einstein 

equation (Eq. 3.5) and parameters in Table 3.1: 

 
D =

kBT

6πμrH
 Eq. 3.5 

 
Table 3.1. Parameters used to estimate antibody probe diffusivity 

Symbol Name Value 

𝑘𝐵 Boltzmann constant 1.38 × 10-23 J/K 

T Temperature 310 K 

µ Dynamic viscosity of water at given 

temperature29 

6.97 × 10-4 Pa s 

𝑟𝐻 Hydrodynamic radius of antibody 

probe28 

5.41 nm 

 

Using the estimated antibody probe diffusivity at 37 oC and the relationship between 

antibody diffusivity in free solution (Dsoln) and the lateral length scale of the fluid layer (L) 
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according to Eq. 3.6, we estimate that the timescale of antibody probe diffusion across a 45 mm 

distance in free solution is 98 days. 

 
τacross fluid layer=

L2

4Dsoln

 
Eq. 3.6 

Thus, increased temperature will not sufficiently enhance antibody diffusion to achieve uniform 

antibody probe distribution across the sample-fluid layer interface. Raising the temperature may 

also alter antibody-antigen binding affinity30, increase the rate of sample drying, and (at higher 

temperatures) induce protein denaturation. 

Estimation of cost of immunoprobing with concentrated probe. We estimate the amount and 

cost of antibody required to ensure the local antibody concentration in the sample ([Ab]sample) > 

antibody dissociation constant (KD) (so that η does not substantially depend on intra-assay 

variation in antibody probe concentration). Because KD of commercial antibodies is rarely reported 

but can be as high as µM, we assume that [Ab]sample must be 10 µM to ensure [Ab]sample > KD. In 

the case of single-cell immunoblotting, where target antigens are immobilized within an ~8%T 

polyacrylamide sieving gel, thermodynamic partitioning limits in-gel antibody concentration. We 

estimate 
[𝐴𝑏]𝑠𝑎𝑚𝑝𝑙𝑒

[𝐴𝑏]𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛
= 0.0282, and thus the gel must be incubated with an even higher 

concentration of antibody probe (354 µM). Each single-cell immunoblot is incubated with 40 µL 

of probe solution. 40 uL of 354 µM antibody equates to 2.13 mg antibody. Assuming primary 

antibody costs $4/µg (the approximate cost of primary antibodies used in this study), 2.13 mg 

primary antibody would cost $8520. Secondary antibodies are generally cheaper (~$0.24/µg for 

the secondary antibodies used in this study), but would cost an additional $509). Thus, the total 

cost to probe a single immunoblot with concentrated antibody probe to ensure [Ab]sample > KD 

would be >$9,000. 

Image and statistical analysis. Fiji (ImageJ version 1.52p, https://imagej.net/Fiji)31,32 was used 

to generate all fluorescence micrographs (i.e., separation lanes and photopatterned protein images); 

the Grid/Collection stitching plugin33 in Fiji was also used to stitch widefield fluorescence 

microscopy images. All other image analysis and plot generation were performed with MATLAB 

R2018b (https://www.mathworks.com/products/matlab.html). Area under the curve (AUC) 

fluorescence of photo-immobilized tGFP bands and immunoprobed protein bands was calculated 

using custom MATLAB scripts, as previously described.20 Briefly, regions of interest were defined 

around each protein band, and a Gaussian function was fit to the background-subtracted intensity 

profile of each region of interest. AUC values were calculated by summing the intensity profile 

values within the peak center ± 2 standard deviations. As quality control, AUCs of intensity profiles 

with a signal-to-noise ratio <3 or a Gaussian fit r2 <0.7 were disregarded. Only separation lanes 

with AUC values which passed quality control standards for both measurements (photo-

immobilized AUC and immunoprobed AUC) were considered for calculation of η and Bland-

Altman analysis. Heatmaps were generated using the imagesc function in MATLAB, and 

beeswarm plots were generated using the plotspread function34.  

Statistical analysis was performed using the nonparametric test functions kruskalwallis 

(Kruskal-Wallis test), multcompare (post-hoc Tukey test), and ranksum (2-tailed Mann-Whitney 

U test) in MATLAB R2018b. Nonparametric tests were chosen because the sample sizes of data 

being compared were too small to make distribution assumptions. All error values reported 

following a ± sign are standard deviations (not standard errors of the mean). Results were 

determined to be statistically significant if the statistical test yielded a p-value of less than 0.05. 

https://imagej.net/Fiji
https://www.mathworks.com/products/matlab.html
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Microsoft Powerpoint version 16.0 (https://products.office.com/en-us/powerpoint) was 

used to generate all schematics and compile figures.  

 

3.4 Results & Discussion 
η depends on local antibody probe concentration and affinity. We sought to apply bimolecular 

binding theory to understand the sensitivity of η to two key immunoprobing parameters: antibody 

probe concentration and affinity. We consider an example system in which a chip with ~cm lateral 

dimensions and ~µm thickness is sandwiched against a thin layer of antibody solution (Figure 

3.2a-b). These lateral and/or axial dimensions are characteristic of DNA microarrays1, reverse-

phase protein microarrays3,35, single-cell immunoblots7, IHC/ISH/imaging mass cytometry 

staining36, and other high-throughput assays37. We focus our study on IHC, in-gel immunoassays, 

and other large-format chips in which antibody probes (in excess concentration) bind to targets (in 

limited concentration) immobilized within a hydrogel, tissue slice, or other 3D matrix which we 

call the ‘sample’. In these systems, three primary phenomena influence antibody probe binding: 

dilution, partitioning, and reaction.  First of all, samples are typically incubated with a small (10s 

of µL) volume of antibody to conserve reagents; as a result, however, the fluid layer on the 

hydrated samples may non-negligibly dilute the antibody (Figure 3.2b).12 The concentration of 

antibody reaching targets within the sample is further limited by partitioning, the phenomenon in 

which solute concentration in a material may be lower than in free solution due to size-exclusion 

from pores or other factors (Figure 3.2c).38 Ultimately, η depends on antibody-antigen reaction 

(Figure 3.2d). To study the interplay of these factors, we chose hydrogels as a model system 

because we can precisely pattern target antigen within the gel, as well as control hydrogel density, 

which governs antibody probe partitioning into the gel. Hydrogels are also a valuable biosensing 

platform, as hydrogels offer unique advantages as compared to planar substrates, such as minimal 

fouling, facile functionalization, and higher-capacity molecular capture within a 3D volume.39–42 

https://products.office.com/en-us/powerpoint
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Figure 3.2. Critical parameters influencing and affected by local antibody probe concentration in large-format 

chips.  (a) Two examples of large-format chips: single-cell immunoblot and immunohistochemistry. In both systems, 

target molecules are immobilized in unknown locations withing a sample matrix (10s of µm thick, centimeters long) 

and must be incubated with concentrated probe solution for detection. (b-d) Physicochemical phenomena which 

influence immunoprobing efficiency in these assays. (b) Method of distributing a thin antibody fluid layer across a 

hydrated sample surface may nonuniformly dilute the antibody. Lateral spatial variation in antibody concentration 

will not equilibrate over assay immunoprobing timescales because the diffusive timescale of antibody across the lateral 

length scale (L) of the assay (τacross fluid layer) is much greater than the diffusive timescale of antibody into the sample 

matrix (τinto sample). Here, τinto sample is calculated using the diffusivity of antibody in an 8%T polyacrylamide gel. (c) 

Equilibrium antibody concentration in a porous sample ([Ab]sample) is governed by the partition coefficient (K) of 

antibody into the sample and the antibody concentration at the free solution-sample boundary ([Ab]soln). (d) η is 

strongly dependent on the concentration of antibody in the sample when the concentration is near the antibody 

dissociation constant (KD), even when antibody is in excess compared to antigen. 

Immunoprobing time is governed by the sum of the characteristic timescales of antibody 

transport into the sample (τinto sample) and antibody binding (τrxn). Antibody transport into the 

sample is dependent on the thickness of the sample (z) and diffusivity of the antibody in the sample 

(Dsample), according to Eq. 3.7: 

 
τinto sample=

z2

2Dsample

 Eq. 3.7 

In the case of a model 40 µm thick, 8%T polyacrylamide gel with Dgel of 4.3 × 10-12 m2 s-1 as 

previously reported7, 𝜏into gel ≈ 3.1 min. Antibody reaction time is dependent on the kinetics of the 

antibody (kon and koff rates) as well as the local antibody concentration in the sample, according to 

Eq. 3.8: 
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τrxn=

1

kon[Ab]sample+koff

 Eq. 3.8 

For an intermediate-affinity antibody (kon = 105 M-1s-1, koff = 10-4 s-1) and [Ab]gel of 10 nM, τrxn ≈ 

15 min. Thus, taking into consideration both antibody transport and reaction times (4 𝜏 each), 

immunoprobing protein captured in a gel tens of µm thick takes ~1.2 h.  

To understand whether antibodies in the fluid layer would equilibrate laterally over 

standard immunoprobing timescales, we also estimated the timescale of antibody transport across 

the fluid layer. This timescale is dependent on the diffusivity of the antibody in free solution (Dsoln) 

and the lateral length scale of the fluid layer (L), according to Eq. 3.6. For L = 45 mm and Dsoln of 

3.4 × 10-11 m2 s-1 as previously reported43, τacross fluid layer = 173 days, suggesting that the lateral 

concentration profile of antibody in the fluid layer (and thus, in the gel) will not reach equilibrium 

during immunoprobing. Increasing the temperature of the fluid layer to increase antibody 

diffusivity does not sufficiently reduce the diffusive timescale; for example, at 37 oC, τacross fluid layer 

is still 98 days. Thus, any initial lateral spatial variation in antibody concentration across large-

format chips such as IHC and single-cell immunoblots will not equilibrate, introducing spatial 

variation in η in certain regimes of antibody affinity and concentration.  η depends on [Ab]sample 

and the antibody dissociation constant (KD) according to Eq. 3.916: 

 
η=

[C]max

[Ag]
=

[Ab]sample

[Ab]sample+KD

 Eq. 3.9 

where [C]max is the maximum concentration of immunocomplex formed and [Ag] is the antigen 

concentration in the sample. From this relationship, it is evident that η is highly sensitive to 

variation in [Ab]sample when KD ≈ [Ab]sample, even when the antibody is in excess compared to 

antigen (Figure 3.2d).  

[Ab]sample in IHC and in-gel immunoassays falls within the same range as reported antibody 

KD values, making it likely that assays operate in the regime where η is highly sensitive to variation 

in [Ab]sample. In IHC, tissue slices are typically incubated with antibody probe concentrations of 

~10s of nM.44,45 In single-cell immunoblotting, hydrogels are incubated with ~67-333 nM antibody 

probe20, but in-gel antibody concentrations are much lower (~10 nM) due to thermodynamic 

partitioning9. KD of commercial antibodies span many orders of magnitude, from fM to µM14,15,18, 

thus encompassing typical [Ab]sample levels. However, it is typically impossible to determine 

whether an assay is operating in the KD ≈ [Ab]sample regime without substantial additional 

characterization. KD of commercial antibodies is not typically reported and can vary from lot to 

lot.17,46 While KD can be measured using techniques such as surface plasmon resonance, enzyme 

linked immunosorbent assay, and kinetic polyacrylamide gel electrophoresis47, KD values 

measured by these techniques can vary by orders of magnitude due to run-to-run variability and 

differences in measurement conditions which may not match the system of interest (e.g., binding 

in solution vs. on a surface).47,48 [Ab]sample may also be unknown, as antibody penetration into 

tissue sections for IHC has been found to be nonuniform and variable.10 Increasing probe 

concentration to try to avoid the KD ≈ [Ab]sample regime is often cost-prohibitive, as thermodynamic 

partitioning limits the proportion of antibody which will diffuse into nanoporous samples such as 

hydrogels. For example, to ensure [Ab]sample > KD (and thus, η is relatively insensitive [Ab]sample) 

in the case where KD = 1 µM, we estimate that one single-cell immunoblot would need to be 

incubated with >2 mg each of primary and secondary antibody (>US$9,000 total, based on prices 

in 2020). Thus, because it is challenging to avoid a regime in which η is sensitive to spatial 

variation in [Ab]sample, we instead sought to investigate strategies to minimize spatial variation in 

[Ab]sample. 
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Characterizing and controlling antibody probe distribution at the sample-fluid layer 

interface. We hypothesize that spatial variation in local antibody probe concentration can arise 

when sandwiching a hydrated large-format chip with a droplet of antibody solution, via 

nonuniform local dilution of antibody due to an uneven fluid layer on the hydrated gel, tissue slice, 

or other sample containing immobilized target (Figure 3.3a). Because these samples are only ~10s 

of µm thick and are often incubated with small volumes (~10s of µL) of probe solution5,12,20, any 

fluid layer on the sample can substantially impact local antibody probe concentration. For example, 

excess buffer remaining on an IHC sample prior to primary antibody incubation has been observed 

to add variation to antibody dilution, although the effect on lateral uniformity was not 

characterized.12 Nonuniform local antibody dilution would lead to differences in antibody 

concentration boundary conditions (at the sample-fluid layer boundary) in different regions of the 

immunoassay, which can result in intra-assay technical variation in η.  

To determine whether local antibody concentration varies across a large-format chip, we 

characterized intra-assay variation in antibody concentration in a model system in which a 

hydrated ~22 x 35 mm polyacrylamide gel was sandwiched against a 40 µL droplet of 

fluorescently-labeled antibody solution (i.e., ‘stationary’ configuration). To do so, we used 

widefield fluorescence microscopy to image the antibody fluid layer sandwiched against the gel. 

Median fluorescence intensity varied by 60% ± 24% along the x axis and 77% ± 13% along the y 

axis (n = 3 gels). To estimate the degree to which antibody concentration would differ between 

individual target spots on a large-format chip, we also divided the antibody fluorescence 

micrograph into 500 µm x 1000 µm ‘analysis regions’. In the stationary configuration, mean 

fluorescence of individual analysis regions within a single chip differed by up to 2.88-fold (± 0.13-

fold). Thus, we observed substantial variation in antibody fluorescence (a proxy for antibody 

concentration) across the gel (Figure 3.3b).   

To determine the impact of the observed nonuniform antibody probe distribution, we 

sought to develop a method to control the boundary condition at the gel-antibody solution 

interface. By controlling the boundary condition, we could compare intra-assay variation in η in 

configurations where antibody was either uniformly or nonuniformly distributed. Numerous 

microscale fluid mixers based on heating49, oscillation50, pneumatics5 and electrokinetics51 have 

been developed and applied to probe solutions in microarray5, immunoassay51, and automated 

immunohistochemistry platforms52 to speed up reactions and increase staining uniformity. 

However, the improvement in uniformity has not been substantially characterized. Additionally, 

we sought a method to control the initial boundary condition that minimally altered assay format, 

to facilitate comparison of nonuniform and uniform antibody concentration boundary conditions. 

With these considerations in mind, we hypothesize that stirring the antibody fluid layer by laterally 

shifting the gel over the antibody fluid layer will homogenize the concentration of the antibody 

fluid layer (i.e., ‘stirred’ configuration). By imaging the antibody fluid layer after each successive 

stirring movement, we find that the antibody fluid layer becomes well-mixed after moving the gel 

~2-3 cm once in each of 4 different directions (Figure 3.4). Indeed, in the stirred configuration, 

intra-assay fluorescence varied by 35% ± 10% in the x axis and 15 ± 4.1% in the y axis (n = 3 

gels), which is substantially lower variation than in the stationary configuration (Figure 3.3b). 

Likewise, mean fluorescence (i.e., antibody concentration) of analysis regions within a stirred gel 

exhibited smaller region-to-region fold-change differences of up to 1.50 ± 0.19 for the stirred 

configuration as compared to almost 3-fold in the stationary configuration. 

As a positive control for a homogeneous boundary condition, we also characterized 

antibody distribution across a gel immersed in an antibody bath. We expect that bath immersion 
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will yield a uniform antibody concentration boundary condition, as any fluid layer (volume of µLs) 

on the sample is now negligible as compared to the antibody bath solution (volume of mL) and 

will not induce substantial antibody dilution. Additionally, the thickness of the antibody fluid layer 

bordering the gel is on the order of mm in the bath, rather than on the order of µm in the stationary 

or stirred configurations, which facilitates concentration equilibration. In an antibody bath, lateral 

variation in antibody concentration at the gel boundary is quickly homogenized by diffusion of 

antibodies from the thicker antibody fluid layer (length scale ~ µm, diffusive τ ~ min) to the gel 

boundary, rather than by lateral diffusion of antibodies across the fluid layer (length scale ~ mm, 

diffusive τ ~ days). As expected, we found that antibody concentration variation across the 

hydrogel was low in the bath configuration (Figure 3.3b); median fluorescence varied by 13% ± 

2.0% in the x axis, 8.8% ± 1.5% in the y axis (n = 3 gels). Mean fluorescence of analysis regions 

within the bath configuration differed by up to 1.20-fold (± 0.04-fold), the smallest difference 

among the three immunoprobing configurations characterized. However, the bath configuration 

requires a ~50× larger volume of antibody probe solution than the stationary and stirred 

configurations. Due to the high antibody concentrations typically required due to thermodynamic 

partitioning of antibody into nanoporous hydrogels, routine bath immunoprobing would be 

extremely costly. For example, in the model system described here, the stationary or stirred 

configurations require ~ $8 of primary anti-tGFP antibody per gel while the bath configuration 

requires ~$400 of the same antibody. Overall, we have observed substantial spatial variation in 

antibody probe concentration when a large-format hydrogel is sandwiched against antibody 

solution, a phenomenon we hypothesize is due to uneven antibody dilution by a nonuniform fluid 

layer on the hydrogel. We have also demonstrated methods to control the concentration boundary 

condition to investigate the relationship between intra-assay variation in antibody concentration 

and η in a precise manner. 
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Figure 3.3. Intra-assay spatial variation in antibody probe distribution and η in three immunoprobing 

configurations yielding different concentration boundary conditions: a stationary antibody fluid layer, a stirred 

antibody fluid layer, or an antibody bath.  (a) We hypothesize that a stationary antibody fluid layer will have lateral 

spatial variation in antibody concentration due to nonuniform dilution by an uneven fluid layer on the gel. We also 

hypothesize that stirring the antibody fluid layer by shifting the gel laterally will homogenize the fluid layer to a 

similar extent as an antibody bath (positive control). (b) Representative heatmaps of antibody fluorescence across the 

fluid layer, normalized to the mean fluorescence intensity within each image. Median intensity profiles in the x- and 

y- directions demonstrate that spatial nonuniformity in antibody concentration is greatest in the stationary antibody 

fluid layer. Bimolecular binding modeling shows that if KD ≈ [Absample], spatial variation in antibody distribution yields 

variation in η. (c) Representative heatmaps of η of photopatterned tGFP spots immunoprobed with a stationary 

antibody fluid layer, stirred antibody fluid layer, or antibody bath (chips in Fig. 2c were not probed with the antibody 

fluid layers shown in Fig. 2b; the spatial patterns are not directly comparable). Each rectangle in the heatmap 

represents one tGFP spot; white rectangles are spots which did not pass quality control standards and thus do not have 

quantifiable η. (d) Beeswarm plot of intra-assay CV in η (Kruskal-Wallis test, p = 0.0033; post-hoc Tukey test, pstationary 

vs. stir = 0.0091, pstationary vs. bath = 0.0131).  
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Figure 3.4. Stirring homogenizes antibody probe concentration across centimeter length scales.  Widefield 

fluorescence microscopy images of a fluorescently-labeled secondary antibody fluid layer between a polyacrylamide 

gel (~22 mm x 35 mm) and glass substrate (50 mm x 75 mm) are displayed as heatmaps of fluorescence intensity 

(normalized by the mean fluorescence within each image). (a) Intra-assay CV in antibody fluorescence (a proxy for 

concentration) is 32.8% in the stationary antibody fluid layer (immediately after sandwiching the gel with the 

antibody). (b-e) Spatial variation in the antibody fluid layer is reduced by stirring the fluid layer by sliding the gel ~2-

3 cm laterally across the glass substrate. Heatmaps show antibody distribution after each successive movement. After 

4 movements (e), intra-assay CV in antibody fluorescence has dropped to 14.0% and antibody is homogenized to a 

similar degree as a gel which has been thoroughly stirred (with ~20 movements) (f). Stirring the fluid layer does 

increase the risk of gel tearing off the glass slide, as is seen in the bottom left corner of (f).  
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Spatial variation in antibody probe concentration yields variation in η even when antibody 

is in excess. After observing intra-assay variation in antibody concentration across a stationary 

antibody fluid layer, we next sought to test our hypothesis that intra-assay variation in η is greater 

in the stationary configuration (with nonuniform boundary condition) than in the stirred 

configuration (with a more uniform boundary condition). Variable antibody concentration at the 

boundary will cause intra-assay variation in η if KD ≈ [Absample], yielding intra-assay technical 

variation in protein abundance measurements. To investigate whether intra-assay variation in η is 

higher in the stationary configuration, we photopatterned ~1100 tGFP spots on a ~22 mm x 35 mm 

gel and immunoprobed using an excess of antibody probe and measured η based on the ratio of 

the AUCs of immunoprobed and photo-immobilized spots (Figure 3.1). Because tGFP is 

fluorescent, photo-immobilized tGFP spots (prior to immunoprobing) can be detected via 

fluorescence imaging. The relative photo-immobilized and immunoprobed tGFP signal is 

quantified as the AUC of the fluorescence intensity profile. Experimentally, η is defined as Eq. 

3.10:  

 η = 
Immunoprobed AUC

Photo-immobilized AUC
 

Eq. 3.10 

We observed the largest intra-assay spatial variation in η in the gels immunoprobed with a 

stationary antibody fluid layer (Figure 3.3c). To quantify the level of intra-assay variation, we 

calculated the coefficient of variation (CV) in η within each gel and found that the CV was 

significantly higher in the stationary immunoprobing configuration (n = 7 gels) as compared to the 

stirred (n = 7 gels) and bath (n = 5 gels) immunoprobing configurations (Kruskal-Wallis test, p = 

0.0033; post-hoc Tukey test, pstationary vs. stir = 0.0091, pstationary vs. bath = 0.0131), supporting our 

hypothesis (Figure 3.3d).  

Bland-Altman analysis quantifies degree of agreement between replicates. We sought to 

quantify intra-assay technical variation in terms of the expected measurement error of 

immunoprobed AUC. While CV of η provides a measure of overall intra-assay variation, it does 

not quantify the expected measurement error of any individual spot. We apply Bland-Altman 

analysis to quantify the degree of agreement between photo-immobilized and immunoprobed 

measurements. Bland-Altman analysis defines limits of agreement between two paired datasets 

based on the distribution of differences in the datasets.53  Photo-immobilized AUC is a measure of 

the true amount of protein in the gel, while the immunoprobed AUC is convolved with technical 

variation in η. Because photo-immobilized and immunoprobed AUCs were measured in different 

fluorescence channels and thus have different scales, we used a linear fit between photo-

immobilized and immunoprobed data to map each photo-immobilized AUC to the immunoprobed 

AUC scale. We consider the immunoprobed AUC predicted by the linear fit from each photo-

immobilized data point as the true immunoprobed AUC; we consider the AUC measured from 

immunoprobed signal intensity as the measured immunoprobed AUC (Figure 3.5a). True and 

measured immunoprobed AUCs were then log transformed (Figure 3.5b) and limits of agreement 

were calculated as described previously (Figure 3.5c).53 Due to the logarithm quotient rule, the 

difference in logarithms (i.e., limits of agreement of log-transformed data) equals the logarithm of 

a quotient (i.e., the ratio between measured and true immunoprobed AUC). Thus, we can back-

transform the limits of agreement to determine the minimum and maximum percentage difference 

between true and measured immunoprobed AUC (Figure 3.5d). The ratio of the maximum and 

minimum percentage difference yields the possible measured fold difference between replicates. 

For example, a fold difference of 3 means that the immunoprobed AUC of two replicate protein 

spots with identical photo-immobilized AUC would differ by up to 3-fold. 
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Figure 3.5. Quantifying the degree of agreement between photo-immobilized and immunoprobed AUC of 

photopatterned tGFP spots as a measure of intra-assay technical variation.  Bland-Altman analysis is used to 

obtain a measure of technical variation in the stationary, stirred, and bath immunoprobing conditions. (a) Photo-

immobilized AUC values are mapped to the immunoprobed AUC scale using the linear fit of photo-immobilized and 

immunoprobed data. (b) True immunoprobed AUCs (based on the linear fit mapping of photo-immobilized AUC) and 

measured immunoprobed AUCs are log-transformed to facilitate subsequent data analysis and interpretation. The line 

of equality (y = x) is also shown to indicate what the data would look like in the absence of technical variation. (c) 

The differences between the log-transformed measured and true immunoprobed AUCs are plotted against protein 

abundance. The limits of agreement are calculated based on the mean (µ) and standard deviation (σ) of these 

differences. (d) Data and limits of agreement are back-transformed by taking the anti-log of each value. (e) Fold 

difference in measured immunoprobed signal which arises from two replicate photo-immobilized protein spots, based 

on Bland-Altman analysis. Each point on the beeswarm plot is a replicate assay; each assay contains ~1100 

photopatterned tGFP bands. Gels immunoprobed with a stationary antibody fluid layer have significantly greater 

technical variation as compared to the bath immunoprobing configurations (Kruskal-Wallis test, p = 0.0039; post-hoc 

Tukey test, pstationary vs. bath = 0.0032). 

Here, we do not aim to evaluate whether true and measured immunoprobed AUCs are 

equivalent (as Bland-Altman analysis has traditionally been used for). Instead, we use Bland-

Altman analysis to quantify the intra-assay technical variation, in order to compare amount of error 

introduced with stationary, stir, and bath immunoprobing. Applying Bland-Altman analysis to the 

photopatterned immunoprobing data in Figure 3.3, we find that the measured fold difference 

between replicates is significantly higher when photopatterned tGFP spots are immunoprobed with 

a stationary antibody fluid layer (fold difference = 3.60 ± 2.14, n = 7 gels) as compared to an 

antibody bath (fold difference = 1.42 ± 0.10, n = 5 gels) (Kruskal-Wallis test, p = 0.0039; post-hoc 

Tukey test, pstationary vs. bath = 0.0032) (Figure 3.5e). This result supports our hypothesis that 

immunoprobing with a stationary antibody fluid layer increases technical variation in 

immunoprobing measurements due to greater intra-assay variation in antibody concentration. 

While the stirred configuration (fold difference = 1.59 ± 0.16, n = 7 gels) did not have significantly 

lower fold differences than the stationary configuration, stirring lowers and narrows the range of 

fold differences as compared to the stationary immunoprobing configuration. Given that protein 

fold changes of ≤ 3 have been implicated in differential chemotherapeutic response54,55, reducing 

the measured fold difference between technical replicates is key to studying important biological 

variation56. 

Application to single-cell immunoblotting. We sought to confirm that the dependence of η on 

local antibody probe concentration observed when immunoprobing photopatterned protein spots 

also held true in the single-cell immunoblot, an array of in-gel immunoassays across a large-format 
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chip. This large-format chip is designed to measure single-cell protein abundance (Figure 3.6a). 

Individual U251-tGFP cells were settled into microwells and lysed, and proteins were 

electrophoresed through the gel and photo-immobilized as previously-reported.20 Lysis and 

electrophoresis temperature were tuned to reduce diffusive losses and tGFP denaturation to 

maximize photo-immobilized tGFP intensity. Gels were subsequently immunoprobed and η was 

measured for each separation lane containing a cell.  

We first investigated whether background intensity of immunoprobed separation lanes was 

spatially dependent in the different immunoprobing configurations. We hypothesized that the 

amount of antibody probe retained in the gel after the wash step (due to chemical interactions with 

hydrogel components9 or entropic trapping57) would be proportional to the local in-gel antibody 

concentration, and thus background intensity could provide insight on the antibody concentration 

distribution across the assay during immunoprobing. Indeed, we observed that background 

intensity of the immunoprobed separation lanes had a similar spatial pattern as η (Figure 3.6b-c), 

suggesting that background intensity after probe washout is proportional to local antibody 

concentration at the gel-fluid boundary during probe incubation (i.e., antibody is proportionally 

partitioning into the gel and not fully washing out). Intra-assay variation in background intensity 

is significantly greater in gels probed with a stationary antibody fluid layer (n = 5 gels), as 

compared to a stirred fluid layer (n = 4 gels) (Mann-Whitney U test, p = 0.0159) (Figure 3.6d). 

Thus, immunoprobing with a stationary antibody fluid layer yields larger intra-assay variation in 

antibody concentration both in the fluid layer and in the gel after washout.  

The implications of the finding that background intensity is proportional to local antibody 

concentration differ depending on the immunoprobing regime in which the assay is operating. If 

KD ≈ [Ab]sample, areas with higher local antibody probe concentration will have higher η, but our 

results suggest these areas will also have higher background after probe washout, creating two 

opposing effects on the limit of detection. In contrast, if [Ab]sample >> KD, areas of the sample 

incubated with higher antibody probe concentration will not have substantially higher η (as in this 

regime, η is insensitive to [Ab]sample). However, areas incubated with higher probe concentrations 

will retain more antibody after washout, leading to higher background and thus a higher limit of 

detection. It is important to minimize intra-assay variation in limit of detection so that expression 

of low-abundance proteins in single cells can be accurately compared. Thus, nonuniform antibody 

distribution can have multiple detrimental effects on assay performance, by increasing intra-assay 

technical variation in η and/or increasing the limit of detection, depending on the KD and [Ab]sample 

regime.  
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Figure 3.6. Spatial distribution of background fluorescence and η in a large-format in-gel immunoassay to 

measure single-cell protein abundance.  (a) Single-cell immunoblotting workflow. When run with tGFP-expressing 

cells, upstream measurement of photo-immobilized tGFP abundance can be measured in addition to immunoprobed 

tGFP abundance, the standard assay readout. (b-c) Heatmaps of background fluorescence and η in each assay 

(normalized to the mean within each assay); background was measured in each separation lane, but η is only measured 

in lanes with a settled cell. Spatial variation in background fluorescence and η is greater when immunoprobing with a 

(b) stationary antibody fluid layer than with a (c) stirred antibody fluid layer. (d) Intra-assay CV in background 

fluorescence is significantly higher in assays immunoprobed with a stationary antibody fluid layer than a stirred layer, 

supporting the hypothesis that in-gel antibody concentration does not diffusively homogenize over immunoprobing 
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timescales (Mann-Whitney U test, p = 0.0159). (e) Intra-assay CV in η in assays immunoprobed with a stationary 

(n=5) and stirred (n=4) fluid layer. (f) Fold difference in measured immunoprobed signal which arises from two 

replicate photo-immobilized protein spots, based on Bland-Altman analysis. The fold difference is generally greater 

for assays immunoprobed with a stationary antibody fluid layer, indicating higher technical variation in η. 

Subsequently, we investigated whether the stationary antibody fluid layer would yield 

larger intra-assay variation in η in the single-cell immunoblot, as was observed in the 

photopatterned protein system. While there was no significant difference in intra-assay variation 

in η between the stationary and stirred immunoprobing configurations, stirring narrows and lowers 

the range of CVs in η (Figure 3.6e). Similarly, the fold difference in expected immunoprobed 

AUC from replicate protein spots narrowed and lowered in the stirred system as compared to the 

stationary system, although not significantly (Figure 3.6f). We hypothesize that the smaller sample 

size (~100 cells/assay, due to stochastic settling, rather than ~1100 photopatterned protein 

spots/assay as in Figure 3.3) may reduce the statistical power of the single-cell immunoblotting 

system to detect differences in the immunoprobing methods. Additionally, the exact mechanics of 

the fluid layer on the hydrated gel are not fully understood. It is likely that some replicate assays 

had a more uniform fluid layer to begin with, resulting in a more homogeneous local antibody 

concentration; thus, some stationary immunoprobing replicates may match the more uniform 

antibody concentration boundary conditions of the stirred fluid layers.  

 

3.5 Conclusions 
Here, we pose and investigate a physicochemical mechanism of intra-assay spatial variation for 

immunoassays performed across large-format chips, specifically focusing on configurations where 

target is immobilized at unknown locations within a sample matrix, such as in single-cell 

immunoblotting and tissue section-analysis by IHC. Using fluorescence microscopy, we have 

characterized the uniformity of antibody probe distribution across a model polyacrylamide gel 

sample, observing substantial intra-assay spatial variation in antibody concentration which is 

reduced by laterally shifting the gel to stir the antibody fluid layer. Based on bimolecular binding 

theory, we hypothesized that for antibody probe concentrations near KD, η is highly sensitive to 

local antibody probe concentration, despite the antibody being in excess as compared to the 

antigen. Both in photopatterned gels and single-cell immunoblot samples, we find that intra-assay 

variation in η is generally higher when the antibody fluid layer is not stirred (and thus more 

nonuniform), supporting our hypothesis. We also apply Bland-Altman analysis to rigorously 

quantify intra-assay technical variation based on the degree of agreement between photo-

immobilized and immunoprobed AUC values. Overall, this research demonstrates that uniform 

intra-assay probe distribution can be critical to reducing technical variation in large-format chips. 

This is especially true for in-gel immunoassays and IHC, where it can be difficult to know or adjust 

the regime one is operating in due to limited antibody probe partitioning into the porous sample 

and the fact that the binding kinetics of commercial antibodies are rarely reported. If a researcher 

has a choice of antibodies with known KD values, we recommend selecting an antibody with KD 

at least an order of magnitude lower than the expected local antibody probe concentration at the 

position of the target antigen, to avoid being in a regime where η is sensitive to variation in probe 

concentration. Regardless of whether KD is known or not, we recommend ensuring that antibody 

probe concentration is spatially uniform via stirring or other microscale mixing techniques, as we 

have demonstrated here that uniform probe distribution reduces intra-assay technical variation in 

η and background. By reducing intra-assay technical variation, finer biological differences can be 

distinguished, facilitating discoveries in a variety of spatially-arrayed assays.  
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Chapter 4  
 

Protein-loaded microparticles as internal controls for 

single-cell immunoblotting 
 
Portions of this chapter are adapted with permission from J. J. Kim, P. P. Y. Chan, J. Vlassakis, 

A. Geldert, & A. E. Herr, “Microparticle delivery of protein markers for single-cell western 

blotting from microwells”, Small, 2018. 

 

4.1 Abstract 
Immunoblotting confers protein identification specificity beyond that of immunoassays by 

prepending protein electrophoresis (sizing) to immunoprobing. To accurately size protein targets, 

sample analysis includes concurrent analysis of protein markers with known molecular masses. To 

incorporate protein markers in single-cell western blotting, microwells are used to isolate 

individual cells and protein marker-coated microparticles. A magnetic field directs protein-coated 

microparticles to >75% of microwells, so as to 1) deliver a quantum of protein marker to each cell-

laden microwell and 2) synchronize protein marker solubilization with cell lysis. Nickel-coated 

microparticles are designed, fabricated, and characterized, each conjugated with a mixture of 

histidine-tagged proteins (42.3–100 kDa). Imidazole in the cell lysis buffer solubilizes protein 

markers during a 30 s cell lysis step, with an observed protein marker release half-life of 4.46 s. 

Across hundreds of individual microwells and different microdevices, robust log-linear regression 

fits (R2 > 0.97) of protein molecular mass and electrophoretic mobility are observed. The protein 

marker and microparticle system is applied to determine the molecular masses of five endogenous 

proteins in breast cancer cells (GAPDH, β-TUB, CK8, STAT3, ER-α), with <20% mass error. To 

evaluate the potential of protein-loaded microparticles to serve as protein abundance standards to 

control for technical variation in protein expression measurements, microparticle heterogeneity in 

protein loading was also characterized. Microparticle-delivered protein standards underpin robust, 

reproducible electrophoretic cytometry that complements single-cell genomics and 

transcriptomics. 

 

4.2 Introduction 
Single-cell analysis tools report biomolecular heterogeneity that drives processes from 

immune-cell response to cancer progression.1–4 A key component of many single-cell analysis 

tools are microwell arrays, which facilitate isolation of single cells.5–8 Microwell arrays have been 

used for high throughput and automatic analysis of DNA8–10 and protein11,12 from hundreds to 

thousands of cells. Gravity is commonly used to sediment single cells into open microwells, 

followed by in situ cytometry. Physically isolated inside microwells, intact individual cells are 

readily monitored for cell morphology13,14 and lysed to measure DNA damage and repair,8,15 

transcriptional levels,9,10 and protein expression.16,17 To conduct electrophoresis of single-cell 

lysate, an external electric field is applied across cell-laden microwells (fabricated in agarose or 

polyacrylamide) to initiate and drive electrophoretic separation.  
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To characterize proteoforms from single cells, an “open” microfluidic single-cell western 

blotting device comprising an array of microwells cast in a thin layer of polyacrylamide gel can 

be used to perform electrophoretic analyses of isolated mammalian cells, including circulating 

tumor cells and breast cancer cells.11,18–22 In addition to cell isolation, each microwell acts as a 

reactor for cell preparation (e.g., imaging, staining, chemical lysis), with each cell lysate then 

subjected to electrophoretic analysis (e.g., protein polyacrylamide gel electrophoresis [PAGE], 

isoelectric focusing) in the surrounding polyacrylamide gel layer. When photosensitive 

benzophenone methacrylamide monomer has been cross-linked into the polyacrylamide molecular 

sieving matrix, protein electrophoresis can be followed by UV-activated protein blotting in the gel 

(photoblotting, 1 min) and subsequent immunoprobing also in the gel. UV activation of 

benzophenone changes the polyacrylamide gel from a molecular sieving matrix for electrophoresis 

into a blotting membrane for the subsequent immunoassay probing steps. The molecular sieving 

gel rapidly toggles to a blotting membrane, thus eliminating the lossy blotting transfer step used 

in traditional bulk western blotting. Because proteoforms are spatially resolved based on size, 

single-cell western blotting measures targets that may not be discernable using an immunoassay 

alone.19 Single-cell western blotting facilitates analysis of protein isoforms, which are involved in 

pathological processes including cancer,19 autoimmune diseases,23 diabetes,24 heart hypertrophy,25 

and other conditions.26 

While single-cell western blotting facilitates massively parallel characterization of single 

cells, the accuracy and precision of either protein abundance or protein molecular mass (i.e., size) 

measurements depends critically on the amount of technical variation in the assay. Quantifying 

and minimizing technical variation in protein abundance is critical to protein expression 

measurements; for example, assay precision sufficient to distinguish protein abundance changes 

of ≤ 3-fold is valuable to distinguish between protein levels associated with different 

chemotherapeutic responses.27 Technical variation in electromigration is also key to characterizing 

and distinguishing between proteoforms of different molecular mass. Analysis of cell lysate by 

electrophoretic separations typically uses protein size markers to estimate the molecular mass of a 

target from the known masses of the markers. In order to accurately size and identify targets, 

protein markers control for technical variation in the uniformity of the electric field, sieving matrix 

structure, and buffer composition—all of which influence protein electromigration.28–30 Well-

validated protein standards are also crucial in identifying and understanding “gel shifting,” a 

phenomenon in which a protein does not electromigrate proportionally with its molecular mass 

due to amino acid substitutions, post-translational modifications, or other unknown factors.31,32 

Consequently, protein markers and ladders find utility in slab-gel, capillary, and microchannel 

electrophoresis formats.33–37 In slab-gel protein PAGE, the first or last separation lanes of the slab 

gel are used for analysis of protein markers.38–41 In western blotting, protein markers not only 

estimate the molecular mass of a target, but also indicate the quality of protein transfer from the 

PAGE slab gel to the immunoblotting membrane.42–45 Run-to-run reproducibility in 

electromigration is monitored using protein markers, providing a quality control indicator.37 Such 

protein markers to assess technical variation in electromigration would be invaluable for 

quantifying proteoform expression that drives drug resistance in single cancer cells.19  

Molecular standards play an important role in deconvolving biological variation from 

technical variation arising from a measurement tool.18,46 In single-cell sequencing, synthetic spike-

ins and unique molecular identifiers (e.g., short-random DNA sequences) directly measure error 

rates, analytical sensitivity, and biases stemming from sample preparation.47–49 In flow cytometry, 

lasers are calibrated before cell sorting using fluorescent microparticles.50,51 In microfluidic protein 



51 

 

assays of a single cell lysate (e.g., single-cell barcode assay), estimates of technical variation are 

inferred from multiple measurements of each lysate.52  

Here, we introduce microparticle-based standards to facilitate characterization of technical 

variation in single-cell western blotting. We design a vehicle to deliver discrete quanta of purified 

protein standards selectively into each microwell. We design to meet two key performance metrics: 

quantized delivery to cell-laden microwells and triggered release of fluorescent protein markers in 

each microwell. The microparticle-delivery maintains locally high protein standard concentrations 

by eliminating diffusion of proteins into both the gel network and the microwells prior to cell lysis. 

In this study, we consider 10 µm-diameter magnetic microparticles coated with nickel (Ni2+). To 

meet the particle-loading metric, we choose magnetic particles so that we might use an applied, 

external magnetic field for directed loading of the microparticles into cell-laden microwells.23,53,54 

To meet the more stringent triggered release metric, we utilize microparticles coated with Ni2+ for 

reversible binding of histidine(His)-tagged proteins, which can then be chemically released from 

the microparticle concurrently with a 30 s cell lysis step.53,55 We investigate the performance of 

the “solid phase” protein-loaded microparticle standard to serve as a standard for either protein 

abundance or protein sizing measurements. 

 

4.3 Materials & Methods 
Chemicals/Reagents. Acrylamide/bis-acrylamide (40% wt/wt) solution (A7802), N,N,N′,N′-

tetramethylethylenediamine (TEMED, T9281), ammonium persulfate (APS, A3678), sodium 

deoxycholate (D6750), β-Mercaptoethanol (M3148), imidazole (792 527), and SDS (L3771), were 

obtained from Sigma-Aldrich. Triton X-100 was purchased from Fisher Scientific (BP-151). 10× 

Tris/glycine buffer was obtained from Bio-Rad (161-0734). Phosphate buffered saline (PBS), pH 

7.4 was obtained from Gibco (10 010-023). Tris-HCl, pH 6.8 was purchased from Teknova 

(T1568). PureProteome nickel magnetic microparticles with 10 µm diameter were obtained from 

Millipore Sigma (LSKMAGH02). A 6-tube magnetic separation rack was obtained from New 

England BioLabs (S1506S). N-[3-[(3-Benzoylphenyl)-formamido]propyl] methacrylamide 

(BPMAC) was custom synthesized by PharmAgra Laboratories. SU-8 developer (Y020100) and 

photoresist SU-8 2025 (Y111069) were obtained from MicroChem. Deionized water (ddH2O, 18.2 

mΩ) was obtained using ultrapure water system (Millipore). Unless stated otherwise, chemicals 

and reagents were obtained from Sigma-Aldrich. 

Proteins. Recombinant protein A His Tag (Protein A, ab52953) and recombinant human EpH 

receptor B4 protein His Tag (EpH, ab167746) were obtained from Abcam. Protein A and EpH 

were fused with 6× polyhistidine domains on N- and C-terminus, respectively. VEGFR2 (KDR) 

recombinant human protein, His Tag (KDR, 10012H08H50), ICAM1 recombinant human protein, 

hIgG1-Fc. His Tag (ICAM1, 10346H03H5) and CHI3L1 recombinant mouse protein His Tag 

(CHI3L1, 50929M08H50) were purchased from ThermoFisher Scientific. KDR, ICAM1, and 

CHI3L1 were expressed from a DNA sequence from the extracellular domains fused to a C-

terminal polyhistidine tags. Unless stated otherwise, His Tag proteins were fluorescently labeled 

using Alexa Fluor 647 NHS ester succinimidyl ester (Life Technologies, A20006). Fluorescently 

labeled His Tag proteins were purified using dye removal columns (ThermoFisher Scientific, 

22858) according to the manufacturer protocol. Details of the recombinant proteins used for 

protein markers are listed in Table 4.1. 
 

Table 4.1. List of proteins carried by nickel-conjugated magnetic microparticles. 

Protein Species Molecular mass (kDa) Company (catalog #) 

Recombinant protein A, His tag E. coli 39 Abcam (ab52953) 
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CHI3L1 recombinant mouse protein, His tag Mouse 42.3 Thermofisher 

(50929M08H50) 

Recombinant protein A + protein G, His 

tag 

E. coli 59.7 Abcam (ab52213) 

PDGFRA recombinant human protein 

(without catalytic activity), His tag 

Human 57.7 Abcam (ab52213) 

Recombinant human EpH receptor B4 protein Human 58 Abcam (ab167746) 

KDR (VEGFR2) Recombinant human protein, His 

tag 

Human 84.6 Abcam (ab167746) 

ICAM1 Recombinant human protein, hIgG1-Fc. 

His tag 

Human 100 ThermoFisher 

(10346H03H25) 

 

 Primary antibodies to recognize endogenous proteins include rabbit anti-β-tubulin (ab6046, 

Abcam), goat anti-GAPDH (SAB2500450, Sigma), mouse anti-cytokeratin 8 (C5301, Sigma), 

rabbit anti-estrogen receptor α (ab16660, Abcam), and rabbit anti-STAT3 (79D7, Cell Signaling). 

For the primary antibody host species, secondary antibodies with Alexa Fluor were purchased from 

ThermoFisher Scientific: anti-mouse secondary antibody with Alexa Fluor 555 (A31570), anti-

rabbit secondary antibody with Alexa Fluor 488 (A21206), anti-goat secondary antibody with 

Alexa Fluor 555 (A21432). 

Protein loading on nickel microparticles. Magnetic microparticles (5 µL) were equilibrated with 

buffer (50 × 10−3 M sodium phosphate, 300 × 10−3 M sodium chloride, 10 × 10−3 M imidazole, pH 

8). A protein solution (500 µL) containing a mixture of His Tag proteins in (30% v/v) ethanol/PBS 

was loaded with the microparticles and mixed gently for 2 h at 4 °C using a rotator. Unbound 

proteins were washed 3 times using wash buffer (50 × 10−3 M sodium phosphate, 300 × 10−3 M 

sodium chloride, 20 × 10−3 M imidazole, pH 8). Residual liquid was separated from the 

microparticle using a magnetic rack and removed after each of the above steps. The protein bound 

microparticles were resuspended in 1× PBS. 

 In order to determine protein release kinetics, microparticles (5 µL) were loaded with 

Protein A (4.1 µg). For electrophoretic separations, microparticles (5 µL) were loaded with either 

one of two protein mixtures containing: 1) Protein A (2 µg), or 2) CHI3L1 (14.8 µg), EpH (54.5 

µg), KDR (21.9 µg), and HIgG1-F (7.4 µg). The bound His Tag protein was eluted from the 

microparticles using lysis/electrophoresis buffer prepared with imidazole (0 or 1 M), SDS (2.5 g), 

sodium deoxycholate (1.25 g), Triton X-100 (500 µL), Tris/glycine buffer (25 mL, 10×), and 

ddH2O (474.5 mL). 

Measurement of microparticle loading efficiency via flow cytometry. The percentage of 

microparticles loaded with AF647-labeled proteins was determined by flow cytometry. The 

fluorescence (RL1-A, with PMT gain 180) of microparticles with and without the protein ladder 

was measured using an Attune NxT acoustic focusing flow cytometer (ThermoFisher Scientific). 

Microparticles were drawn from a solution (333,333 microparticles mL−1), and a threshold of FSC-

A > 25,000 was applied to avoid detection of debris. Results were analyzed using FlowJo analysis 

software (FlowJo). 

Cell culture. The MCF-7 breast cancer cell line was purchased from ATCC and maintained in 

RPMI 1640 (ThermoFisher Scientific) containing fetal bovine serum (10%) and 

penicillin/streptomycin (1%) in a humidified incubator held at 37 °C under 5% CO2. MCF-7 was 

tested mycoplasma negative and authenticated with short tandem repeat analysis. 

Fabrication of single-cell western blot chip. The master mold comprised a silicon wafer with 

SU-8 features that was fabricated according to standard photolithography procedure.21 Single-cell 

western blot devices containing an array of microwells (250 µm well-to-well spacing and 1 mm 
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long separation lane) with feature heights and diameters of 35 and 30 µm, respectively, were 

fabricated by casting a polyacrylamide gel against the mold.21 The polyacrylamide gel layer was 

chemically polymerized (7 %T, 3.45 %C, 3 × 10−3 M BPMAC, 0.08% APS, and 0.08% TEMED). 

Single-cell western blot buffer exchange. After settling cells in microwells by gravity, a chemical 

lysis buffer (0.5× Tris glycine, 0.5% SDS, 0.25% sodium deoxycholate, 0.1%Triton X-100, 1 M 

imidazole, pH 9.2, 55 °C) was poured into the single-cell western blot for 30 s to release protein 

markers from microparticles and solubilize endogenous proteins from mammalian cells. Then, a 2 

s electrophoresis at 40 V cm−1 was applied immediately for protein injection. For protein 

separation, an electrophoretic buffer (0.5× Tris glycine, 0.5% SDS, 0.25% sodium deoxycholate, 

0.1%Triton X-100, pH 8.7, 22 °C) was introduced, followed by immediate electrophoresis at 40 

V cm−1 for 23 s. 

Fluorescence imaging. An Olympus IX71 inverted fluorescence microscope equipped with 

Applied Scientific Instrumentation (ASI) motorized stage, X-cite mercury lamp light source 

(Lumen Dynamics), standard Cy5 filter cube, and iXon+ EMCCD camera (Andor Technology 

Ltd.), controlled by MetaMorph software (Molecular Devices) was used for all widefield 

fluorescence microscopy imaging of microparticles. To characterize protein release kinetics, 

microparticles with Protein A bound were prepared and settled into microwells with a magnetic 

field. After application of lysis buffer, fluorescent protein release was imaged with 60 ms exposure 

time and 2 s time intervals using a 40× objective.  

 To characterize microparticle-to-microparticle variation in size and protein loading, a 15 

µL suspension of microparticles loaded with AlexaFluor 647-labeled Protein G or Protein A/G 

(with concentrations between 1.4 – 3.6 × 106 microparticles/mL, as counted by a hemocytometer) 

was pipetted onto a glass microscope slide and covered with a 25 × 25 mm coverslip. 

Microparticles were imaged through the coverslip with a 40×, 0.60 numerical aperture objective 

(50 ms exposure, 100% X-Cite illumination intensity, no EM gain, 13 MHz readout rate, 1× pre-

amplification gain, 0.56 µs/pixel vertical shift speed), using MetaMorph’s scan slide module.  

Image analysis and quality control. For the release kinetics measurement, image processing was 

performed using a Python script (Anaconda Python 3.5.3). Circular region of interest (ROI) was 

manually selected via a Graphical User Interface provided using the cv2 Python package (OpenCV 

3.1.0). Image pixel statistics were estimated using the numpy Python package (numpy 1.13.1). 

Mean fluorescence intensity from a ROI covering the whole microparticle with AF647-labeled 

Protein A was obtained using the widefield fluorescence microscope, which includes the out-of-

focus fluorescence along the z-axis. Background signal was designated as the mean fluorescence 

intensity measured from an adjacent empty microwell. Each mean fluorescence intensity of the 

microwell was background subtracted and then normalized to the value at the start of the release 

process (t = 0). 

 To characterize microparticle-to-microparticle variation in size and protein loading, we 

measured the size and fluorescence of protein-loaded microparticles segmented from widefield 

fluorescence microscopy images. First, images were flat-field corrected to correct for nonuniform 

illumination across the field of view, as described in Chapter 2. Then, microparticles were 

segmented according to the process outlined in Figure 4.1 (see Supplement for full MATLAB 

script). Microparticle segmentation performance was evaluated by comparing the results of 

segmentation analysis of fluorescence images to manual identification of microparticles from 

corresponding brightfield images (n = 20 images with 142 microparticles total). From this 

comparison, we found that the segmentation script had a false negative rate of 12.7% (the 

proportion of microparticles undetected by the script) and a false positive rate of 2.1% (the 
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proportion of segmented objects that are not microparticles, or are clustered or cut off 

microparticles).  

 
Figure 4.1. Microparticle segmentation workflow.  Microparticles are segmented from flat-field corrected widefield 

fluorescence microscopy images with the following steps, in order: (A) Canny edge detection, (B) Morphological 

closing to connect edge segments, (C) Fill holes in the image, (D) Boundary detection, (E) Measurement of region 

properties (red outlines indicate all detected boundaries; blue points indicate centroids), and (F) Quality control (QC) 

to remove clustered and cut-off microparticles (red outlines indicate all detected boundaries; blue points indicate 

centroids of segmented regions which pass QC).  

For the single-cell western blot analysis, images of proteins were collected by scanning the 

single-cell western blot devices with a fluorescence microarray scanner (Genepix 4300A, 

Molecular Devices). The images were processed by applying a median filter with a 2-pixel radius 

and a threshold value of 50 (ImageJ). Quantitation of proteins from the images was processed by 

in-house MATLAB (R2016b) scripts.21 Protein peaks were fitted with Gaussian functions. For 

quality control protocol, the protein peaks with Gaussian fitting R2 ≥ 0.7 and SNR ≥ 3 were 

analyzed.21 From the curve fitting, protein peak width and location were extracted from the 

Gaussian fit parameters to determine protein molecular mass from Ferguson analysis.36,43 

Separation resolution (SR) between adjacent protein peaks is defined according to Eq. 4.1, where 

∆𝑥 is the center-to-center distance between protein peaks and σ is the peak width:  

 
SR =

∆ 

2(σ1 + σ2)
 Eq. 4.1 

 To characterize spatial variation in electromigration, we applied semi-variogram 

analysis.56,57 The semi-variance (γ) of the slope or y-intercept values (Z) from the log-linear 



55 

 

regressions of protein ladder markers from N pairs of microwells with variable microwell-to-

microwell spacing (h) was calculated according to Eq. 4.2: 

 

γ =
1

2N
∑(Zi − Zi+h)2

N

i=1

 
Eq. 4.2 

 

4.4 Results & Discussion 
Design of the rapid-release protein marker delivery vehicle. A magnetic microparticle delivery 

system was selected for delivery of protein markers to each microwell of the multistage, single-

cell western blot (Figure 4.2A). We employed i) an applied magnetic field to actively seat marker-

coated microparticles in microwells (i.e., in contrast to gravity-based cell settling; Figure 4.2B) 

and ii) a flexible coordination chemistry on the microparticle surface for protein marker 

immobilization and triggered solubilization/release (Figure 4.2C). We utilized two key 

microparticle characteristics to achieve the desired functionality and performance: i) magnetic 

cores for active microparticle seeding in microwells directed via magnetic field and ii) a 

Ni2+ coating that supports high-efficiency protein immobilization with rapid protein release (<30 

s) when exposed to imidazole. 

 
Figure 4.2. Microparticles delivery protein markers for mass sizing in single-cell western blotting.  A) Schematic 

of the single-cell western blot workflow that incorporates microparticles to deliver protein markers (blue peaks) for 

molecular mass determination of endogenous proteins from mammalian cells (orange peaks). The single-cell western 
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blot comprises five stages: 1) Cell settling into microwells by gravity (Fg,z), 2) Microparticle settling into microwells 

by an applied magnetic field (z-axis) (Bz), 3) In-microwell protein marker release (imidazole) and chemical cell lysis, 

4) Concurrent polyacrylamide gel electrophoresis and photo-activated immobilization (photoblotting) of protein 

markers and single-cell lysate, and 5) In-gel immunoprobing. B) Microwell occupancy of MCF-7 cells and protein-

coated microparticles. False-color micrographs of microwells housing a cell (red, nucleus) and/or microparticles 

(blue). Scale bar is 15 µm. Distributions of microwell occupancy for cells and microparticles. Error bars are standard 

deviations (n = 3 chips). C) Schematic of His-tagged protein marker delivery and release from Ni2+-coated 

microparticles. D) Time-lapse fluorescence signal during 1 M imidazole-trigged release of a fluorescent protein 

marker from a single protein-loaded microparticle in a microwell (n = 3 microwells, error bars are standard deviation). 

Colored dashed lines represent exponential curve fitting. The marker release half-life for each condition is listed. 

Black: y = 1.04 × exp(−0.16t) + 0.11, R2 = 0.91. Red: y = 1.18 × exp(−0.04t) + 0.08, R2 = 0.90; Blue: y = 1.03 × 

exp(−0.01t) − 0.09, R2 = 0.87. E) False-color micrograph and intensity profile of four standard proteins (ICAM1, 100 

kDa; KDR, 85 kDa; EpH B4, 58 kDa; CHI3L1, 42 kDa) after electrophoresis separation and photoblotting in the 

polyacrylamide gel. The 30 µm diameter microwell is at the left of the micrograph. 

We first sought to assess the efficiency of a two-step microwell loading process. First, we 

seated MCF-7 breast cancer cells in each microwell by applying a suspension of the cells (≈25 µm 

diameter) onto the polyacrylamide gel layer stippled with 1300 microwells. Cells were sedimented 

via gravity for 10 min (Figure 4.2A, step 1). Gentle washing removed cells that settled onto the 

surface of the polyacrylamide gel, with cells that settled into the microwells retained on the chip. 

Next, to deliver microparticles coated with the 4 protein markers into each cell-laden microwell, 

we applied a solution of the microparticles (106 microparticles mL−1) onto the single-cell western 

blot device and applied a magnetic field to the device for 2 min to direct microparticles into 

microwells (Figure 4.2A, step 2). A circular magnet (4 cm diameter × 1.53 cm height) was located 

under the 2.5 cm × 3.75 cm device and was moved across the device to expose all microwells to 

the applied magnetic field. Gentle washing was used to remove microparticles from the surface of 

the polyacrylamide gel, with microparticles that settled into the microwells retained on the chip. 

At the completion of the two-stage microwell loading process, we used brightfield 

microscopy and selected a random region of interest (≈300 microwells) from each chip to analyze 

both microparticle and cell occupancies. We observed ≈75% of microwells sampled housed ≥1 

microparticle (n = 3 chips, standard deviation σ = 4%, Figure 4.2B). Microwells were designed to 

house MCF-7 cells (30 µm diameter and 35 µm deep microwells), so we opted for 10 µm diameter 

microparticles so as not to interfere with cell loading. We observed 38.3% of microwells contained 

a single MCF-7 cell (Figure 4.2B), corroborating our previous studies that also utilized gravity for 

cell settling.12 In addition to passive cell sedimentation, we have reported on alternate approaches 

for cell loading including, for example, precision transfer of rare cells18 and two-step 

centrifugation by utilizing a second layer of polyacrylamide gel as raised and crescent-shaped dam 

structures on the perimeter of each microwell.20 A centrifugal force directed cells to the dams. 

Upon removal of the centrifugal force, each cell localized to the dam then settles into the proximal 

microwell.20 For the two-step loading process, we observed that 35.3% of microwells contained 

both a single cell and ≥1 microparticle (n = 3 chips, ≈300 microwells sampled per chip, standard 

deviation σ = 8.1%), as desired for concurrent electrophoretic analysis of protein markers and cell 

lysate from each microwell. 

We next sought to quantitatively assess i) the Ni2+ chelation for solid phase immobilization 

of protein markers on the microparticle surface and ii) the subsequent rapid triggered solubilization 

of protein markers into the PAGE separation stage (Figure 4.2C,D). We aimed to trigger release 

of protein markers from the microparticle surface with a <30 s release duration and a “pulse” 

release profile.21 The <30 s duration was sought to match the time frame of the rapid, in-microwell 

cell lysis, and endogenous protein solubilization step. A pulse profile was sought to minimize 
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injection dispersion (i.e., sample tailing) arising from marker release during electroinjection of 

microwell contents into the PAGE lane. 

To immobilize the protein markers on the microparticle surface, the microparticles were 

incubated (2 h) in a cocktail of fluorescently labeled His-tagged marker proteins (KDR, 21.9 ng 

µL−1; ICAM1, 7.40 ng µL−1; EpH B4, 54.5 ng µL−1; CHI3L1, 14.8 ng µL−1). After incubation with 

proteins, the microparticles were washed three times with a washing buffer containing mild 

imidazole (20 × 10−3 M). Via flow cytometry, we observed 98% of microparticles (≈2000 

particles) were coated with the fluorescent protein markers (Figure 4.2C, Figure 4.3). 

 
Figure 4.3. Percent of microparticles labelled with AF647-tagged proteins (ICAM1, KDR, EpH B4, CHI3L1) 

is analyzed by flow cytometry.  Blue histogram represents fluorescence variation and % maximum population of 

microparticles labelled with AF647-tagged proteins (nlabelled = 2587). The blue peak between 103 and 105 indicates 

98% of microparticles are tagged with AF647-proteins. Grey histogram represents fluorescence variation and % 

maximum population of microparticles without AF647-tagged proteins (nunlabelled = 2201). 

After preparing the microparticle-based protein marker delivery system, we examined the 

release kinetics of His-tagged recombinant Protein A labeled with Alexa Fluor 647 (AF647), as a 

representative protein marker. To displace the His-tagged proteins from the microparticle surface, 

imidazole was used as a competitive binding ligand. Imidazole has a similar structure to His and 

serves as an electron donor.58 Release of His-tagged Protein A from the microparticles was 

modeled according to one-state ligand–receptor kinetics (an exponential decay). 

In a negative control, lysis buffer without imidazole resulted in release of Protein A with a 

half-life of 63.4 s and a dissociation rate constant of 0.011 s−1 (Figure 4.4). The observed 

dissociation rate constant was 10× greater than that previously reported,59 a difference we 

attributed to the elevated (55 °C) buffer temperature employed here. 
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Figure 4.4. The effect of temperature and imidazole concentration on AF647-tagged Protein A release kinetics 

from microparticles.  Representative fluorescence false-color micrographs showing protein release from a 

microparticle in a microwell at different lysis (A) temperatures (4 °C, 23 °C, 55 °C) and (B) imidazole concentrations 

(0 M, 250 mM, 500 mM, 1 M). Scale bar, 30 μm length. (C) Time-lapse plots of the fluorescence intensity from 

microwell in buffer with different Imidazole concentrations. Dashed lines represent exponential curve fitting. 0 M: y 

= 0.94*exp(-0.01t) + 0.25, R2 = 0.64, 250 mM: y = 1.09*exp(-0.12t) + 0.09, R2 = 0.90, 500 mM: y = 1.03*exp(-0.13t) 

+ 0.12, R2 = 0.85, 1 M: y = 1.04*exp(-0.16t) + 0.11, R2 = 0.91. 

Next, we investigated the impact of imidazole concentration on protein marker release from 

the microparticles using a series of different imidazole concentrations in the cell lysis buffer. 

During the protein marker release from the Ni–His linkage we assume that the competitive binding 

of imidazole to the Ni2+ is not affected by the molecular size of protein markers conjugated to the 

His tag, given that the molecular mass of imidazole is 68 Da. The lowest imidazole concentration 

studied was 15 mmol imidazole per 15 mL, which was in excess as compared to the concentration 

of the His-tagged Protein A (0.12 nmol per 15 mL). Given the orders-of-magnitude excess of 

imidazole, we assume that the imidazole concentration in the buffer is not significantly reduced 

over the 30 s time course of protein marker release and cell lysis, even for this lowest imidazole 

concentration condition. We opt to study Protein A as a model marker protein for the release 

because Protein A is a low-molecular mass marker (39 kDa) that enables measurement of the 

protein fraction bound on microparticles using wide-field fluorescence microscopy—the unbound 

protein diffuses away quickly from the region of interest (estimated diffusion coefficients, 36.1 

µm2 s−1 at 4 °C to 158 µm2 s−1 at 55 °C).60,61 The Protein A release kinetics at the 1 M imidazole 
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concentration and at 4 °C yield a protein marker release half-life of 49.2 s (95% confidence 

interval, CI = 39.0–65.9 s) and a dissociation rate constant of 0.014 s−1 (n = 3 particles, coefficient 

of variation, CV = 123.7%; Figure 4.2D). For the same imidazole concentration, we elevated the 

temperature of the cell lysis buffer and observed dissociation rate constants of 0.044 s−1 (at 23 

°C; n = 3 particles, CV = 51.5%) and 0.16 s−1 (at 55 °C; n = 3 particles, CV = 40.6%), with the 

latter condition yielding a protein release half-life of 4.46 s (95% CI = 4.01–4.97 s). Within 30 s, 

more than 80% of the His-tagged Protein A was released from the microparticles at 55 °C (Figure 

4.2D). We scrutinized the dissociation rate constant for a range of higher imidazole concentrations 

at the most elevated temperature condition. We observed the shortest release half-life (4.46 s) with 

a 1 M imidazole concentration at 55 °C (Figure 4.4). Because the estimated time scale of the His-

tagged Protein A (39 kDa) diffusing out of a microwell is similar to the protein release half-life in 

55 °C 1 M imidazole, the release reaction is rapid compared to diffusion of protein out of the 

well.60,61 Any protein markers with ≥39 kDa would remain at higher concentrations in the 

microwell prior to single-cell protein PAGE. As the protein marker delivery would be concurrent 

with the rapid cell lysis step, we selected the 1 M imidazole at 55 °C as the condition to trigger 

release of His-tagged protein markers. 

Investigating the use of protein-loaded microparticles as a protein abundance standard. We 

first sought to investigate whether protein-loaded microparticles could be used to load a replicate 

amount of protein into each microwell to serve as a protein abundance standard. We hypothesized 

that protein-loaded microparticles could be used to deposit an equal amount of fluorescently 

labeled standard protein into each well, so that technical variation in protein capture and detection 

could be determined based on variations in the amount of photo-immobilized and immunoprobed 

standard protein, respectively (Figure 4.5). While the mechanism of protein release from 

microparticles differs from the mechanism of protein release from mammalian cells, proteins from 

a microparticle-based abundance standard would be subject to and could indicate many of the same 

sources of technical variation (i.e., variable diffusive protein loss, variable photo-immobilization 

and immunoprobing efficiency) that impact the measured abundance of cellular proteins. 

 
Figure 4.5. Microparticles loaded with equal amounts of protein may serve as a protein abundance standard to 

identify technical variation in protein capture and detection efficiency.  Protein-loaded microparticles would be 

used to deposit equal amounts of protein into each microwell (left). After lysis, electrophoresis, and photo-

immobilization, the abundance of the fluorescently-labeled photo-immobilized standard protein in each separation 

lane indicates technical variation protein capture (center), while abundance of immunoprobed standard protein 

indicates technical variation in protein detection (right). 

 To use protein-loaded microparticles as an abundance standard without the need for 

additional pre-immunoblot imaging steps, the microparticles must be able to deposit an equal 

amount of protein into each microwell. Thus, we sought to characterize the amount of 

microparticle-to-microparticle variation in protein loading, to assess whether protein-loaded 

microparticles could serve an abundance standard. We characterized microparticle protein loading 
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with two different proteins, using either the previously optimized incubation concentration (termed 

1× concentration) or 2× concentration, and using either 2 h (previously optimized) or 4 h 

incubation times (Table 4.2). After incubation with protein, all microparticles underwent the 

standard wash steps (see Materials & Methods). The nickel magnetic microparticles used in this 

study have a binding capacity of 1–5.5 mg protein per mL of microparticle suspension, according 

to manufacturer specifications.62 A previous study of His-tagged protein loading on nickel 

microspheres found that microspheres saturated with protein had less variation in protein loading 

(coefficient of variation [CV] of protein loading was 11-18%) than unsaturated microspheres (CV 

30-40%).63 Thus, to minimize variation in protein loading, all of the protein incubation 

concentrations used to load microparticles are within or above the manufacturer-specified range 

of protein binding capacity.  

 After protein loading and standard wash steps, the size and fluorescence of 100s–1000s of 

microparticles were quantified from widefield fluorescence microscopy images (see Materials & 

Methods). Despite incubating the microparticles with saturating concentrations of protein, we 

observed substantial variation in microparticle protein loading – summed microparticle 

fluorescence (a proxy for total loaded protein) among microparticles of each loading condition had 

CVs of 49.1–66.9%. To evaluate whether the variation in the amount of protein loaded arises from 

variation in microparticle size or variation in protein loading density, we also quantified the 

variation in mean microparticle fluorescence (a proxy for protein loading density, which is 

independent of microparticle size) (Table 4.2, Figure 4.6). The CVs of mean microparticle 

fluorescence (23.2–39.8%) were approximately half the CVs of total microparticle fluorescence, 

indicating that variation in both microparticle size and protein loading density contribute to the 

variation in the total amount of protein loaded per microparticle. Increasing protein incubation 

time or concentration (beyond manufacturer-specified protein binding capacity of the 

microparticles) both significantly increase mean microparticle fluorescence (Figure 4.7), which 

suggests that microparticles are not saturated with protein. We hypothesize that the increased 

protein loading at concentrations above the manufacturer-specified binding capacity may be due 

to nonspecific protein adsorption to the microparticle, and would propose that future studies 

investigate the impact of increasing the imidazole concentration of the wash buffer to minimize 

nonspecific protein adsorption and identify the protein incubation concentration which saturates 

the microparticle binding capacity.  

 
Table 4.2. Microparticle-to-microparticle variation in protein loading.  

Protein Concentration (mg protein/mL 

microparticle suspension), relative 

to optimized loading concentration 

Incubation 

time (h) 

Number of 

microparticles 

analyzed 

CV, mean 

fluorescence 

CV, total 

fluorescence 

Protein G 11 (1×) 2 4193 23.2% 49.1% 

11 (1×) 4 3409 24.9% 51.5% 

22 (2×) 2 462 26.7% 51.8% 

22 (2×) 4 2079 30.1% 56.6% 

Protein 

A/G 

3.2 (1×) 2 2389 30.0% 57.8% 

6.4 (2×) 2 174 39.8% 66.9% 
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Figure 4.6. Histograms of microparticle area, mean intensity, and summed intensity distributions for different 

proteins and loading protocols.  The total microparticle fluorescence from a 2D fluorescence micrograph is the 

product of the microparticle area and mean fluorescence intensity in the image.  

 
Figure 4.7. Protein loading density on microparticles increases significantly with greater incubation 

concentration and incubation time.  Boxplots of mean fluorescence of microparticles incubated with Protein G or 

Protein A/G with the concentrations and durations as specified in Table 4.2. Increased concentration (1×, 2×) or 

incubation time (2 h, 4 h) yields a significant increase in mean microparticle fluorescence (i.e., protein loading 

density). Kruskal-Wallis test with post-hoc Tukey test, p<0.05.  

 Overall, we observe substantial heterogeneity in the amount of protein loaded per 

microparticle, due to both variation in microparticle size and protein loading density. Though the 

protein:microparticle ratios used here are within or above the manufacturer-specified protein 

binding capacity of the microparticles, we find that protein loading density increases with 

incubation concentration, as well as incubation time. The microparticle protein loading variation 

is greater than previously reported variation in both saturated and unsaturated protein loading on 

nickel microspheres63, which we hypothesize may be due to variable nonspecific protein 

adsorption and other factors unique to the surface properties and polydispersity of the nickel 

microparticles used in this study. Based on the observed heterogeneity in protein loading, we find 

that further optimization is required to develop more uniformly-loaded microparticles suitable for 

use as protein abundance standards in single-cell immunoblotting. However, we hypothesized that 

protein-loaded microparticles can serve as a molecular mass standard, which does not require 

homogenous protein loading.  

Validating the protein marker as a molecular mass standard. After rapid release of the protein 

markers in the microwell, we scrutinized the protein marker electromigration during single-cell 
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protein PAGE (Figure 4.2E and Figure 4.8). At 30 s of cell lysis and protein marker release, 

protein PAGE was initiated by applying an electric field (E = 40 V cm−1) for 25 s. Separated 

protein peaks were immobilized with a 45 s UV exposure of the benzophenone in the 

polyacrylamide gel. After photoblotting, Ferguson analysis of the protein electromigration was 

performed.36,43 In protein sizing (gel electrophoresis with sodium dodecyl sulfate (SDS)), we 

expect a log-linear relationship between the molecular mass and observed electrophoretic mobility 

of each target. Log-linear fitting of the protein markers yielded R2 > 0.97 for >300 PAGE 

separation lanes (Figure 4.8A), which is comparable to the log-linearity of many other slab gel 

and capillary electrophoresis systems.64–66 The final protein peak location had CV ranging from 

2.2% to 11.0% depending on the protein marker considered (μ ± σ of CV across 3 chips: ICAM1, 

9.41 ± 2.06; KDR, 6.29 ± 2.03; EpH B4, 5.00 ± 2.30; CHI3L1, 5.07 ± 2.53; nchip1 = 147, nchip2 = 

104, nchip3 = 340; Table 4.3). 
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Figure 4.8. Ferguson analyses of protein markers support their utility as an estimator of molecular mass for 

endogenous protein targets.  (A) Log-linear regression fitting of protein markers (ICAM1, KDR, EpH B4, CHI3L1) 

in 100 representative single-cell PAGE protein separations. R2 value for each linear fit is shown in lower left of each 
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plot. Black circles, protein markers; red lines, linear regression fits. B) Box and scatter plots of percent mass errors 

between expected and estimated (from the log-linear regression fits) molecular masses of protein markers in a single-

cell western blot chip. Each black circle represents percent mass error for each PAGE separation lane. Box extents 

indicate 25th and 75th quantiles; black line at box midpoint indicates median value; whiskers extend to minimum and 

maximum values. Kruskal–Wallis test with Dunn's multiple comparisons test, ***p < 0.0001, n = 168 PAGE 

separation lanes. C) Scatter plots indicate chip-to-chip R2 values for linear regression fits. Black circles indicate R2 

values for PAGE separation lanes; red line indicates mean value for each chip (µ1 = 0.991, µ2 = 0.994, µ3 = 0.993); n1 

= 327, n2 = 204, n3 = 516; one-way ANOVA test, p < 0.001, Cohen's d < 0.2. 

Table 4.3. Quantitation of peak location for microparticle-delivered protein ladder markers from 3 chips.  

 Chip 1 Chip 2 Chip 3 

Protein Mean 

(µm) 

Standard 

deviation 

(µm) 

CV (%) Mean 

(µm) 

Standard 

deviation 

(µm) 

CV (%) Mean 

(µm) 

Standard 

deviation 

(µm) 

CV (%) 

ICAM1 180.74  13.85 11.0 125.72 12.75 10.14 175.78  12.44 7.08 

KDR 349.37  22.30 7.91 281.76 19.59 6.95 339.42 13.61 4.01 

EpH B4 624.28   35.35 6.50 544.14 33.40 6.14 616.48 14.48 2.35 

CHI3L1 817.90  49.34 6.65 741.44 47.43 6.40 809.54 17.40 2.15 

 

Across each device, we found no observable spatial dependence on the y-intercept values 

of the log-linear regression but did observe a decrease in the slope across the width of the chip 

(Figure 4.9). Recognizing that a ΔE = ≈1 V cm−1 across the width of the chip (left to right) would 

result in the observed slope variation, we hypothesized that the apparatus has a slight offset in 

electrode pair spacing from one end of the chip to the other (Figure 4.9). 

 
Figure 4.9. Variation of protein ladder electromigration in a single-cell immunoblot chip.  (A) Heat map 

displaying variance of log-linear regression slope values from microwells with protein ladder markers. (B) Heat map 

displaying variance of log-linear regression y-intercept values from microwells with protein ladder markers. (C) A top 

view of the electrophoretic chamber. The chamber is composed of two electrodes and a holder for the single-cell 

western blot chip. Distance difference between the electrodes, measured at the ends of the holder in x-axis, leads to 

ΔE = ~1 V/cm from left to right across the chip. 

For each protein marker, we compared the expected molecular mass to the measured 

molecular mass. An analysis of 168 single-cell PAGE lanes gave a difference between the two 

values of <5%, with an interquartile range <1% (Figure 4.8B), for all protein markers that passed 
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quality control (see Materials & Methods). Although peak location CV values are not significantly 

different among all four markers (Table 4.3, n = 3 chips with 147, 104, and 340 peaks, 

respectively; one-way ANOVA test, p > 0.5), the percent mass errors of the smallest ladder 

component (CHI3L1, 42 kDa) and the largest ladder component (ICAM1, 100 kDa) were 

significantly higher than those of EpH B4 (58 kDa) and KDR (85 kDa) (μ ± σ of percent mass 

error: ICAM1, 3.77 ± 0.49; KDR, 1.24 ± 0.53; EpH B4, 0.39 ± 0.30; CHI3L1, 5.05 ± 0.57; 

Kruskal–Wallis test with Dunn's multiple comparisons test, ***p < 0.0001, n = 168 PAGE 

separation lanes; Figure 4.8B). The slightly higher mass errors in CHI3L1 and ICAM1 were 

ascribable to CHI3L1 and ICAM1 peaks electromigrating less than what the log-linear regression 

fitting expected, resulting in estimated masses lower than the expected masses. High and low 

molecular mass proteins should be included in each set of protein marker standards for most 

accurate estimation of molecular mass, which agrees with previous work demonstrating that the 

use of a pair of high and low molecular mass protein standards controlled for technical variation 

in migration rate in a capillary gel electrophoresis platform.65  

Next, we examined chip-to-chip variation in molecular mass estimation to assess 

reproducibility of the protein marker as a size standard (Figure 4.8C, Figure 4.10). Regarding the 

goodness of the log-linear regression fit, we observed R2 > 0.97 (n = 3 chips; Figure 4.8C). One-

way ANOVA tests indicate that the distributions of the R2 values are significantly different among 

the chips. However, the magnitude of the chip-to-chip difference in R2 values is minimal, with a 

Cohen's d < 0.2 (Figure 4.8C). We further investigated technical variation across the chips by 

analyzing percent mass errors of the protein markers. Although the slight run-to-run difference in 

the gel electrophoresis duration might contribute to the fact that distributions of percent mass errors 

are significantly different across chips (Figure 4.10), we observed consistent protein 

electromigration (CV of peak locations <12%) and <10% mass errors in sizing of the protein 

markers (42–100 kDa protein masses; Figure 4.10 and Table 4.3). 
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Figure 4.10. Scatter plots of percent mass error between expected and estimated molecular weight of protein 

markers across 3 chips. Each black circle represents percent mass error per separation lane. Red box ends indicate 

25th and 75th quantiles; middle red line at box indicates median value; whiskers extend to minimum and maximum 

values. Kruskal-Wallis test, ***p < 0.0001, **p < 0.001; nchip1 = 257, nchip2 = 168, nchip3 = 415. 

Given that not all cell-containing microwells were populated with microparticles, we 

sought to assess the impact of protein marker performance when employing protein markers 

proximal to single-cell PAGE separations lanes as size standards. We used a semi-variogram 

analysis of the log-linear fitting coefficients and determined that molecular mass estimates of 

protein targets are accurate using proximal protein marker electromigration, if the protein markers 

are released in a microwell that is located ≤2.5 mm (center-to-center pitch) from the microwell 

containing the cell of interest (Eq. 4.2, Figure 4.11).56,57 We observed no significant difference 

(Kruskal–Wallis test with Dunn's multiple comparisons test, p > 0.05) in molecular mass error 

when protein sizing of endogenous targets was performed either using the protein markers from 

the same PAGE separation lane or in “proximal” separation lanes (i.e., located ≤2.5 mm from the 

PAGE separation lane containing the proteins targets; Figure 4.12). 
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Figure 4.11. Spatial analysis of protein ladder electromigration. (A) Semi-variogram of the slope values at 

different microwell spacing across the single-cell western blot array columns (left) and rows (right). Across the 

columns, slope variance begins to increase when microwell spacing > 10. The slope variance does not vary across 

rows. Microwell spacing (center-to-center pitch) across columns, 250 μm and across rows, 1 mm. (B) Semi-variogram 

of the y-intercept values at different microwell spacing across the single-cell western blot array columns (left) and 

rows (right). The y-intercept semi-variograms indicate that variance does not dependent on microwell locations across 

the device. 

 
Figure 4.12. Scatter plots indicating percent mass error distribution of protein markers at different microwell 

spacing (A) 1, (B) 2, (C) 3, (D) 5, (E) 10. Each microwell spacing (center-to-center pitch) is 250 μm. After the log-

linear fitting, mass of protein ladder markers at proximal microwells are measured with the log-linear regression. Each 

black circle represents percent mass error per separation lane. Box ends indicate 25th and 75th quantiles; middle black 

line at box indicates median value; whiskers extend to minimum and maximum values. Kruskal-Wallis test with 

Dunn’s multiple comparisons test, ns: p > 0.05, nA = 318; nB = 152; nC = 67; nD = 12; nE = 6.Imidazole interferes 
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with protein photoblotting. After protein PAGE, efficient photoblotting is critical for protein 

detection and immunoprobing readout of the single-cell western. During photoblotting, we 

expected interference between the imidazole (1 M) and the UV-activated benzophenone group, as 

benzophenone can abstract hydrogen from a secondary amine group on the imidazole, thus 

allowing benzophenone to form a covalent bond with the high concentration imidazole (Figure 

4.13).67 In some sense, the imidazole would act to “block” the benzophenone from forming 

covalent bonds with protein targets. When photoblotting was performed in the presence of 

1 M imidazole, we observed just 3.7% of separation lanes with protein marker signals that 

exceeded the minimum signal to noise ratio (SNR), as described in the quality control protocol 

(Figure 4.14A,F, see Materials & Methods). 

 
Figure 4.13. Mechanism for imidazole reaction with UV-activated benzophenone moieties incorporated in a 

polyacrylamide gel. 
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Figure 4.14. Imidazole interferes with protein blotting efficiency thus necessitating buffer exchange prior to 

UV exposure.  (A) False-color micrographs of single-cell protein PAGE with 1 M imidazole present during 

photoblotting (left) and with buffer exchange to dilute imidazole prior to photoblotting (right). Each intensity plot 

represents the protein markers along one PAGE separation lane. B) Scatter plots of signal-to-noise ratio (SNR) of 

protein marker peaks with and without buffer exchange (nwith_exchange = 249, nno_exchange = 149). C) Scatter plot indicating 

R2 values with and without buffer exchange (nwith_exchange = 107, nno_exchange = 27). D) Scatter plots of separation 

resolution between two protein markers with or without buffer exchange (nwith_exchange = 107, nno_exchange = 27). E) 

Scatter plot of KDR peak SNR as a function of the number of microparticles in the microwell (n = 4 microwells, error 

bar is standard deviation). Each square represents a mean SNR value of KDR with buffer exchange. Each circle 

represents a mean SNR value of KDR without buffer exchange. With buffer exchange, one microparticle per 

microwell is sufficient to detect all protein markers with SNR ≥ 3. F) Bar graph representing fraction of protein 

markers that passed quality control (SNR ≥ 3, R2 for Gaussian curve fitting ≥ 0.7). Error bars represent standard 

deviations, n = 3 chips with exchange and without exchange. Black circles represent data per PAGE separation lane; 

red lines represent mean values; unpaired t test, ***p < 0.0001, **p < 0.002, ns = no significance (p > 0.05). 
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To enhance the photoblotting efficiency of the protein markers, we modified the standard 

single-cell western blot workflow to include a buffer-exchange step between the chemical cell 

lysis step and the protein PAGE step (see Materials & Methods). This buffer exchange step reduces 

the imidazole concentration in the polyacrylamide gel matrix prior to the UV photoblotting step. 

A similar approach to buffer exchange has been employed to reduce Joule heating during single-

cell electrophoresis.68 Comparing mean SNR values for the protein markers, the SNR with the 

buffer exchange step was >20% greater than the SNR without the buffer exchange step (Figure 

4.14B). For endogenous proteins in each MCF-7 cell lysate, the buffer exchange increased 

immunoprobing signal from β-tubulin (β-TUB), cytokeratin 8 (CK8), and GAPDH to levels 

observed with no imidazole included in the chemical lysis step (Figure 4.15). 

 
Figure 4.15. Scatter plots of measured β-TUB, CK8, GAPDH abundance under different lysis buffer conditions. 

After protein lysis and release, buffer exchange eliminates imidazole that interferes with UV-activated protein 

photocapture. Each black dot represents an endogenous protein from individual cells per microwell. Red lines indicate 

median with range from maximum to minimum expression values. Kruskal Wallis test, Dunn–Šidák corrections, *p 

< 0.05, **p < 0.0001. β-TUB: n0M = 33, n1M = 66, nbuffer_exchange = 141; CK8: n0M = 46, n1M = 116, nbuffer_exchange = 328; 

GAPDH: n0M = 41, n1M = 69, nbuffer_exchange = 201. 

Considering total assay performance, we next asked whether the buffer exchange might 

affect the goodness of fit in the log-linear regression and separation resolution (SR) of the protein 

markers (Figure 4.14C,D, Eq. 4.1). The goodness of fit distribution of R2 values with the buffer 

exchange was not significantly different from that without the buffer exchange (unpaired t-test, p = 

0.20, nwith_exchange = 107, nno_exchange = 27; Figure 4.14C). Furthermore, no decrease in SR between 

the protein markers was detectable (unpaired t-test; SRICAM1&KDR, p = 0.0003; SRKDR&EpH B4, p = 

0.55; SREpH B4&CHI3L1, p = 0.19; Figure 4.14D). For each adjacent protein pair in a four-protein 

ladder spanning ~40-100 kDa, SR>1 was achieved. The buffer exchange here utilized room 

temperature lysis buffer that simply omits imidazole, while still containing high concentrations of 

conductive ionic detergents that result in Joule heating-induced peak dispersion during 

electrophoresis. Joule heating may be reduced with further optimization of the exchanged buffer 

(e.g., by reducing the concentration of conductive components).68  

Detection threshold: Minimum number of microparticles per microwell. We sought to assess 

the number of microparticles per microwell required to detect protein markers with an SNR ≥ 3. 

We used the KDR protein to assess the relationship between SNR of protein peaks (E = 40 V cm−1; 

Δt = 25 s) and the number of microparticles per microwell. As expected, the SNR increased with 

an increasing number of microparticles per microwell (Figure 4.14E). Without buffer exchange, 

>3 microparticles per microwell were required to achieve an SNR ≥ 3 (Figure 4.14E). By contrast, 

the buffer exchange and dilution of imidazole yielded SNR > 5 with a single microparticle in a 

microwell (Figure 4.14E). As compared to just 3.7% of separation lanes yielding suitable 

detection signal without the buffer exchange, under these conditions we observed 55% of lanes 

yielding an acceptable signal (Figure 4.14F). 
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In formulating “design rules” for protein sizing markers based on these findings, one 

microparticle per microwell was sufficient for detection of the protein markers in single-cell 

western blotting. In cases where no microparticles are loaded into a cell-laden microwell, proximal 

microwells containing protein markers may be used for cellular protein sizing. In cases where 

protein targets are >100 kDa, microparticle loading of the cell-laden microwell should not exceed 

3 microparticles, as we observed nonspecific signal proximal to each microwell—that may 

interfere with detection of large protein markers—when ≥4 microparticles were seated in a single 

microwell (Figure 4.16). 

 
Figure 4.16. Protein marker design rule for sizing larger protein targets (> 100 kDa) from microwells populated 

with multiple microparticles.  (A) False-color micrograph reports protein sizing from a microwell seeded with 1 

microparticle. (B) False-color micrograph reports protein sizing from a microwell seeded with ≥ 4 microparticles. Red 

arrow indicates marker-derived background signal near the microwell, which may interfere with detection of large 

molecular mass protein targets if analyzed from cell lysate injected from the same microwell. 

Determining molecular mass of endogenous protein targets in MCF-7 cells. Next, we applied 

the protein markers to estimate the molecular masses of endogenous proteins from single MCF-7 

breast cancer cells (Figure 4.17). For microwells containing both individual MCF-7 cells and ≥1 

microparticles, we performed single-cell western blotting and concurrently resolved protein 

markers and endogenous proteins in all PAGE separation lanes (Figure 4.17A). 
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Figure 4.17. Protein markers estimate protein target molecular mass in single-cell western blotting.  (A) Top: 

false-color micrographs display microwells containing an MCF-7 cell (red) and microparticles (blue). Scale bar, 10 

µm. Bottom: intensity profiles and false-color micrographs of four representative PAGE lanes containing both 

endogenous proteins (STAT3, 80 kDa; ER-α, 66 kDa; CK8, 54 kDa; β-TUB, 50 kDa; GAPDH, 37 kDa) and protein 

markers (blue). B) Scatter plots indicate no significant difference in peak widths of protein markers with and without 

cells in microwells. Black circles represent peak width of each protein marker; red lines represent mean values; 

unpaired t-test and F-test, ns = no significance (p > 0.05); nwith_cell = 141, nno_cell = 127. C) Scatter plot indicates no 

significant difference in R2 values from linear regression with and without a cell in the microwell. Black circles 

indicate R2 values per separation lane; red lines represent mean values; unpaired t-test and F-test, ns = no significance 

(p > 0.05); nwith_cell = 141, nno_cell = 127. D) Scatter plot representing no significance difference in GAPDH (n≥1 = 55, 

n0 = 17), β-TUB (n≥1 = 77, n0 = 28), and CK8 (n≥1 = 97, n0 = 14) peak widths in microwells with or without 

microparticles. Black circles indicate endogenous protein peak width per separation lane; red lines represent mean 

values; Mann–Whitney test, ns = no significance (p > 0.05). E) Representative log-linear regression plots display 

estimated (*) and expected (x) molecular masses of endogenous proteins extracted from linear regression of the protein 

marker. R2 value for each log-linear fit is in the lower left of each plot. Black circles, protein marker; red lines, log-

linear regression fitting. F) Box plots depict % error between estimated and expected molecular masses of STAT3 (n 

= 95 cells), ER-α (n = 7 cells), CK8 (n = 794 cells), β-TUB (n = 551 cells), and GAPDH (n = 430 cells) from the 

Ferguson analysis plots. Box extents indicate 25th and 75th quantiles; black line at box midpoint indicates median 

value; whiskers extend to minimum and maximum values. 

We sought to identify any confounding interactions when running protein PAGE on the 

protein marker and single-cell lysate from the same microwell. We found no significant difference 

in the distribution of the peak widths of the protein markers in the presence of MCF-7 cells (μ ± 

σ; ICAM1: 108.5 ± 34.5 μm, KDR: 165.6 ± 22.8 μm, EpH B4: 135.8 ± 12.5 μm, CHI3L1: 170.4 
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± 24.2 μm), as compared to the same protein marker analysis without cells present (μ ± σ; ICAM1: 

118.1 ± 27.1 μm, KDR: 160.3 ± 25.8 μm, EpH B4: 137.3 ± 12.1 μm, CHI3L1: 176.5 ± 21.9 μm). 

The comparison suggests that negligible interference arises from coloading, cell lysis concurrent 

with protein marker solubilization, and concurrent sample injection (Figure 4.17B; unpaired t-test 

and F-test, p > 0.05, nwith_cell = 141, nno_cell = 127). The goodness of the log-linear fit to the protein 

markers remained R2 > 0.97 and was not significantly different from conditions in which no cells 

were loaded into the microwells (Figure 4.17C; unpaired t-test and F-test, p > 0.05, nwith_cell = 

141, nno_cell = 127). 

Reciprocally, for microwells with and without microparticles, we analyzed the 

immunoprobed endogenous proteins to identify any confounding effects. We probed for 

endogenous proteins expressed at median or higher copy numbers of the mammalian 

proteome.69 GAPDH, β-TUB, CK8, ER-α, and STAT3 have copy numbers above the limit of 

detection for the single-cell western blot (≈27 000 copies of protein immobilized in the 

gel).12,18,21 We analyzed GAPDH, β-TUB, CK8 and found that the protein peak widths were not 

notably affected by the presence of protein-loaded microparticles in the same microwells 

([median≥1 microparticle, median0 microparticle]; GAPDH [193.4, 192.5 μm], β-TUB [134.3, 136.9 μm], 

CK8 [151.3, 151.9 μm]; Mann–Whitney test, p > 0.05; Figure 4.17D). 

Next, we applied the protein markers to estimate the molecular masses of endogenous 

proteins from single MCF-7 cells (Figure 4.17). For microwells containing both individual MCF-

7 cells and ≥1 microparticles, we performed single-cell western blotting and concurrently resolved 

protein markers and endogenous proteins in all PAGE separation lanes (Figure 4.17A). 

Here, we utilized the log-linear regression equation developed from the protein markers 

and the measured peak location for each target (for ladders and single-cell western blots performed 

within the ≤2.5 mm mentioned earlier). We analyzed >100 single-cell western blots with protein 

markers that passed quality control (see Materials & Methods) and a R2 ≥ 0.97 for the log-linear 

regression. In these cases, the observed molecular masses of GAPDH (39.6 kDa), β-TUB (47.0 

kDa), CK8 (54.3 kDa), and ER-α (66 kDa) and the reported molecular masses (determined by 

conventional slab-gel western blots) agreed with both median and mean mass errors of <10% 

(Figure 4.17E,F). Out of all endogenous protein targets, STAT3 had the highest mean (10.3%) 

and median (12.2%) mass error values (Figure 4.17F, Table 4.4). Conventional slab-gel western 

blotting reports three protein peaks within the 70–100 kDa range when probing with the STAT3 

antibody (Figure 4.18), possibly slightly reducing the accuracy of target sizing in the single-cell 

western blot, which has lower resolving power than the 4 cm long separation lengths utilized for 

pooled cell lysate analysis in slab gels. Overall, single-cell western blotting incorporating the 

protein markers resulted in mean and median mass errors <12% for all endogenous protein targets 

from the MCF-7 cells (Figure 4.17F). This observed performance is comparable to the mass sizing 

performance of both slab-gel PAGE and microfluidic sizing chips (Agilent Bioanalyzer), which 

reports mass errors ≈10%.37,64 Perhaps not surprisingly, we found lower protein target mass errors 

estimating mass using the microparticle-delivered protein markers as compared to using 

endogenous proteins from cell lysate as markers (Figure 4.8B and Figure 4.17F). For example, 

the mean and median mass errors for CK8 were 40% lower when determined by the microparticle-

delivered protein markers, as compared to using endogenous cellular protein targets (Figure 4.19). 

We anticipate the microparticle protein marker vehicle will find utility in assigning molecular 

masses to proteoforms, including truncated isoforms with >20% molecular mass differences from 

the full-length protein (Figure 4.17F).70–72 In the future, the protein marker microparticles may 

find application in microfluidic isoelectric focusing,73,74 co-immunoprecipitation,75 and to the 
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delivery of DNA/RNA markers for single-cell comet assays to accurately measure DNA damage 

and modifications.8,15 

 
Table 4.4. Statistics of percent mass errors for endogenous cellular protein targets from MCF-7 cells. 

Endogenous 

protein 

Percent mass error (%) 
n 

Minimum Median Maximum Mean 

GAPDH 0.01 7.61 19.61 7.50 430 

β-TUB 0.01 8.75 16.40 8.46 551 

CK8 0.003 6.01 19.30 8.37 794 

ER-α 1.35 6.54 15.82 7.18 7 

STAT3 2.47 12.2 15.99 10.3 95 

 

 
Figure 4.18. Slab-gel western blots of STAT3, CK8, and GAPDH from MCF-7 cells.  

 
Figure 4.19. Scatter plots indicating percent mass error distribution of CK8, estimated by performing log-linear 

regression with protein markers or four cellular proteins (GAPDH, β-TUB, ER-α, STAT3).  For protein sizing 

with the protein markers (n = 794), the protein markers located ≤ 10 microwell spacing apart from CK8 protein peaks 
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are used. For protein sizing with the endogenous proteins (n = 8820), every combination of GAPDH, β-TUB, ER-α, 

STAT3, and CK8 peaks within ≤ 2.5 mm is computed and evaluated. Mann Whitney test, *** p < 0.0001. 

 

4.5 Conclusions 
As single-cell resolution assays emerge and mature, emphasis on accuracy and 

reproducibility is increasing. This emphasis is relevant for single-cell resolution genomics and 

transcriptomics, as well as for complementary single-cell protein assays (flow cytometry, 

immunofluorescence, immunohistochemistry, mass cytometry/CyTOF). For multistep assays, 

measuring variation from each assay step isolates biological variation from technical variation 

imparted by the measurement itself. Standardized tools allow robust quality control and enhanced 

accuracy to ensure meaningful and reproducible biological insights. 

To establish a molecular mass standard for single-cell western blotting, we design, 

characterize, and apply protein markers delivered to microwells in “solid-phase” as a coating on a 

magnetic microparticle vehicle. Magnetically directed microparticle delivery and chemical 

triggering of protein marker release allow concurrent analysis of the protein marker with each 

electrophoretic separation of single-cell lysate. To assess intra- and inter-assay variability, we 

utilize His-tagged ligands, which allows customization of the protein markers to match the single-

cell western target needs. Endogenous protein targets are identifiable with selectivity greater than 

immunoassays alone, owing to dual measurements of molecular mass and reactivity with an 

immunoprobe. 

Protein markers promise to aid in identification of unknown protein targets from single 

cells, as well as very importantly aiding in the identification and subsequent measurement of 

sources of technical variation in single-cell western blotting. Inclusion of protein markers allows 

a user to understand the variation arising from each stage of their custom assay—from cell lysis to 

immunoprobing—which allows adjustment of assay conditions to modulate the dominant 

contributors to variation (e.g., peak location, area-under-the-curve, dispersion). 

Design and development of protein markers that are compatible with other single-cell 

immunoblotting modalities—including immunoprobed isoelectric focusing and immunoblotting 

of native species—are underway. With further optimization to deliver controlled (and known) 

quantities of standard proteins to each microwell, protein markers have the potential to aid in 

absolute protein quantitation of targets from each single-cell lysate and possibly even from sub-

cellular compartments.18,76 
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4.7 Supplement: Microparticle segmentation script 
% Ensure all old variables and windows are cleared 

clear all 

close all 

clc 

  

% Inputs (change these for each image set) 

addpath('C:\Desktop\Test image set'); 

dark = imread('dark.tif'); 

flat = imread('flat.tif'); 

filename_start = 'test'; 

filename_end = '.tif'; 

numImages = 20; 

showFigures = 0; %Boolean determining whether image segmentation 

results (for each image) are displayed or not 

  

for i = 1:numImages %for each image... 

     

    %READ IMAGE 

    filename_mid = num2str(i); 

    filename = strcat(filename_start, filename_mid, filename_end); 

    try 

        img = imread(filename); 

    catch 
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        continue; %If there isn't a file with the specified filename, 

move on to the next image index 

    end 

     

    %FLAT-FIELD CORRECTION, and normalize to the max image intensity 

to improve contrast 

    corrected = flatfield(img, dark, flat); 

    Imax = max(max(corrected)); 

    corrected_contrast = double(corrected)./Imax; %only used if 

displaying the image 

     

    %GENERATE OUTLINES 

    img_edge = edge(corrected, 'Canny', [0.05 0.25]); %Canny edge 

detection 

    se = strel('disk', 10); %Create morphological structuring element 

    img_close = imclose(img_edge, se); %Connect edge segments using 

disk with a radius of 10 pixels (microscopy image scale is 5 

pixels/micron) 

    img_fill = imfill(img_close,'holes'); %Fill the outlines. This 

means that smaller outlines within one microparticle will be 

encapsulated within the larger microparticle edge. 

    mask = boundarymask(img_fill); %Find boundaries of the filled 

regions 

    boundaryOverlay = imoverlay(corrected_contrast,mask,'red'); 

%Overlay boundary outlines on original image 

     

    %MEASURE PROPERTIES 

    stats = regionprops(img_fill, corrected, 'Area', 'Centroid', 

'Perimeter', 'MeanIntensity', 'PixelValues', 'MajorAxisLength', 

'MinorAxisLength'); 

     

    %Get stats for all segmented objects, in pixel units 

    area = cat(1, stats.Area); 

    perim = cat(1, stats.Perimeter); 

    circularity = (4*pi.*area)./perim.^2; 

    centroid = cat(1, stats.Centroid); 

    major = cat(1,stats.MajorAxisLength); 

    minor = cat(1,stats.MinorAxisLength); 

    diameters = (major+minor)/2; 

    radii = diameters/2; 

    meanInt = cat(1,stats.MeanIntensity); 

    x = centroid(:,1); 

    y = centroid(:,2); 

     

    %{ 

    Select objects based on location (i.e., exclude microparticles 

that are cut off at the edge of image), area, and circularity 

    Reject if x is <25 or >1004-25=979. reject if y is <25 or >1002-

25=981. (pixel units, based on image size of 1002 x 1004 pixels) 

    %} 

    acceptLoc = find((x>25&x<979)&(y>25&y<977)); %Only accept 

microparticles with centroids more than 25 pixels (5 microns, the 
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radius of the microparticle) from the edge to avoid quantifying cut-

off microparticles 

    acceptArea = find(area>491&area<4418); %Only use microparticles 

with area between 491 and 4418 pixels (corresponds to about 5-15 

micron diameter microparticles) 

    acceptCirc = find(circularity>0.86); %Only use microparticles with 

circularity above 0.86 

    accept = intersect(acceptLoc, acceptArea); 

    accept = intersect(accept, acceptCirc); 

     

    %{ 

    Accept only microparticles that don't overlap with other 

microparticles' halos (the fluorescent ring around the microparticle, 

    which may confound measurement of true microparticle fluorescence 

(i.e., protein loading). 

    %} 

    goodCenters = centroid(accept,:); %Centers with proper area, 

location, circularity (but BEFORE halo overlap selection) 

    reject = zeros(); 

    if size(centroid,1)==1   %If there is only one microparticle in 

the image, don't need to check if it overlaps with halos 

    else %If there are multiple microparticles in the image, remove 

ones that overlap with halo 

        for m = 1:length(accept) %For each microparticle that passed 

area, location, circularity thresholds... 

            microparticleIndex = accept(m); 

            x1 = centroid(microparticleIndex,1); 

            y1 = centroid(microparticleIndex,2); 

            neighbors = 1:size(centroid,1);  %Neighbors are ALL 

segmented objects, not just the accepted ones! Because halos from non-

accepted objects would still confound intensity measurement of given 

microparticle 

            neighbors(microparticleIndex) = [];    %The microparticle 

being analyzed is not a neighbor to itself 

            distances = zeros(length(neighbors)); 

            for n = 1:length(neighbors) %For each neighbor of a single 

microparticle 

                neighborIndex = neighbors(n); 

                x2 = centroid(neighborIndex,1); 

                y2 = centroid(neighborIndex,2); 

                dist = sqrt((x2-x1)^2+(y2-y1)^2); 

                if dist<100 %if the centroids are less than 100 pixels 

apart (25 pixels per radius*2 microparticles + 50 pixels is halo 

width) 

                    reject = [reject; microparticleIndex]; %this 

microparticle gets added to reject list 

                    break %stop calculating distance between 

microparticle and neighbors if we reject the microparticle 

                end 

            end 

        end 

    end 
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    acceptFinal = setdiff(accept, reject); %remove rejects from the 

original accept list 

     

    %{ 

    Label the accepted segmented components with their indices. 

    Generates a figure with all identified boundaries (whether they 

pass QC or not) outlined in red, and 

    microparticles which pass all segmentation QC labeled with an 

index number. 

    %} 

    if showFigures 

        figure; 

        imshow(boundaryOverlay) %Plot all segmented regions identified 

prior to QC  

        hold on 

        for k = 1:numel(stats) 

            c = stats(k).Centroid; 

            if ismember(k,acceptFinal)  %If it is a selected object, 

label the microparticle with the index number 

                text(c(1), c(2), sprintf('%d', k), ... 

                    'HorizontalAlignment', 'center', ... 

                    'VerticalAlignment', 'middle'); 

            end 

             

        end 

        hold off 

    end 

     

    %Add microparticle stats to table 

    imageTable = zeros(length(acceptFinal),8); 

    imageTable(:,1) = i; %Fill first column with image index 

    imageTable(:,2) = acceptFinal; %2nd column is microparticle index 

    imageTable(:,3) = area(acceptFinal); %3rd column is area 

    imageTable(:,4) = radii(acceptFinal); %4th column is radius 

    imageTable(:,5) = perim(acceptFinal); %5th column is perimeter 

    imageTable(:,6) = circularity(acceptFinal); %6th column is 

circularity 

    imageTable(:,7) = meanInt(acceptFinal); %7th column is mean 

intensity 

    imageTable(:,8) = imageTable(:,3).*imageTable(:,7); %8th column is 

summed intensity 

     

    %Add the statistics from the i'th image to the statistics of all 

images already processed. 

    if i==1 

        microparticles = imageTable; 

    else 

        microparticles = [microparticles; imageTable]; 

    end 

     

end 
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function corrected = flatfield(raw, dark, flat) 

  

subtracted = imsubtract(raw, dark); 

  

flatMed = median(median(flat)); 

flatMed = cast(flatMed,'double'); 

flatNorm = double(flat)./flatMed; 

%Note: Using double to keep image in the 14 bit range, rather than 

im2double (which converts everything to a 0 to 1 scale) 

corrected = imdivide(double(subtracted),flatNorm); 

  

end 
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Chapter 5  
 

Open microfluidic tools for multimodal analysis of 

single embryos to single blastomeres  
 
Adapted with permission from E. Rosàs-Canyelles, A. J. Modzelewski, A. Geldert, L. He, & A. E. 

Herr, “Assessing heterogeneity among single embryos and single blastomeres using open 

microfluidic design”, Science Advances, 2020, and E. Rosàs-Canyelles, A. J. Modzelewski, A. 

Geldert, L. He, & A. E. Herr, “Multimodal detection of protein isoforms and nucleic acids from 

mouse preimplantation embryos”, Nature Protocols, 2021.  

 

5.1 Abstract 
The process by which a zygote develops from a single cell into a multicellular organism is poorly 

understood. Advances are hindered by detection specificity and sensitivity limitations of single-

cell protein tools and by challenges in integrating multimodal data. While mammalian embryo 

development depends on critical protein isoforms that arise from embryo-specific nucleic acid 

modifications, the role of these isoforms is not yet clear. We introduce an open microfluidic tool 

expressly designed for same-embryo phenotypic, protein, and mRNA profiling. We examine 

difficult-to-study—yet critically important—murine preimplantation embryo stages. In 

blastomeres dissociated from less well-studied two-cell embryos, we observe no significant 

GADD45a protein expression heterogeneity, apparent at the four-cell stage. In oocytes, we detect 

differences in full-length versus truncated DICER-1 mRNA and protein, which are insignificant 

by the two-cell stage. Single-embryo analyses reveal intraembryonic heterogeneity, differences 

between embryos of the same fertilization event and between donors, and reductions in the burden 

of animal sacrifice. Open microfluidic design integrates with existing workflows and opens new 

avenues for assessing the cellular-to-molecular heterogeneity inherent to preimplantation embryo 

development. 

 

5.2 Introduction  
The events that initiate cell fate commitment in preimplantation blastomeres remain open 

questions in developmental biology. While functional studies and embryonic plasticity suggest that 

blastomeres remain equivalent until the compacted morula1,2, growing evidence of interblastomeric 

differences in early-stage embryos points to heterogeneity even at the earliest multicellular stages3–10. 

Although transcriptional profiling of single embryos and single blastomeres has greatly advanced 

our knowledge of key developmental steps4, there is a disconnect between transcription and 

translation; this disconnect is especially apparent in the preimplantation embryo11. Holistic 

understanding of transcript-based predictions demands companion phenotypic and protein-profiling 

analyses of the same embryo.  

Same-cell mRNA and protein profiling capacities are emerging, yet the study of 

mammalian preimplantation embryos presents novel and long-standing challenges. At the protein 

level, immunofluorescence (IF) does report protein abundance and localization in embryos. 

Nevertheless, IF is stymied in three critical aspects. First, IF is unsuitable for detecting small 
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variations in protein expression and multiplexing beyond ~5 targets12 owing to cross-reactivity, a 

ubiquitous problem with immunoreagents. Second, even when immunoreagents with a measure of 

selectivity do exist, proteoforms remain “blind spots” because isoform-specific immunoreagents 

have limited availability13. Third, chemical fixation artifacts confound measurement of 

endogenous intracellular protein targets (i.e., epitope masking, cell morphology modifications, 

and perturbation of protein localization by diffusional gradients in fixation)14,15. Given 

dependence on immunoreagents, flow cytometry and mass cytometry also suffer from specificity 

and fixation issues16. While recent advances in bottom-up mass spectrometry afford single-cell 

sensitivity17,18, proteoforms remain a blind spot here as well. Bottom-up mass spectrometry 

requires protein digestion, which obscures proteoform stoichiometry. Top-down mass 

spectrometry of intact proteins has insufficient sensitivity, multiplexing, and protein 

identification to fill the gap19. Further, benchtop approaches that complement wide-coverage 

discovery tools are lacking17,18. Although recently developed single-cell electrophoretic tools 

offer higher specificity by separating proteins by mass or charge before immunoreagent-based 

detection, they have primarily been designed to handle suspensions of cultured cell lines20–24. For 

developmental biology questions, fundamental inconsistencies exist between cell lines and 

mammalian embryos. Critical differences include cell composition and size (i.e., oocyte volume 

is ~100× HeLa cell volume), membrane structure, embryo handling, and low cell availability 

(~10 to 20 embryos per mouse, depending on strain)25–28. 

Same-cell mRNA and protein analysis of single cells3,29 shows that mRNA measurements 

very often do not correlate with protein measurements30. In the preimplantation embryo, 

transcription and translation can be asynchronous for up to 15 hours11. Current same-cell mRNA 

and protein analysis methods can be categorized into three main assay strategies; imaging, 

division of lysate, and conversion to common molecular format (Table 5.1)31. Imaging-based 

assays combine either fluorescence-activated cell sorting (FACS)32, mass cytometry33, or 

imaging mass cytometry34 to measure protein targets, with fluorescence in situ hybridization 

(FISH)32,34,35 or proximity ligation assay for RNA (PLAYR)33 to quantify mRNA. However, 

cytometry-based methods typically require large starting sample sizes (100s to 1000s of cells), 

and thus are difficult to implement when studying embryos. An average of ~20 embryos are 

collected from a single super ovulated C57BL/6J female mouse. Therefore, obtaining a lower 

estimate of 100s to 1000s of embryos would require sacrificing dozens of mice for estimate 

single experiment, which is unrealistic for the average laboratory. A second class of methods 

divide single cell lysates into fractions for protein or mRNA analysis, applying RT-qPCR to the 

mRNA fraction and proximity extension assay (PEA)30 or digital proximity ligation assay 

(dPLA)36 to the protein fraction. However, dividing the cell lysate may reduce assay sensitivity, 

particularly for detection of mRNA which can exist in low copy numbers in a single cell. 

Finally, a third category of techniques map protein information to nucleic acid 

information using oligonucleotide-labeled antibodies37,38 or a PEA39. Thus, the assay converts 

both DNA/RNA and protein measurements to a common molecular format: nucleic acids which 

can be amplified and read out using RT-qPCR39 or single-cell RNA sequencing37,38. While 

techniques combining single-cell RNA sequencing and oligo-labeled antibody staining can be 

very powerful in terms of multiplexing (10,000s of RNA targets, 10s-100s of protein targets)37,38, 

these methods are predominantly designed for the detection of surface proteins37,38. The methods 

can only be extended to intracellular targets using reversible chemical cross-linking40, which was 

found to reduce the number of genes detected by ~10%40 and can lead to common fixation 

artifacts such as epitope masking15,41,42. Additionally, antibody-based detection is limited by 
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cross-reactivity and the limited specificity of immunoreagents. While PLA, dPLA and PEA-

based methods36,39,43 increase specificity by requiring two antibodies to the same target for 

amplification to occur, it may be difficult to identify two isoform-specific antibodies which can 

bind a certain isoform at the same time (i.e., antibodies which bind to different epitopes)44. 

 
Table 5.1. Benchmarking same-cell, single-cell RNA and protein measurement approaches 

Assay strategy RNA method Protein method Multiplexing 

(per cell) 

Throughput  Protein 

selectivity 

Single-cell 

nucleic acid 

profiling and 

immunoblotting 

(our approach) 

RT-qPCR 

Only detects 

nuclear mRNA 

Immunoblotting 

Only detects 

cytoplasmic and 

surface proteins 

RNA: 10s of 

targets 

Protein: ~11 

targets20 

10s of cells Immunoaffinity 

and protein 

sizing 

Imaging In situ 

hybridization32,34,35 

or proximity 

ligation assay for 

RNA (PLAYR)33 

Fluorescence-

activated cell 

sorting 

(FACS)32, mass 

cytometry45, 

imaging mass 

cytometry34 

~8-17 targets 

total if using 

fluorescence32,46  

~50 targets total 

if using metal 

isotopes47  

100s34 - 

10000s of 

cells32,45 

Immunoaffinity 

Division of 

lysate30,36 

RT-qPCR Proximity 

extension assay 

(PEA)30 or 

digital proximity 

ligation assay 

(dPLA)36  

RNA: 10s of 

targets30 

Proteins: 10s of 

targets30 

~100 cells Immunoaffinity* 

*Increased 

specificity due to 

2 antibodies 

required for 

PEA/dPLA 

Conversion to 

common 

molecular 

format  

RT-qPCR39 

 

PEA39 

 

RNA: 10s-100 

targets 

Proteins: 10s of 

targets 

~100 cells Immunoaffinity  

*Increased 

specificity due to 

2 antibodies 

required for PEA 

Single-cell RNA 

sequencing38,48 

Oligonucleotide-

labeled antibody 

labeling38,48 

Only detects 

surface proteins, 

unless using 

reversible 

fixation40 

RNA: 10,000s 

of targets 

Proteins: 10s-

100s of targets 

1000s of 

cells 

Immunoaffinity  

 

 Our approach to provide developmental biologists with multimodal profiles of 

preimplantation embryos is an open microfluidic tool that reports embryo phenotype (whole- 

embryo imaging), protein and protein isoform expression (single-embryo immunoblotting), and 

mRNA expression [reverse transcription qPCR (RT-qPCR)] for the same single embryo. Open 

microfluidic design is key, as the unenclosed devices integrate seamlessly with workhorse 

developmental biology approaches, including embryo preparation tools (pipettes) and whole-

embryo bright-field and fluorescence microscopy, as well as integrate with unique approaches 

introduced here, including release and retrieval of microscale gel pallets that shuttle nuclei off-chip 

for mRNA analysis after immunoblotting of that same embryo. Precision microfluidic design 

maps the molecular composition of each component blastomere back to the originating murine 
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embryo, providing datasets that are suitable for quantitative examination of cellular and 

molecular relationships. To generate robust, quantitative relationships, we establish and validate 

technical variation thresholds and expression normalization approaches. We then examine 

relationships by subjecting blastomeres from two-cell and four-cell embryos to protein analysis of 

GADD45a, a protein involved in DNA damage repair reported to show bimodal transcription 

levels at the two-cell and four-cell stages. Within oocytes, but not two-cell embryos, we find 

significant expression differences between truncated and full-length isoforms of DICER-1 (Dicer 

1, ribonuclease type III) by both mRNA and direct alternate protein isoform detection. In the 

more mature blastocysts, we scrutinize dissociated blastomeres and—by integrating fluorescence 

imaging of intact blastomeres for internalized fluorescent beads—we corroborate mutually 

exclusive expression of CDX-2 versus SOX-2 in cells acquiring trophectoderm (TE) versus inner 

cell mass (ICM) state, respectively. Together, we see the study of preimplantation development 

as uniquely well positioned to benefit from multimodal molecular analysis tools offering single-

blastomere resolution. 

 

5.3 Materials & Methods 
Animals and ethics statement. As a matter of caution and compliance, all appropriate 

authorizations have been acquired from institutional and/or federal regulatory bodies before 

performing this protocol. All mouse use, including but not limited to housing, breeding, 

production, sample collection for genotyping, and euthanasia, is in accordance with the Animal 

Welfare Act, the American Veterinary Medical Association (AVMA) Guidelines on Euthanasia 

and are in compliance with the Institute of Laboratory Animal Resources (ILAR) Guide for Care 

and Use of Laboratory Animals, and the University of California Berkeley Institutional Animal 

Care and Use Committee (IACUC) guidelines and policies. Our animal care and use protocol has 

been reviewed and approved by our IACUC for this project. 

Chemical reagents. Tetramethylethylenediamine (TEMED; T9281), ammonium persulfate (APS; 

A3678), β-mercaptoethanol (M3148), 30%T/2.7%C acrylamide/bis-acrylamide (37.5:1) (A3699), 

bovine serum albumin (BSA; A9418), Tyrode’s solution (T1788), trypsin 10× (59427C), Accutase 

(A6964), and 3-(trimethoxylsilyl)propyl methacrylate (440159) were purchased from Sigma-

Aldrich. Triton X-100 (BP-151) and phosphate-buffered saline (PBS; pH 7.4; 10010023) were 

purchased from Thermo Fisher Scientific. Premixed 10× tris-glycine EP (electrophoresis) buffer 

[25 mM tris (pH 8.3), 192 mM glycine] was purchased from Bio-Rad. Tris-buffered saline with 

Tween-20 (TBST) was prepared from 20× TBST (sc-24953, Santa Cruz Biotechnology). 

Deionized water (18.2 megohms) was obtained using an ultrapure water system from Millipore. 

Alexa 555–labeled BSA (A34786) was purchased from Invitrogen. N-[3-[(3-

benzoylphenyl)formamido]propyl] methacrylamide (BPMAC) was custom synthesized by Pharm-

Agra Laboratories (Brevard, NC). GelSlick (50640) and Lonza GelBond PAG Film for 

Acrylamide Gels (BMA54746) were purchased from Lonza. 

Device fabrication. Devices for protein immunoblotting were fabricated using SU-8 microposts 

patterned on silicon wafers to mold the PA gel microwells, as previously reported49. Briefly, 

polyacrylamide precursor solution including acrylamide/bis-acrylamide (7 to 12%T) and 3 mM 

BPMAC was degassed with sonication for 9 min. APS (0.08%) and TEMED (0.08% ) were added 

to the precursor solution, and the solution was pipetted between the SU-8 wafer (rendered 

hydrophobic with Gel Slick solution) and either (i) a glass microscope slide functionalized with 3-

(trimethoxylsilyl)propyl methacrylate (to ensure covalent grafting of PA gel to glass surface) for 

immunoblotting alone, or (ii) a GelBond polymer cut to the size of a standard glass slide for same-
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embryo immunoblotting and mRNA measurement devices. After chemical polymerization (20 

min), devices (glass or GelBond polymer with grafted PA gel layer) were lifted from the wafer, 

rinsed with deionized water, and stored dry until use. 

Microwell diameter and height were optimized for each sample, where microwell diameter 

approximates the average blastomere or embryo diameter (from 20 to 30 µm for dissociated 

blastocyst blastomeres to 150 µm for whole embryos), and the diameter-to-height ratio was kept 

at approximately 3:4 to prevent convection streamlines from dislodging settled cells during the 

pouring of lysis buffer21. In devices for same-embryo immunoblotting and mRNA measurements, 

microwell diameter and height were 200 µm, to allow alignment of laser over the area containing 

the microwells. 

Mouse embryo isolation and culture. Three to five-week-old female C57BL/6J mice (000664, 

the Jackson laboratory) were superovulated by intraperitoneal (IP) injection of 5 IU of pregnant 

mare serum gonadotropin (PMSG; Calbiochem, 367222, Millipore), and 46 to 48 hours later, IP 

injection of 5 IU human chorion gonadotropin (hCG; Calbiochem, 230734, Millipore). 

Superovulated females were housed at a 1:1 ratio with 3to 8-monthold C57BL/6J males to generate 

one-cell zygotes at 0.5 day after coitum. Using forceps under a stereomicroscope (Nikon SMZ-U 

or equivalent), the ampulla of the oviduct was nicked, releasing fertilized zygotes and oocytes 

associated with surrounding cumulus cells into 50 µl of M2 + BSA medium [M2 medium (MR-

015-D, Millipore) supplemented with BSA (4 mg/ml; A3311, Sigma-Aldrich)]. Using a handheld 

pipette set to 50 µl, zygotes were dissociated from cumulus cells after the cumulus oocyte 

complexes were transferred into a 200-µl droplet of hyaluronidase/M2 solution (MR-051-F, 

Millipore), incubated for up to 2 min, and passed through five washes in the M2 + BSA medium 

to remove cumulus cells. 

From this point on, embryos were manipulated using a mouth-controlled assembly 

consisting of a capillary pulled from glass capillary tubes (P0674, Sigma-Aldrich) over an open 

flame attached to a 15-inch aspirator tube (A5177, Sigma-Aldrich). Embryos were passed through 

five washes of M2 + BSA to remove cumulus cells. Embryos were then transferred to KSOM + 

BSA medium (KCl-enriched simplex optimization medium with amino acid supplement, ZEKS-

050, Zenith Biotech) that was equilibrated to final culturing conditions at least 3 to 4 hours before 

incubation. Embryos were cultured in 20-µl droplets of KSOM + BSA overlaid with mineral oil 

(ES-005-C, Millipore) in 35 × 10–mm culture dishes (627160, CellStar Greiner Bio-One) in a 

water-jacketed CO2 incubator (5% CO2, 37°C, and 95% humidity). 

Single-embryo RT-qPCR for DICER-1. All single-embryo cDNA was prepared using a 

modified version of the single cell–to–Ct RT-qPCR kit (4458236, Life Technologies). Whole 

embryos were isolated at the desired developmental stage. Using a mouth pipette, embryos were 

then passed through three washes of PBS. With a handheld pipette set to 1 µl, a single embryo was 

collected and transferred to one tube of an 8-well PCR strip. Presence of embryo was visually 

confirmed in each tube before complementary DNA (cDNA) synthesis. To account for the larger 

sample input, twice the protocol-recommended volume of lysis buffer/ deoxyribonuclease (20 µl) 

was added to each embryo and allowed to incubate at room temperature (RT) for 15 min. Then, 2 

µl of Stop Solution was added and incubated for 2 min. At this point, half of the reaction was 

stored in −80°C conditions as a technical replicate, and the remaining sample (11 µl) continued 

through the original single cell–to–Ct protocol. All RT-qPCRs were performed using SSO 

Universal SYBR Green SuperMix, as per the manufacturer’s instructions (1725275, Bio-Rad). 

Primer sequences used were Rfx1 (5′AGT GAG GCT CCA CCA CTG GCC G, 5′TGG GCA GCC 

GCT TCT C), Dicer-1 (5′GGA TGC GAT GTG CTA TCT GGA, 5′GCA CTG CTC CGT GTG 
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CAA), and DICER-1 (5′CTC TTT CCT TTG AAT GTA CAG CTA C, 5′CAG TAA GCA GCG 

CCC CTC). All RT-qPCR analyses were performed on the StepOnePlus RealTime PCR System 

(437660, Thermo Fisher Scientific). 

Single-embryo and single-blastomere microfluidic immunoblotting. Once the desired 

developmental stage was reached, embryos were transferred to a ~50-µl droplet of acid Tyrode’s 

solution (T1788, Sigma-Aldrich) and incubated at 37°C for up to 2 min to remove the zona 

pellucida. If dissociation into blastomeres was required, embryos were incubated with a 1:1 

solution of Accutase and 10× trypsin (15090046, Thermo Fisher Scientific) at 37°C (time varied 

with development stage, ranging from 5 min for two-cell embryos to up to 5 hours for blastocysts). 

Embryos were then mechanically disrupted by passing each embryo through a capillary repeatedly 

until dissociation. Single embryos or blastomeres were washed with PBS and deposited into 

microwells of the PA gel. Microwells were imaged by bright-field microscopy to collect data on 

size, morphology, and ensure occupancies of one embryo or blastomere per microwell. 

Once isolated in each microwell, cell samples were chemically lysed. Lysis conditions, 

including buffer composition, temperature, and treatment time, were optimized for each 

developmental stage (Table 5.2). To minimize diffusive losses during lysis, cylindrical microwells 

are designed to approximate the volume of our samples and, thus, maintain the high local protein 

concentrations that exist inside cells. Thus, as described previously, for each stage, we designed 

microwells with diameters that approximate the diameter of the individual embryo or blastomere 

we wish to isolate (20 to 150 µm). After lysis, an electric field (E = 40 V/cm) was applied to drive 

PAGE in a 3-mm-long separation lane abutting each lysate containing microwell. Electrophoresis 

was performed at 40 V/cm for varying times (from 20 s to 2:17 min, depending on developmental 

stage and protein targets; Table 5.2). 

 
Table 5.2. Conditions for assaying embryos and blastomeres of murine preimplantation stages. 

Sample Type 

(zona-free) 

Lysis Buffer 

Composition 

Lysis temperature 

& time 

EP time Electric 

field 

PA Gel  

%T  

Oocyte, two-cell & four-cell 

(whole or disaggregated) 

* 55oC, 60-75 s 75 s 40 V/cm 7, 10  

Whole morula * 55oC, 60 s 50 s 40 V/cm 7 

Disaggregated morula 

blastomeres 

* 55oC, 60 s 45 s 40 V/cm 7 

Disaggregated blastocyst 

blastomeres 

** 55oC, 35 s 20 s 40 V/cm 10 

Dual mRNA and 

immunoblotting, all stages 

*** RT, 60 s 2 min 17 s 40 V/cm 10 

* “Harsh lysis buffer”: 25 mM Tris-glycine buffer at pH 8.3 with 1% SDS, 0.5% sodium deoxycholate, and 1% Triton 

X-100 

** “RIPA-like lysis buffer”: 25 mM Tris-glycine buffer at pH 8.3 with 0.5% SDS, 0.25% sodium deoxycholate, and 

0.1% Triton X-100 

*** Fractionation lysis buffer: 0.125 mg/mL digitonin, 1% v/v Triton X-100 and 0.5 X Tris-glycine 

Immobilization of proteins by photoblotting was carried out by illumination with an 

ultraviolet (UV) light source (100% power, 45 s; Lightningcure LC5, Hamamatsu). Gels were 

washed in 1× TBST for at least 1 hour before probing with antibodies. Primary antibodies were 

incubated at 1:10 or 1:5 dilution (40 µl per gel, in 2% BSA in 1× TBST), while fluorophore-

conjugated secondary antibodies were incubated at 1:10 or 1:20 dilution (40 µl per gel, in 2% BSA 

in TBST). To strip bound antibodies and reprobe for new targets, gels were treated with 2% SDS, 
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0.8% β-mercaptoethanol, and 62.5 mM tris base at 55°C for 1 to 3 hours, washed in TBST (1 hour) 

twice, and then reprobed. 

In terms of throughput, we concurrently assay up to 40 samples (blastomeres or embryos) 

on one device, with the possibility of up to 100 samples per device if all microwells are used. 

Primary limitations to throughput include (i) sample availability, with ~20 embryos collected per 

mouse25–27, (ii) and sample preparation, including serial microtransfer of one cell to each 

microwell. 

Optimization of lysis and electrophoresis times depends on (i) target markers and (ii) 

starting sample. The molecular mass range of the target markers determines how long the lysate 

must be separated to resolve protein markers in a given gel composition (%T, or acrylamide 

monomer concentration). For the protein targets, the design of single-embryo PAGE aims to 

achieve needed separation resolution while maintaining sufficient analytical sensitivity. Here, 

these two critical performance metrics depend on (i) target marker characteristics and (ii) starting 

sample type. The molecular masses of the target markers determine the electrophoresis duration 

needed to resolve protein targets using a given gel composition (%T, or acrylamide monomer 

concentration). The starting sample type dictates available mass of protein available for analysis, 

where small-volume samples (e.g., blastocyst blastomeres) have lower starting mass than samples 

with larger volumes (e.g., oocytes). In the open microfluidic geometries used here, proteins diffuse 

out of the gel during the lysis and electrophoresis steps, thus diluting the lysate sample until the 

limit of detection is, eventually, passed (~27,000 copies of protein target)21. Migration distances 

for the same protein may therefore also vary between different starting samples. 

Same-embryo mRNA analysis and immunoblotting. Embryos were prepared as described 

above and transferred to same-embryo mRNA and immunoblotting devices (GelBondTM-grafted 

PA devices). Embryos were chemically lysed with fractionation lysis buffer [digitonin (0.125 

mg/ml), 1% v/v Triton X-100, and 0.5× tris-glycine) at room temperature for 60 s. An electric field 

(E = 40 V/cm) was applied for 2 min and 17 s, followed by UV light illumination (100% power, 

45 s; Lightningcure LC5, Hamamatsu). Devices were immediately placed in nuclei wash buffer 

(320 mM sucrose, 5 mM MgCl2, and 10 mM Hepes) at 4°C and kept over ice, with buffer 

exchanged three times. 

A CO2 laser cutter (HL40-5G-110, Full Spectrum Laser) was used to excise 2 × 3–mm 

sections of the PA-polymer device encompassing single microwells, called gel pallets. Gel pallets 

containing the fractionated nuclei were placed in PCR tubes containing 20 µl of DNA/RNA shield 

buffer (R1100-50, Zymo Research) and stored at −80°C. Devices were washed with TBST and 

probed following the same protocol as described under the previous section. 

The mRNA was isolated from gel pallets using Quick-DNA/RNA, Microprep Plus (D7005, 

Zymo Research). All of the extracted mRNA was used for cDNA synthesis (SuperScript4, 

18091050, Thermo Fisher Scientific). cDNA was amplified with PerfeCTa PreAmp SuperMix 

(95146, QuantaBio), and RT-qPCRs were performed using SSO Universal SYBR Green 

SuperMix, as per the manufacturer’s instructions (1725275, Bio-Rad). Primer sequences used were 

as follows: β-actin F: GGCTGTATTCCCCTCCATCG, β-actin R: 

CCAGTTGGTAACAATGCCATGT. All RT-qPCR analyses were performed on the StepOnePlus 

Real-Time PCR System (437660, Thermo Fisher Scientific). 

Antibody probes for immunoblotting. Antibodies used for analysis of embryos include rabbit 

anti–β-tubulin (Abcam, ab6046, polyclonal, lot: GR31927-5), mouse anti–DICER-1 (Santa Cruz 

Biotechnology, sc-136981, A-2, lot: I1817), mouse anti– CDX-2 (Abcam, ab157524, CDX2-88, 

lot: GR300552-6), anti-rabbit anti-CDX2 antibody (Abcam, ab76541, lot #GR300552-18), rabbit 
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anti-SOX-2 (EMD Millipore, AB5603, polyclonal, lot: NG1863962 and 3254559), goat anti–

glyceraldehyde-3-phosphate dehydrogenase (GAPDH) (Sigma-Aldrich, SAB2500450, 

polyclonal, lot: 6377C2), rabbit anti-GADD45a (Invitrogen, MA5-17014, D.81.E, lot: 

R12274975), Alexa Fluor 647 anti-mouse/human CD324 (E-cadherin) antibody (BioLegend 

catalog no. 147307, lot no. B254794), Alexa Fluor 594 FGFR-1 antibody (Santa Cruz 

Biotechnology, catalog no. sc-57132 AF594, lot no. J0218), Rhodamine anti-β-actin 

immunoglobulin G (Bio-Rad, 12004163, lot: 64219909), hFAB Rhodamine anti-tubulin primary 

antibody (Bio-Rad, 12004165, lot no. 64210670). Donkey secondary antibodies Alexa Fluor 647–

conjugated anti-mouse (A31571, lot #1903516), Alexa Fluor 594–conjugated anti-mouse 

(A21203, lot #2066086), and Alexa Fluor 488-conjugated anti-rabbit (A21206) were purchased 

from Thermo Fisher Scientific, CA, USA. All bands migrated to approximate molecular masses 

stated by manufacturers or previously published studies (Table 5.3). 

 
Table 5.3. Previously reported immunoblots using the same antibodies as in this study show corresponding 

non-specific protein bands  

Protein Location Reference 

DICER-1  Figure 5.8, multiple bands at 

< 100 kDa 

Santa Cruz Biotechnologies. Dicer Antibody (A-2): sc-

136981. (2019). Available at: 

https://www.scbt.com/scbt/product/dicer-antibody-a-2. 

 

GADD45a Figure 5.7, bands at > 50 kDa Abcam. Anti-GADD45A antibody (ab180768). (2019). 

SOX-2 Figure 5.9 and Figure 5.1, 

bands at > 50 kDa 

Que, J. et al. Multiple dose-dependent roles for Sox2 in the 

patterning and differentiation of anterior foregut endoderm. 

Development 134, 2521–2531 (2007). 

GAPDH Figure 5.1, high molecular 

mass bands attributed to 

dimers at ~70 kDa 

Qvit, N., Joshi, A. U., Cunningham, A. D., Ferreira, J. C. 

B. & Mochly-rosen, D. Glyceraldehyde-3-Phosphate 

Dehydrogenase (GAPDH) Protein-Protein Interaction 

Inhibitor Reveals a Non-catalytic Role for GAPDH 

Oligomerization in Cell Death. 291, 13608–13621 (2016). 

 

Validation of SOX-2/CDX-2 expression by dissociated blastocyst blastomeres. Fluorescent 

microspheres (0.2 µm) (Polysciences cat. no. 17151, lot #671952) were provided by D. Fletcher’s 

laboratory at UC Berkeley. Selective fluorescence labeling of outer (TE) blastomeres was 

performed as previously described50. Briefly, blastocysts (3.5 to 4 dpc) were incubated with a 

1:100 dilution of 0.2 µm of fluorescently labeled microspheres for 1 min and then rinsed in medium 

before dissociation. Cells were then settled into microwells, imaged (bright-field and 488 nm), and 

assayed for β-tubulin, CDX-2, and SOX-2. 

Conventional western blotting of pooled oocytes. Oocytes (N = 85) collected from five super 

ovulated C57BL/6J female mice were isolated and placed into 16 µl of harsh lysis buffer (Table 

5.2), heated to 55°C for 60 s to mimic immunoblotting lysis conditions, and stored at −80°C until 

required. To this sample, 4 ul of 5× Laemmli buffer was added and mixed by brief vortexing and 

centrifugation. The sample was loaded onto a 10% polyacrylamide gel and electrophoresed for 30 

min at 50 V and 1 hour at 150 V. After transfer, the membrane was blocked with 5% milk in 1× 

TBST, and then probed overnight at 4°C with an antibody against DICER-1 (Santa Cruz 

Biotechnology, sc-136981; 1:500 dilution in blocking buffer). The membrane was washed three 

times with 1× TBST and then probed with goat–anti-mouse secondary antibody (Rockland, 18-

8817-33; 1:5000 dilution) for 1 hour at room temperature. Three additional washes were made 

before detection using enhanced chemiluminescence (Millipore WBKLS0100) and imaged on a 
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Bio-Rad GelDoc XR+. Given that sample preparation for single embryo PAGE is not equivalent 

to that of bulk, slab-gel SDS-PAGE (i.e., amount of protein in both cases varies considerably), we 

do not expect equivalent protein sizing for all targets between the methods. 

Determination of immunoblotting detection range, multiplexing, and separation resolution. 

We first sought to directly measure protein expression in cells ranging from single oocytes (~80 

µm in diameter) to single blastomeres from dissociated blastocysts (<20 µm in diameter at 3.5 to 

4.0 days after coitus, dpc) (Figure 5.1A). Single oocytes and single blastomeres from dissociated 

blastocysts were immunoblotted for the protein loading control β -tubulin (Figure 5.1A). By 

detecting β-tubulin band passing the quality control metrics of signal-to-noise (SNR) ratios above 

the threshold of 3 and Gaussian fit with R2 > 0.8 for both samples, we determined a dynamic 

detection range spanning femtomoles (10−15) to tens of attomoles (10−17), with the assumed starting 

protein target concentration in the micromolar range51. 

We next assayed single morula (3.0 dpc) for the loading control GAPDH and two 

transcription factors that are key regulators of pluripotency and differentiation52,53, SOX-2 and 

CDX-2. Multiplexing is granted by the four spectral channels available with our current microarray 

imaging system (Genepix 400A, Molecular Devices) in combination with availability of antibodies 

raised in four different species. With stripping and reprobing, up to nine rounds have been 

reported21. By using a combination of (i) primary antibodies raised in different animals (goat–anti-

GAPDH, rabbit–antiSOX-2, and mouse–anti-CDX-2) and (ii) secondary antibodies conjugated to 

different fluorophores (donkey–anti-goat, rabbit, and mouse conjugated to Alexa Fluor 555, 488, 

and 594, respectively), the microfluidic immunoblot resolved the three targets, with molecular 

masses of 37, 38, and 39 kDa, from intact morula without chemical stripping and reprobing of the 

gel (Figure 5.1B). The observed log-linear relationship between molecular mass and migration 

distance distinguishes target protein bands from nonspecific antibody signal and demonstrates that 

single-morula PAGE resolves protein targets with molecular mass as close as 1 to 2 kDa. 

Electromigration of protein targets with known molecular mass displays an expected log-linear 

relationship across a wide molecular mass range (from 50 to 100 kDa; Figure 5.2). As with slab-

gel SDS-PAGE, membrane proteins are known to be difficult to size accurately, and the same 

behavior is expected with single-cell protein electrophoresis54. 
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Figure 5.1. Microfluidic immunoblotting detects intra-embryonic biological variation.  (a) β-tubulin was 

measured from single oocytes down to single blastocyst blastomeres. Bright-field micrographs of a settled oocyte and 

blastocyst blastomere are shown above false-color micrographs of resulting β-tubulin immunoblots and fluorescence 

intensity profiles. Arrows mark position of protein bands. Scale bars are 100 µm, unless specified. (b) Single morula 

assayed for multiple targets that differ by 1-2 kDa (GAPDH, CDX-2 and SOX-2) show a strong log-linear relationship 

between migration distance and molecular mass (R2 = 0.984). (c) β-tubulin titration experiment. One or two 

blastomeres of dissociated four-cell embryos are sampled into microwells and assayed for β-tubulin. Bright-field 

images show blastomeres settled into microwells prior to lysis. Under these, false-color fluorescence micrographs of 

immunoblots and corresponding β-tubulin intensity profiles. Arrows mark the position of protein bands. Dot plot of 

β-tubulin signal for immunoblots of one and two blastomeres demonstrates an increase in β-tubulin detection for two 

blastomeres over one blastomere (horizontal bars indicate mean  S.D., Mann Whitney U test, p value < 0.001, N = 

11 and 7 for microwells with one and two blastomeres, respectively). (d) Reconstruction of a whole embryo from 

dissociated blastomeres. Bright-field micrographs of whole and dissociated four-cell embryos settled into microwells 
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above corresponding false-color fluorescence micrographs of immunoblots and fluorescence intensity profiles. 

Arrows mark position of protein bands. Stacked bar graphs of individual blastomere contributions to total β-tubulin 

expression of four-cell embryos, where whole embryos assayed alongside dissociated blastomeres show similar levels 

of total β-tubulin expression (error bar indicates S.D., Wilcoxon matched-pairs signed rank test, p value = 0.5, N = 3 

independent experiments), indicating sum of individually assayed blastomeres is equivalent to a whole embryo. Dot 

plot of β-tubulin expression coefficient of variation (CV) for blastomeres of three dissociated four-cell embryos. All 

CV values are above the technical CVthreshold of 7.4% (Figure 5.3) with the blastomeres from one of the three embryos 

exhibiting variation that is below the conservative CVAverage_with_lysis of 11%62. Scale bars are 200 µm. (e) β-actin and 

GADD45a expression from disaggregated and whole four-cell embryos. Stacked bar graphs show individual 

blastomere contributions to total β-actin or GADD45a expression of four-cell embryos. Whole and disaggregated 

embryos show similar levels of total expression (error bars indicate S.D., Mann-Whitney test, p values for β-actin and 

GADD45a are 0.400 and 0.333, for N = 3 and 2 independent experiments, respectively). 

 
Figure 5.2. Validation of electromigration behavior for a wide (50 to 100 kDa) protein mass range.  On the left, 

false-color fluorescence micrograph of a two-cell embryo immunoblotted for α-actinin (green), Gag (yellow) and β-

tubulin (blue). Corresponding intensity profiles are shown to the right, with arrows marking position of protein peaks. 

On the right, bivariate plot of migration distance and log of molecular mass, showing a linear correlation with R2 of 

0.904 for N = 16.  

 
Figure 5.3. Determination of the technical variation threshold of the microfluidic immunoblot.  (a) Schematic 

of purified protein immunoblotting assay. The polyacrylamide (PA) gel of the microfluidic immunoblotting device is 

incubated with a solution of fluorescently labeled bovine serum albumin (BSA) for 30 min for BSA to partition into 

microwells. Assay is then run as described in main text. (b) False-color fluorescence micrograph of resulting BSA 

immunoblots (left) and corresponding fluorescence intensity profiles used to perform area-under-the-curve (AUC) 

quantification (right). The coefficient of variation (CV%) was calculated as S.D./mean x 100 for N = 9 replicates. The 

technical variation threshold was computed as the mean CV (4.7%) plus three standard deviations for a 99% 

confidence interval (S.D. = 0.9%) yielding a CV threshold of 7.4%.  

Validation of biological variation detection in dissociated versus intact embryo 

immunoblotting. Given our ability to immunoblot dissociated blastomeres, we examined (i) if 

embryo dissociation artificially alters the protein abundance of the whole embryo and (ii) if we 

can reconstruct the expression profile of the whole embryo, even when constituent blastomeres are 
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individually assayed. We first inquired if loading a predetermined increase in protein in the 

microfluidic immunoblot would yield a concomitant increase in protein signal. We, thus, 

performed titrations where we controlled loaded protein by using individual blastomeres from 

dissociated four-cell embryos (2.0 dpc) as discrete and easily manipulable loads of protein. We 

loaded either one or two blastomeres into microwells and assayed the microwell lysate for β-

tubulin (Figure 5.1C). We observed an increase in β-tubulin expression [area under the curve 

signal (AUC)] from microwells loaded with two blastomeres as compared with microwells loaded 

with one blastomere (Mann-Whitney U Test, P = 6.28 × 10−5, with n = 7 and 11 microwells, 

respectively; Figure 5.1C). The observation corroborates the supposition that two blastomeres 

would contain twofold more protein than a single blastomere. 

To assess if the protein profile of a whole embryo could be reconstructed from 

immunoblots of individual, dissociated blastomeres, to rule out the concern of material loss during 

disaggregation, lysis, or electrophoresis. To do so, we simultaneously assayed (i) intact four-cell 

embryos and (ii) blastomeres from dissociated four-cell embryos (each blastomere contained in a 

separate microwell) (Figure 5.1D). We observed that protein bands for whole embryos had larger 

peak dispersion than protein bands for dissociated blastomeres, where we attribute the larger peak 

dispersion from whole embryos to the four-fold larger starting sample mass than in dissociated 

blastomeres. All protein peaks passed the quality control metrics of SNRs above the threshold of 

3 and Gaussian fit with R2 > 0.8 (Figure 5.1D). The resulting AUCs for β -tubulin were normalized 

to the summed immunoblot signal from the four dissociated blastomeres (Figure 5.1D). While the 

interembryonic variation showed an average embryo-to-embryo variation in total β-tubulin of 8%, 

we observed no significant difference between the sum of the contributions of dissociated 

blastomeres and signal obtained from a four-cell embryo (Wilcoxon matched-pairs signed rank 

test, P = 0.5, n = 3 independent experiments) (Figure 5.1D). For all dissociated four-cell embryos 

studied, the interblastomeric β -tubulin expression CV exceeded the technical variation threshold 

(CVs = 8.3, 19.6, and 11.3% for embryos; Figure 5.1D). We observed similar results with 

additional protein markers β -actin and GADD45a (Figure 5.1E). These results suggest that 

immunoblotting of individual blastomeres can reconstruct the protein profile of the originating 

intact four-cell embryo. 

Determination of immunoblotting technical variation. To assess if the source of the observed 

interblastomeric variation in β-tubulin AUC was attributable to biological variation or 

confounding technical variation, we first sought to deconvolve sources of variation arising from 

preparatory steps (e.g., cell lysis) from those arising from analytical steps (e.g., PAGE, 

photoblotting, and immunoprobing). Variation in measured protein expression levels originates 

from biological sources, technical sources, or a combination. In the analytical steps, the sources of 

variation are predominantly technical. Consequently, to estimate the technical variation threshold 

for these downstream analytical steps, we used a well characterized method using purified 

proteins21,22 (bead-based delivery of protein ladders is also possible55) that allows us to establish a 

technical variation threshold by quantifying immunoblots of microwells uniformly loaded with 

purified protein. Given that endogenous loading control protein targets (i) show significant cell-

to-cell variation56 or (ii) form dimers that are difficult to solubilize57, we utilize purified protein to 

estimate technical variation as we have previously reported58. Briefly, we partitioned a solution of 

purified bovine serum albumin (BSA) (1 µM in PBS) into the microwells by incubating PA gels 

in BSA solution for 30 min. We then performed the immunoblotting assay and quantified the AUC 

for each BSA protein band. We calculated the coefficient of variation in BSA AUC based on the 

standard deviation (SD) and mean of the AUC (CVAUC% = SDAUC/meanAUC × 100) and computed 
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a technical variation threshold defined as >3 × SD of the mean CVAUC (CVthreshold = mean CVAUC 

+ 3 SD = 7.4%, where mean CVAUC = 4.69% and SD = 0.92%; Figure 5.3)58 . 

In single-cell resolution assays, sources of variation in cell preparatory steps become 

nuanced. Cell lysis is the dominant preparatory step for the single-cell immunoblot, and lysis 

behavior is influenced by the biochemical (e.g., fluidity or membrane composition59) and 

biomechanical (e.g., changes in viscoelasticity60) properties of each cell, which can vary 

extensively in embryos60. Consequently, given the established link between cellular properties and 

cellular lysis behavior, we primarily attribute variation in cell lysis behavior to biological sources. 

As such, including cell lysis variability in estimates of the technical variation threshold is likely to 

be overly conservative. Nevertheless, a more conservative technical variation threshold, at 11%, 

can be estimated when the impact of variable lysis behavior is included in protein expression 

variation of an enhanced green fluorescent protein–expressing cell line58. When comparing the 

intraembryonic variation in β-tubulin expression to the conservative average coefficient of 

variation of 11% (includes variation from cell lysis, which is arguably biological in origin), we 

observe a majority of embryos having variation larger than the threshold value (two of three 

embryos, n = 4 blastomeres per embryo; Figure 5.1D). 

Determination of mRNA technical variation threshold. mRNA was extracted from mouse 

embryonic stem (ES) cells using TRIzol reagent, as per the manufacturer’s instruction. mRNA was 

titrated to the expected mRNA content of embryos with low, medium, and high mRNA content 

(0.05, 0.4, and 1 ng per reaction, corresponding to two-cell embryos, oocytes, and blastocysts, 

respectively). Samples were processed as described and analyzed by RT-qPCR for β-actin, with 

24 replicates per concentration. CT values were calculated from amplification curves. The technical 

variation threshold CVCT tech threshold was computed as the average CVCT plus three SDs for a 99% 

confidence interval (CVCT tech threshold = 0.77%; Figure 5.4). 

 
Figure 5.4. Determination of the mRNA technical variation threshold.  mRNA was isolated from mouse 

embryonic stems cells and diluted to three concentrations of total mRNA (0.05 ng, 0.4 ng and 1 ng) corresponding to 

three embryonic stages with low, medium and high mRNA content (two-cell embryos, oocytes and blastocysts, 

respectively). 24 replicates of each concentration were analyzed for β-actin transcript abundance by RT-qPCR and CT 

values were obtained from amplification curves. The CT coefficient of variation (CV%) was calculated as the 

S.D./mean x 100 (N = 24 replicates per concentration). A technical variation threshold was computed as the mean CV 

across the three stages (0.37%) plus three standard deviations for a 99% confidence interval (S.D. = 0.13%) yielding 

CVCT tech threshold = 0.77%. 
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Image processing, signal quantification, and statistical analysis. The datasets generated and 

analyzed during this study are available from the corresponding author on reasonable request. 

Statistical tests were performed using GraphPad Prism 7.0b and MATLAB (R2017a, MathWorks). 

Quantification of fluorescence signal of protein immunoblots used in-house scripts written in 

MATLAB (R2017a, MathWorks)58. Briefly, Gaussian curves were fit to protein band fluorescence 

intensity profiles using MATLAB’s Curve Fitting Toolbox. Gaussian fit parameters of protein 

peak location and σ were used to compute AUC by integrating the fluorescence intensity profile 

for the peak width, defined as 4 σ. We applied quality control metrics during quantification and 

identification of protein target peaks: (i) SNRs above the threshold of 3 and (ii) Gaussian fit with 

R2 > 0.7. For assays exhibiting immunoreactivity on the perimeter of the microwell, we classified 

lysis as sufficient, if we observed that (i) all antibodies probed showed the same immunoreactivity 

and that (ii) all protein peaks passed the aforementioned quality control metrics. Fiji (ImageJ) was 

used to false color fluorescence micrographs and overlay channels to create composite images. 

ImageJ was used to compute cell volume61. Briefly, cell boundaries were traced using the freehand 

selection tool. We first computed cell diameter (ϕ) from traced area, followed by cell volume from 

cell diameter. For figures requiring stringent single-cell microwell occupancies, given the spherical 

shape of dissociated blastomeres8, we excluded area traces with circularity factor of <0.8. 

 

5.4 Results  
Early-and late-stage embryos exhibit differences in mRNA-to-protein correlation. We sought 

to examine the transition from maternally deposited transcripts and proteins to postzygotically 

activated blastocysts62,63. In early-stage preimplantation embryos, transcripts are maternally 

inherited. In late-stage preimplantation embryos (i.e., blastocysts), the zygotic genome is fully 

activated and maternal transcripts are largely cleared by active and passive mechanisms62,63. With 

maturation, we anticipate a strengthening correlation between mRNA and protein levels. 

Consequently, we assessed two-cell embryos, four-cell embryos and blastocysts by same-embryo 

immunoblotting and mRNA analysis (Figure 5.5A). The same-embryo, multimodal analysis uses 

an open microfluidic device designed for (i) precision cell isolation, imaging, and fractionation of 

the cytoplasm from nucleus; (ii) single-embryo immunoblotting; and (iii) subsequent release and 

retrieval of nuclei-laden gel pallets for RT-qPCR. Suitable for analysis of intact embryos down to 

dissociated single blastomeres (100 to <5 pl), precision microfluidic handling indexes molecular 

and cellular information back to the originating intact embryo, allowing for measurements across 

multiple modalities to be compared. Given the wide range of cellular volumes among the 

preimplantation specimens under study (Figure 5.5B)25, at the protein level, we first established a 

dynamic protein detection range spanning femtomoles (10−15) to tens of attomoles (10−17), with an 

assumed starting protein concentration in the micromolar range (Figure 5.1)51. At the mRNA 

level, nuclei derived from single blastocysts and analyzed by gel pallets subjected to RT-qPCR 

showed significantly lower cycle threshold (CT) values for β-actin than negative controls. Negative 

controls included blanks, gel pallets with empty microwells, and samples lacking reverse 

transcriptase (Mann-Whitney U Test, P = 0.0238, with n = 3 replicates per sample; Figure 5.6). 
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Figure 5.5 Same-embryo mRNA and protein expression analyses show positive correlation for late-stage 

murine preimplantation embryos, but not two-cell and four-cell embryos.  (A) The same-embryo mRNA and 

microfluidic immunoblotting workflow begins with (1) sampling a single embryo or single blastomere into a micro- 

well patterned on a polyacrylamide (PA) gel. (2) The cytoplasmic fraction of embryos sampled into wells is first lysed 

and electrophoresed across the PA layer, achieving separation of proteins by molecular mass. EP, electrophoresis. 

Proteins are photoblotted, or immobilized to the PA by UV-activated benzophenone chemistry, while a CO2 laser 

cutter is used to extract sections of the PA-polymer film device, termed “gel pallets,” that contain nuclei retained in 

the microwells. (3) The cytoplasmic proteins are probed with fluorophore-conjugated antibodies. False-color 

fluorescence micrograph shows a device immunoprobed for β-actin. (4) mRNA is isolated from gel pallets and 

analyzed for targets by RT-qPCR. Micrograph of a gel pallet housing Hoechst-stained nuclei. DAPI, 4′,6-diamidino-

2-phenylindole. Scale bars, 50 µm unless specified. (B) Schematic illustrations of the expected correlations between 

mRNA and protein for early-stage versus late-stage preimplantation embryos (left), and relative dimensions of 

embryos and blastomeres for the stages studied (right). (C) β-Actin mRNA CT values and protein expression levels 

(AUC) for two-cell, four-cell, and blastocyst-stage embryos. Dashed lines show best linear fits (Pearson correlation 

coefficients for two-cell embryos, four-cell embryos, and blastocysts: 0.437, 0.674, and −0.668; with P = 0.279, 0.212, 

and 0.0348, for n = 8, 5, and 10 embryos, respectively). AFU, arbitrary fluorescence units. (D) Bright-field 

micrographs show intact two-cell–, four-cell–, and blastocyst- laden microwells. False-color fluorescence micrographs 

show resulting β-actin immunoblots, with rectangular perimeter of excised gel pallets visible in micrographs and 

corresponding intensity profiles shown to the right. (E) RT-qPCR β-actin amplification curves for two-cell–, four-

cell–, and blastocyst-stage embryos and corresponding negative controls (−RT and blank controls consisting of empty 

gel pallets). 
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Figure 5.6. Validation of mRNA isolation and analysis from gel pallets.  (a) RT-qPCR amplification curves reveal 

successful amplification of β-actin from mRNA isolated from gel pallets resulting from assayed blastocysts. Negative 

controls include blanks (empty gel pallets), –RT and NTC. (b) Bar graph of β-actin CT results after performing RT-

qPCR on gel pallets containing single blastocyst nuclei and blanks (N = 3 replicates, 2 blanks). 

We next examined protein and mRNA expression of β-actin in two-and four-cell embryos, 

where we observed no significant correlation between protein expression and β-actin CT (Pearson 

correlation coefficients of 0.437 and 0.674 with P = 0.279 and 0.212, n = 8 two-cell embryos and 

n = 5 four-cell embryos) (Figure 5.5C). At the blastocyst stage, on the other hand, β-actin CT and 

protein expression showed a significant, negative correlation (Pearson correlation coefficient = 

−0.668, P = 0.0348, for n = 10 embryos), indicating that mRNA and protein expression are 

positively correlated (Figure 5.5C-D). For two-cell and four-cell embryos, negative controls did 

not amplify. For blastocysts, all β-actin CT values were significantly lower than the negative 

controls (Figure 5.5E). For all murine embryo stages assayed, interembryonic mRNA variation 

was higher than the CT technical variation threshold (CVCT tech threshold = 0.77%; Figure 5.4), 

suggesting that biological and not technical variation was detected (CVCT = 7.2, 7.8, and 10.8% 

for two-cell embryos, four-cell embryos, and blastocysts, respectively). 

These results are in line with the transitioning status of the embryo from maternally 

deposited transcripts and proteins (actively and passively degraded at different rates), to the more 

stable environment of the postzygotically activated blastocyst at which point maternal clearance is 

largely or totally complete62. Given the unpredictable relationship between transcripts and protein 

at very early and unstable developmental stages, complementing transcriptional profiling with 

protein profiling from the same individual embryo provides a more comprehensive window into 

the biology governing preimplantation development. 

 

Sister-blastomere GADD45a expression uniformity disappears between the two-cell and 

four-cell stages. The exact stage and circumstances by which blastomeres first acquire certain fates 

remain unknown. On the one hand, embryonic plasticity points to blastomere symmetry up to the 

eight-cell embryo, where embryos can compensate for the loss of one blastomere as early as the 

two-cell stage64. On the other hand, studies showing consistent bimodal expression of genes related 

to differentiation in early-stage sister blastomeres suggest that the involved factors may not be 

inherited equally by all blastomeres8. Whether this heterogeneity is transcriptional noise or leads 

to functional heterogeneity in the subsequent protein products remains an open question. 
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Consequently, we sought to inspect early-stage embryos for lineage biases by dissociating 

two-cell and four-cell embryos and measuring cell fate–related protein markers among the 

blastomeres of each embryo stage. We assayed early-stage blastomeres for a protein involved in 

DNA damage repair (GADD45a) that has been reported to show bimodal transcription levels at 

the two-cell and four-cell stages (Figure 5.7A)3. We controlled for variation arising from 

stochastic factors, such as asymmetrical partitioning of proteins and mRNA during cell division10. 

To do this, we concurrently probed for intracellular structural proteins expressed proportionally to 

cell volume (β-tubulin and β-actin; Figure 5.7B)3 and compared protein expression variation 

among the protein markers. 

In four-cell embryos, where sister blastomeres were assayed in parallel, we observed 

intraembryonic GADD45a expression variation that was significantly higher than both β-actin and 

β-tubulin expression variation (CVGADD45a = 29.9 ± 12.7%; CVβ-tub = 11.1 ± 3.1%; CVβ-actin = 10.5 

± 4.6%; mean CVexpression ± SD, Mann-Whitney U test, P = 0.0012 for CVGADD45a versus CVβ-tub and 

CVGADD45a versus CVβ-actin, and P = 0.805 for CVβ-tub versus CVβ-actin, for n = 6 dissociated four-

cell embryos, where all CVs > CVthreshold of 7.4%) (Figure 5.7C). Furthermore, normalization by 

β-tubulin expression did not decrease the GADD45a CVs (Wilcoxon match-paired rank test, P = 

0.156, n = 6). These findings suggest that blastomeres of four-cell embryos show heterogeneous 

expression of GADD45a, as corroborated by mRNA and IF-based findings3. Given that Gadd45a 

transcript levels have been shown to differ between sister two-cell blastomeres3, we next determined 

if this heterogeneity in mRNA levels manifests as differential GADD45a protein expression in the 

two-cell embryo (Figure 5.7D). In contrast to the four-cell stage, dissociated two-cell sister 

blastomeres showed a statistically significant increase in GADD45a protein expression CV over β-

tubulin, but not β-actin (CVGADD45a = 16 ± 6.0%; CVβ-tubulin = 10 ± 6.5%; CVβ-actin = 11 ± 7.0%; mean 

± SD, Mann-Whitney U test, P = 0.0323 for CVGADD45a versus CVβ-tubulin and P = 0.130 for CVGADD45a 

versus CVβ-actin, for n = 11 dissociated two-cell embryos) (Figure 5.7E). Thus, while the 

expression of GADD45a at the four-cell stage shows higher heterogeneity than both β-tubulin and 

β-actin, the same cannot be said about sister blastomeres from the two-cell stage. 

Given the unique nature of the two-cell embryo, which is the only “multicellular” stage of 

development undergoing both zygotic genome activation (ZGA) and maternal clearance63, single-

blastomere protein analysis complements our understanding of heterogeneity observed at the 

mRNA level3. While the exact nature of the transcriptional, translational, and degradation events 

occurring within the two-cell embryos are not completely clear, deeper scrutiny of the early two-

cell state is essential. 
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Figure 5.7. Microfluidic immunoblotting measures intraembryonic heterogeneity in GADD45a expression in 

murine four-cell and two-cell embryos.  (A) GADD45a transcript levels have been shown to exhibit bimodality at 

the two- and four-cell stages. (B) Four-cell embryos are dissociated into individual blastomeres and immuno- blotted 

for protein expression of β-tubulin, β-actin, and GADD45a, as shown in false-color fluorescence micrographs. (C) 

Dot plot of expression of β-tubulin (blue), β-actin (cyan), and GADD45a (red) normalized to total expression by 

individual blastomeres from two representative four-cell embryos (top). Dot plot of intraembryonic coefficient of 

variation (CV) in protein expression for β-tubulin, β-actin, and GADD45a (bottom, Mann-Whitney U test, P = 0.0012 

for CVGADD45a versus CVβ-tubulin and CVGADD45a versus CVβ-actin, and P = 0.805 CVβ-tub versus CVβ-actin, for n = 6 

dissociated embryos). **P < 0.01. (D) Two-cell embryos are dissociated into individual blastomeres and assayed for 

protein expression of β-tubulin, β-actin, and GADD45a, as shown in false-color fluorescence micrographs. (E) Dot 

plots of β-tubulin, β-actin, and GADD45a expression by sister blastomeres, normalized to sum of expression of sister 

blastomeres, for six representative two-cell embryos (top). Dot plot of interblastomeric CV% in expression of β-

tubulin, β-actin, and GADD45a (bottom, Mann-Whitney U test, P = 0.0323 for CVGADD45a versus CVβ-tubulin, P = 0.130 

for CVGADD45a versus CVβ-actin, and P = 0.598 for CVβ-tubulin versus CVβ-actin, for n = 11 dissociated two-cell embryos). 

Same marker for a given embryo in (C) and (E) indicates same blastomere. Horizontal bars in (C) and (E) indicate 

mean ± SD. Scale bars, 200 µm. 
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Truncated DICER-1 isoform expression decreases from the oocyte to the two-cell stage. 

Alternative splicing occurs frequently during early embryonic development in mouse and human65. 

However, efforts to investigate whether the corresponding alternate protein isoforms are ultimately 

and stably generated require pooling hundreds of collected embryos from each stage, losing 

interblastomeric information66. The role of alternative isoform usage between sister blastomeres 

and what role this has on cell fate specification are still unclear. Thus, resolving proteoforms 

generated by alternative splicing would benefit from precision tools with single-embryo 

resolution. 

To this end, we examined one of the earliest known examples of a protein isoform that 

exists in mouse development: DICER-1. DICER-1 is essential for small RNA–mediated gene 

expression regulation. By processing small RNAs into their mature form, DICER-1 generates 

sequence-specific guides required by effector complexes to target cognate mRNAs and regulate 

their translation67. Bulk analyses of mouse oocytes by others have found high expression of an N-

terminally truncated isoform, denoted DICERO (Figure 5.8A)67, which demonstrates higher 

catalytic activity than its full-length version and is believed to drive the high activity of 

endogenous small interfering RNAs (endo-siRNAs) in mouse oocytes, but not in somatic cells67. 

The DICERO transcript persists until the fertilized zygote stage, but whether the DICERO protein 

isoform is exclusive to oogenesis or is maternally inherited by the preimplantation embryo 

remains unknown. 

We asked if DICERO is specific to the oocyte stage by assaying oocytes and two-cell 

embryos for isoforms of DICER-1 at the protein and mRNA level. We collected oocytes and 

two-cell embryos and divided each sample for analysis of either protein or mRNA. Samples 

destined for protein analysis were processed by single-embryo immunoblotting, while samples 

analyzed for mRNA were individually lysed and processed by single-embryo RT-qPCR. Using a 

pan-specific DICER-1 antibody probe, single-embryo polyacrylamide gel electrophoresis (PAGE) 

resolved multiple DICER-1 isoforms by relative order of electromigration, detecting both the 

full-length DICER-1 form (larger molecular mass band) and the truncated form (smaller 

molecular mass band; Figure 5.8B). We observed that both oocytes and two-cell embryos 

expressed truncated isoforms of DICER-1 (Figure 5.8B-C). Nonreducing slab-gel Western 

blotting of 85 pooled oocytes also reported two DICER-1 protein bands, with a smaller 

molecular mass peak of higher intensity, corroborating single-oocyte immunoblotting results 

regarding the truncated DICER-1 isoform (Figure 5.8D). 

Within oocytes, we observed significantly higher expression of the truncated isoform 

over the full-length DICER-1 for both normalized mRNA and protein (for mRNA/Rfx1DICER-

1 versus mRNA/Rfx1DICER
O: Mann-Whitney U test, P = 0.0052 for n = 18; for protein band 

AUCDICER-1 versus AUCDICER
O: Mann-Whitney U test, P = 0.0079 for n = 5; Figure 5.8B). For 

whole two-cell embryos, we found no significant difference between expression of truncated and 

full-length isoforms of DICER-1 (for mRNA/Rfx1DICER-1 versus mRNA/Rfx1DICER
O: Mann-

Whitney U test, P = 0.9551 for n = 7 for DICER-1 and n = 8 for DICER; for AUCDICER-1 versus 

AUCDICER
O: Mann-Whitney U test, P = 0.20 for n = 4) (Figure 5.8C). 
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Figure 5.8. Higher DICER-1 isoform expression in murine oocytes than in two-cell embryos correlates with 

mRNA levels.  (A) DICERO, a truncated isoform of DICER-1, appears at the oocyte stage and is a product of 

alternative promoter usage. aa, amino acid. Bright-field micrographs of (B) a settled oocyte, **P < 0.01 and (C) a 

settled two-cell embryo, with corresponding overlaid false-color fluorescence micrographs and intensity profiles 

showing protein bands for loading controls (α-actinin and β-tubulin) and DICER-1. Oocyte immunoblot demonstrates 

presence of a full-length DICER-1 (top arrow) and a lower molecular mass isoform (bottom arrow). Under these, dot 

plots of DICER isoform mRNA levels normalized by endogenous control Rfx1 (top) and protein expression (AUC, 

bottom). Expression of the truncated isoform is higher than the full-length DICER-1 for both mRNA and protein in 

oocytes (mRNA/Rfx1DICER-1 versus mRNA/Rfx1DICER
O: Mann-Whitney U test, P = 0.0052 for n = 18; for AUCDICER-1 

versus AUCDICER
O: Mann-Whitney U test, P = 0.0079 for n = 5), but not in two-cell embryos (for mRNA/Rfx1DICER-1 

versus mRNA/Rfx1DICER
O: Mann-Whitney U test, P = 0.9551 for n = 7 for DICER-1 and n = 8 for DICERO; for 

AUCDICER-1 versus AUCDICER
O: Mann-Whitney U test, P = 0.20 for n = 4). Oocytes show higher mRNA and protein 

expression than two cells for the truncated isoform mRNA/Rfx1DICER
O: Mann Whitney U test, P = 0.0004 for n = 18 
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oocytes and 8 two cells; AUCDICER
O: Mann Whitney U test, P = 0.0159 for n = 5 oocytes and 4 two-cell embryos), but 

not the full-length DICER-1 (mRNA/Rfx1DICER-1: Mann Whitney U test, P = 0.084 for n = 18 oocytes and 7 two-cell 

embryos; AUCDICER-1: Mann Whitney U test, P = 0.9048 for n = 5 oocytes and 4 two-cell embryos). Horizontal bars 

indicate mean ± SD. Scale bars, 200 µm. (D) Fluorescence micrograph of a single oocyte immunoblotted for DICER-

1 with corresponding fluorescence intensity profiles and Gaussian curve fits to the DICERO isoform (low molecular 

mass, R2= 0.83, solid black line) and DICER-1 full-length isoform (R2 = 0.89, dotted black line). To the right, slab-

gel Western blot analysis of pooled oocytes (n = 85 oocytes) and corresponding grayscale value profile show two 

DICER-1 protein bands. Oocytes were pooled, lysed, and assayed by nonreducing SDS-PAGE followed by 

immunoprobing. Buffers and immunoprobing reagents matched the single-embryo protocol. Black arrowheads mark 

the position of the DICER-1 bands. 

When comparing full-length DICER-1 expression levels between the oocyte and two-cell 

stages, expression was not significantly different by mRNA or by protein expression 

(mRNA/Rfx1DICER-1: Mann Whitney U test, P = 0.084 for n = 18 oocytes and 7 whole two-

cell embryos; AUCDICER-1: Mann-Whitney U test, P = 0.9048 for n = 5 oocytes and 4 two-cell 

embryos). When comparing the truncated DICER-1 isoform expression levels, however, we 

observed a significant decrease from the oocyte to the two-cell stage in both mRNA and protein 

levels (mRNA/Rfx1DICER
O: Mann-Whitney U test, P = 0.0004 for n = 18 oocytes and 8 two cells; 

AUCDICER
O: Mann-Whitney U test, P = 0.0159 for n = 5 oocytes and 4 two-cell embryos). 

Precision analyses of oocytes and two-cell embryos report a notable decrease in the 

truncated DICER-1 protein isoform and mRNA expression between the stages, but no notable 

decrease in full-length DICER-1 across the same development stages. Our results support a role 

for DicerO being maternally generated and available at the time of fertilization. In line with 

previous studies67, DicerO appears to have a critical role in oocyte maturation and spindle assembly 

before fertilization. The observed clearance of the truncated isoforms after fertilization suggests a 

role limited to the oocyte that does not extend into the preimplantation embryo. 

Integrating phenotypic information with precision molecular profiling of cell lineage. We 

sought to achieve a more comprehensive understanding of cell state by integrating phenotype 

profiling of intact cells with subsequent single-cell analyses of mRNA and protein. First, we asked 

whether the TE or ICM state could be determined among blastomeres dissociated from blastocysts 

using a multimodal assay that integrates intact cell imaging with relative expression of protein 

markers understood to be specific to TE versus ICM (i.e., CDX-2 versus SOX-2, respectively) 

(Figure 5.9A). Here, internalization of fluorescent beads acted as a proxy for TE or ICM cell type 

within a blastocyst50, on the basis of the originating location of the blastomere. 

To obtain phenotypic information, we selectively stained the outer TE cells by 

incubating blastocysts (3.5 to 4 dpc) with a solution of fluorescent microspheres50. With bead-

based staining, ICM cells (inner cells) do not fluoresce, while TE cells (outer cells) do fluoresce, 

indicating internalization of fluorescent microspheres50. Blastocysts were then dissociated into 

single cells, settled into microwells, and imaged for the presence of microspheres (Figure 5.9A). 

Subsequent immunoblotting for β-tubulin, SOX-2, and CDX-2 revealed negligible levels of SOX-

2 and high levels of CDX-2 in blastomeres that were positive for microsphere signal, indicating TE 

cell type (Figure 5.9A). Blastomeres with no detectable microsphere signal, suggesting ICM cell 

type, expressed high levels of SOX-2 and negligible levels of CDX-2 (Figure 5.9A). 
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Figure 5.9. Whole-cell imaging adds phenotypic content to protein analysis of single embryos and 

blastomeres.  (A) Cell type-graded expression of CDX-2 and SOX-2 in blastomeres from dissociated blastocysts. 

Bright-field and fluorescence micrographs of dissociated blastocysts after incubation with fluorescent microspheres 

and corresponding micrographs of blastocysts immunoblotted for β-tubulin, CDX-2, and SOX-2. Scale bars, 50 µm. 

(B) Detection of membrane proteins in morula and blastocysts. Bright-field micrographs showing embryos settled 

into microwells before lysis, with resulting false-color micrographs immunoblots for β-tubulin, E-cadherin, and 

FGFR-1, with corresponding fluorescence intensity profiles shown to the right. Scale bars, 100 µm. Dot plots of E-

cadherin (left) and FGFR-1 (right) expression for morula and blastocysts (for E-cadherin: n = 3 and 3 morula and 

blastocysts, for FGFR-1: n = 6 and 5 morula and blastocysts). Horizontal bars represent mean ± SD. (C) Microscopy 

and single-blastomere immunoblotting identifies correlations between cell volume and marker expression in 

dissociated morula blastomeres. False-color fluorescence micro- graphs show β-tubulin, β-actin, and SOX-2 protein 

bands, with intensity profiles adjacent to micrographs. Arrows mark the position of protein bands. Scale bars, 100 

µm. To the right, bivariate plot of blastomere cell volume and loading control expression (β -tubulin and β-actin) 

shows significant positive linear correlation (Pearson correlation, n = 8, ρ = 0.883 and 0.908, P = 0.00366 and 

0.00018, respectively). Bivariate plot of cell volume versus SOX-2 expression normalized by β-tubulin and β-actin 

expression show a negative, but nonsignificant, association (Pearson correlation, n = 8, ρ = −0.487 and −0.315, P = 

0.221 and 0.447, respectively). 

In a corollary study, we considered modulation of preimplantation development through 

membrane proteins68. In both morula and blastocysts, we profiled the cell adhesion protein E-

cadherin and the cell surface receptor fibroblast growth factor receptor 1 (FGFR-1; Figure 5.9B). 

For both proteins, expression did not significantly differ between the morula and blastocyst 
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stages (Mann-Whitney U test, n = 3, P = 0.400 for E-cadherin; n = 6 and 5 for morula and 

blastocysts, respectively, P = 0.465 for FGFR-1; Figure 5.9B). 

Second, we sought to integrate knowledge that cellular concentration is understood to be 

a more accurate indicator of cell phenotype than total abundance69. The transcriptional profile of 

housekeeping genes (e.g., β-actin and β-tubulin) is often not stably and homogeneously expressed 

across different cell samples, experimental conditions, or treatments70. To understand if this 

observed variability prevails at the protein level, we scrutinized the assertion that—at the protein 

level—both β-tubulin and β-actin can be used as proxies for cell volume. Dissociated morula 

blastomeres were first interrogated by whole-cell bright-field imaging and subsequently by single-

cell immunoblotting (Figure 5.9C). We observed a significant, positive correlation between cell 

volume and protein expression of both β-tubulin and β-actin (Figure 5.9C; Pearson correlation, ρ 

= 0.883 and 0.908, P = 0.00366 and 0.00018, respectively, for n = 8 blastomeres). 

We further scrutinized dissociated blastocysts to establish if smaller blastomeres express 

higher levels of SOX-2, the transcription factor involved in pluripotency gene expression71. We 

dissociated blastocysts into single blastomeres, measured the diameter of each by bright-field 

microscopy, and then assayed each for SOX-2 by single-blastomere immunoblot. For 

blastomeres expressing SOX-2, we compared SOX-2 expression to the measured cell volume 

and found a significant, negative correlation (Pearson correlation, ρ = −0.899, P = 0.00589 for n 

= 7 single blastomeres; Figure 5.10), as expected at the blastocyst stage71,72. We then performed 

the same analysis for morula and again observed an expected negative correlation72 between 

SOX-2 expression and volume of morula blastomeres for both β-tubulin and β-actin 

normalization (Figure 5.9C; Pearson correlation, n = 8, ρ = −0.487 and −0.315, P = 0.221 and 

0.447, respectively). 

 
Figure 5.10. Validating an expected inverse correlation between cell volume and SOX-2 expression for single 

blastomeres disaggregated from blastocysts.  SOX-2 expression was measured by single-blastomere immunoblot 

and blastomere volume was computed from bright field images of each blastomere seated in a microwell prior to 

immunoblot. SOX-2 expression shows a significant negative correlation with blastomere volume (Pearson correlation, 

ρ = -0.899, p value = 0.00589 for N = 7 single blastomeres). 

 

5.5 Discussion & Conclusions 
The exact timing and mechanism by which the first cell fate decisions occur during 

mammalian preimplantation development remain unknown. Pivotal open questions include 

whether developing blastomeres remain homogeneous and functionally equivalent until the 

compacted morula stage1 or if blastomeres exhibit symmetry-breaking configurations, perhaps 

as early as the two-cell stage5,7,9. Yet, transcript abundance is not an accurate determinant of 

protein abundance. The asynchrony observed between mRNA and protein expression may reflect 
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the uncoupled relationship between transcription and translation in the early embryo (up to 15 

hours between transcription and translation), synchronizing more tightly in later cleavage 

stages11.With both the now-understood loose correlation between mRNA and protein expression 

levels and critical shortcomings of the de facto standard for direct measurement of endogenous, 

unmodified proteins (i.e., immunoassays), we describe a multimodal microfluidic platform 

optimized for the study of murine preimplantation embryo development. 

During cell fate determination, we scrutinized two-cell and four-cell embryos for 

GADD45a heterogeneity at protein level; GADD45a is a gene shown to be bimodally transcribed 

in early embryonic stages. By scrutinizing the blastomeres that comprise four-cell embryos, we 

detected higher heterogeneity in GADD45a protein expression than loading controls β-tubulin 

and β-actin, providing the protein-based validation of recent single-cell RNA sequencing (RNA-

Seq) predictions. At the oocyte and two-cell embryo stages, we observed a truncated DICER-1 

protein isoform as dominant in the oocyte stage with significantly lower truncated DICER-1 

mRNA and isoform levels at the two-cell stage. The observation suggests inheritance from the 

oocyte stage and corroborates studies suggesting that the higher-activity truncated DICER-1 

isoform is oocyte-specific. 

Simultaneous measurement of mRNA and protein from embryos of the same donor 

enhances the biological accuracy of correlations between mRNA levels and protein expression at 

different stages of the preimplantation embryo. Such insight into the expression dynamics would 

clarify how modulation in transcription dictates cellular phenotype. Our findings more accurately 

characterize the discrepancy between transcript abundance and protein presence in the early 

preimplantation embryo, a phenomenon that is ameliorated by the blastocyst stage, which 

coincides precisely with the maternal-to-zygotic transition experienced by all preimplantation 

embryos of all studied species. Companion functional competency measurements guided by the 

ever-increasing resolution of single-cell transcript approaches will help in determining the 

proteins and isoforms involved in key cell fate decisions. Further, given the importance of 

secreted proteins in lineage segregation68, a study is underway to advance same-cell microfluidic 

tools to assess both intraembryonic proteins and secreted proteins. 

As detailed here, the ~10 to 20 embryos harvested from a single mouse donor are 

sufficient not just for one immunoblot but for multiple single-embryo and single-blastomere 

immunoblots. The precision in sample handling and enhanced sensitivity notably reduces the 

conventional PAGE sample requirements of several hundreds or thousands of embryos66,67. The 

implications are multifold. First, as single-embryo immunoblots inherently and markedly lower 

sample requirements, the burden of animal sacrifice is likewise reduced. Current gold standard 

protein measurements consist of conventional western blotting, which, depending on expected 

protein abundance, requires combination of 50 to 100 embryos to ensure a detectable signal73. 

These issues are made further dismal in cases involving subfertility or when a specific genotype 

is required. For wild-type mouse conditions, conventional western blotting would require the 

sacrifice of 5 to 10 mice per lane (or measurement). If a specific genotype is needed, then this 

value is multiplied by the difficulty in procuring the needed samples. With the strategy described 

here, a single mouse could provide sufficient material for up to 10 to 20 individual 

measurements. Second, statistical interpretation of single-embryo and single-blastomere 

immunoblot results is feasible, revealing intraembryonic heterogeneity, as well as significant 

differences between embryos of the same fertilization event and between donors. Last, 

immunoblots can be stored and reprobed for additional proteins as previously unidentified, 

important targets emerge in the rapidly advancing field of developmental biology. 
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Open questions remain; although nuclear mRNA and whole-cell mRNA are strongly 

correlated74, specific exceptions do exist, including genes involved in splicing74,75. Biological 

interpretation of correlation (or lack thereof) between mRNA and protein expression levels 

should include consideration of whether nuclear mRNA levels (measured here) reflect whole-

embryo mRNA levels. Understanding of nuclear versus whole-cell mRNA distributions in the 

preimplantation embryo is currently lacking. Reports on ZGA and maternal clearance suggest 

that, as maternal transcripts are degraded76, the whole-cell mRNA, thus, comprises a mixture of 

old (cytoplasmic) transcripts and new (nuclear) transcripts. After fertilization, nuclear transcripts 

should largely represent the total and zygotically active transcriptome, while most of cytoplasmic 

transcripts are inherited and no longer actively contribute to the newly active zygotic proteome; 

however, the kinetics of this transition have been difficult to study. Using approaches like that 

described here, we seek to boost understanding of questions such as if and when the nuclear 

mRNA fraction constitutes an accurate representation of the embryo’s emerging proteome. 

In mice, ZGA occurs shortly after fertilization and is not fully realized until the two-cell 

stage, at which point nascent mRNA populates the embryonic transcriptome76. At the same time, 

maternally inherited transcripts and proteins are being actively and passively cleared and 

degraded at different rates, further confounding results and interpretations of early preimplantation 

studies62. While recent single-cell RNA-Seq experiments reveal sister blastomere transcriptome 

heterogeneity as early as the two-cell embryo in both humans and mice3, functional studies 

suggest these differences may not be relevant until the four-cell stage or later (if at all)2,6. 

Therefore, careful assessment of exact fertilization times is needed to compare early embryos 

(pronucleus and two-cell), while sister blastomere comparisons are ideal for later stages. 

Biological variation such as the exact timing of fertilization can potentially be more tightly 

controlled using in vitro fertilization, at the risk of introducing technical artifacts. The use of in 

vitro culture could additionally complicate analysis as sibling embryos can spontaneously 

respond poorly to identical culturing conditions77. 

Last, with the advent of new gene editing technologies (e.g., CRISPR, genomic 

screening methods including targeted, exome, or whole-genome sequencing), screening for on-

target and off-target activity has become critical, as unintended editing events can lead to exon 

skipping, alternative splicing, and deletions that occasionally lead to active versions of 

supposedly “knocked out” targets78. Protein assays that can complement genomic screening, 

such as the one described in this study, will be crucial for screening embryos for protein-level 

effects of both on-target and off-target mutations, even when the latter occur in noncoding 

regions. 
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Chapter 6  
 

Multimodal detection of protein isoforms and nucleic 

acids from low starting cell numbers 
 
Adapted with permission from E. Rosàs-Canyelles, A. J. Modzelewski, A. E. Gomez Martinez, A. 

Geldert, A. Gopal, L. He, & A. E. Herr, “Multimodal detection of protein isoforms and nucleic 

acids from low starting cell numbers”, Lab on a Chip, 2021. 

 

6.1 Abstract 
Protein isoforms play a key role in disease progression and arise from mechanisms involving 

multiple molecular subtypes, including DNA, mRNA and protein. Recently introduced 

multimodal assays successfully link genomes and transcriptomes to protein expression landscapes. 

However, the specificity of the protein measurement relies on antibodies alone, leading to major 

challenges when measuring different isoforms of the same protein. Here we utilize microfluidic 

design to perform same-cell profiling of DNA, mRNA and protein isoforms (triBlot) on low 

starting cell numbers (1–100s of cells). After fractionation lysis, cytoplasmic proteins are resolved 

by molecular mass during polyacrylamide gel electrophoresis (PAGE), adding a degree of 

specificity to the protein measurement, while nuclei are excised from the device in sections termed 

“gel pallets” for subsequent off-chip nucleic acid analysis. By assaying TurboGFP-transduced 

glioblastoma cells, we observe a strong correlation between protein expression prior to lysis and 

immunoprobed protein. We measure both mRNA and DNA from retrieved nuclei, and find that 

mRNA levels correlate with protein abundance in TurboGFP-expressing cells. Furthermore, we 

detect the presence of TurboGFP isoforms differing by an estimated <1 kDa in molecular mass, 

demonstrating the ability to discern different proteoforms with the same antibody probe. By 

directly relating nucleic acid modifications to protein isoform expression in 1–100s of cells, the 

triBlot assay holds potential as a screening tool for novel biomarkers in diseases driven by protein 

isoform expression. 

 

6.2 Introduction 
The discovery of biomarkers for early detection, diagnosis, and therapy remains a 

persistent challenge across all fields of medicine.1–4 Protein isoforms are prevalent disease-specific 

markers and can arise from a variety of events that involve DNA, mRNA and protein, including 

single nucleotide polymorphisms (SNPs), alternative splicing, or post-translational modifications 

(PTMs).5–9 Many studies have focused on identifying novel potential protein targets by inferring 

proteoforms from disease-specific modifications to DNA or mRNA.1,7 However, confirming if 

DNA or mRNA modifications encode protein isoforms that can become potential diagnostic or 

therapeutic targets requires multimodal assays that measure all molecules that are produced. 

Because DNA, RNA, and protein molecules are the conduit for cellular-level information 

flow via the “central dogma”, simultaneous, same-sample detection of multiple molecular species 

can provide new insight.10,11 At the protein level, multimodal analysis is key to understanding gene 

regulatory networks and the source of variations in both the abundance and molecular forms of 
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proteins expressed. For example, to understand mechanisms of over- or under-expression, 

multimodal measurements can ascertain the impact of DNA copy number variations on mRNA 

and protein expression levels.12–14 In another example, combining proteoform measurements with 

upstream DNA and RNA measurements can indicate whether proteoforms arise from DNA 

modifications, alternative RNA splicing, or PTMs. In addition to informing study of gene 

regulatory networks, multimodal measurements can facilitate more accurate cell subtype 

classification and lineage tracing.15–17 

Recently introduced technologies allow interrogation of the genome, epigenome, 

transcriptome, metabolome and proteome at single-cell resolution.18–27 Multimodal tools that 

measure proteins and DNA and/or RNA from single cells allow us to link genome, transcriptome 

and proteome in challenging cell types with low availability, such as rare cell populations (e.g., 

circulating tumor cells, or CTCs) or stem cells28, or other cells that cannot be expanded by culture 

(e.g., cells from biopsies).18 Measurements with single- or few-cell resolution are also essential to 

studying cell-to-cell heterogeneity and distinguishing different population distributions (e.g., 

bimodal vs. normally-distributed expression) which may have the same population mean 

expression level.29 However, the specificity of the protein measurement in such assays typically 

relies on antibody probes alone, which are subject to nonspecific cross-reactivity and cannot detect 

isoforms without isoform-specific antibody probes. Thus, selective detection of specific protein 

isoforms is problematic when isoform-specific antibody probes are not available.30 While Western 

blotting adds specificity by separating protein isoforms by mass prior to antibody-based detection, 

conventional Western blotting requires 10,000s of cells.28 As a result, identifying different 

proteoforms arising from modifications to DNA or mRNA at the single- or few-cell scale remains 

extremely challenging. Recently introduced multimodal assays that perform protein isoform and 

nucleic acid detection were specifically designed for murine embryos, which are ∼100 times larger 

in volume than somatic cells, and only demonstrated detection of mRNA and not DNA.31,32 We 

sought to build upon the previously developed assays by incorporating DNA measurements and 

improving sensitivity to demonstrate multimodal measurements from as small a sample as a single 

mammalian cell. 

Here, we perform same-cell DNA, mRNA and protein isoform immunoblotting 

measurements (triBlot) on low starting cell numbers (i.e., 1 to 100s of cells); a clinically relevant 

range that includes single CTCs and CTC clusters,33 as well as cells recovered from needle biopsies 

(100s of cells).34,35 Our technique first fractionates cells into nuclear and cytoplasmic 

compartments. The cytoplasmic fraction undergoes polyacrylamide gel electrophoresis (PAGE), 

while the nuclei are excised from the triBlot device and analysed for mRNA and/or DNA. We 

measure expression of protein isoforms from the cytoplasmic fraction of 1–100s of cells, while 

achieving same-sample analysis of DNA and of mRNA retained in the nuclei, where nuclear 

mRNA has been demonstrated to generally correlate well with whole-cell mRNA expression.36–38 

 

6.3 Materials & Methods 
Chemical reagents. Tetramethylethylenediamine (TEMED, T9281), ammonium persulfate (APS, 

A3678), β-mercaptoethanol (M3148), 30% T/2.7% C acrylamide/bis-acrylamide (37.5 : 1) 

(A3699), bovine serum albumin (BSA, A9418), trypsin 10× (59427C), digitonin (D141), sucrose 

(S0389-500G), magnesium chloride (M8266) and HEPES (90909C) were purchased from Sigma-

Aldrich. Triton X-100 (BP-151), phosphate-buffered saline (PBS, pH 7.4, 10 010 023), SYBR 

Gold (S11494), agarose (BP-1356-500) were purchased from Thermo Fisher Scientific. Premixed 

10× Tris-glycine electrophoresis buffer (25 mM Tris, pH 8.3; 192 mM glycine; 0.1% SDS) was 
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purchased from Bio-Rad. Tris buffered saline with Tween-20 (TBST) was prepared from 20× 

TBST (sc-24 953, Santa Cruz Biotechnology, Dallas, TX). Deionized water (18.2 MΩ) was 

obtained using an Ultrapure water system from Millipore. N-[3-[(3-

Benzoylphenyl)formamido]propyl] methacrylamide (BPMAC) was custom synthesized by 

Pharm-Agra Laboratories (Brevard, NC). GelSlick™ (50640) and Lonza™ GelBond™ PAG film 

for acrylamide gels (BMA54746) was purchased from Lonza. Taq PCR kit (E5000S), proteinase 

K (P8107S) were purchased from New England Biosciences. 

Buffer compositions. Fractionation lysis buffer: 0.125 mg mL−1 digitonin, 1% v/v Triton X-100 

and 0.5 X Tris-glycine. Nuclei wash buffer: 320 mM sucrose, 5 mM MgCl2, 10 mM HEPES. 

Cell culture. U251 human glioblastoma cells were obtained from the UC Berkeley Tissue Culture 

Facility via the American Type Culture Collection and stably transduced with 

TurboGFP via lentiviral infection (multiplicity of infection 10). Cells were cultured in high-

glucose Dulbecco's modified eagle medium (DMEM) (11965, Life Technologies) supplemented 

with 1× MEM nonessential amino acids (11140050, Life Technologies), 100 U mL−1 penicillin–

streptomycin (15140-122, Life Technologies), 1 mM sodium pyruvate (11360-070), and 10% fetal 

bovine serum (JR Scientific, Woodland) in an incubator at 37 °C with humidified 5% CO2 air. 

Device fabrication. SU-8 wafers, fabricated by photolithography as previously reported,39 were 

used as molds to cast triBlot devices. SU-8 posts on wafers, which later translate into microwells 

in the PA gel, were 200 μm in diameter and 200 μm in height.32 A modified wafer generating 

microwells 100 μm in diameter and 110 μm in height was used for triBlot assays of single cells. 

Briefly, PA precursor solution including acrylamide/bis-acrylamide (10% T) and 3 mM BPMAC 

was degassed with sonication for 9 min. 0.08% APS and 0.08% TEMED were added to precursor 

solution and solution was pipetted between the SU-8 wafer (rendered hydrophobic with Gel 

Slick™ solution) and a GelBond™ Film cut to the size of a standard glass microscope slide (25 

mm × 75 mm). After chemical polymerization (20 min) the triBlot devices (thin PA gel layer 

covalently grafted onto the GelBond™ surface) were lifted from wafer, rinsed with deionized 

water and stored hydrated (DI water) at 4 °C until use. 

Fractionation PAGE of 1-100s of U251-TurboGFP cells. TurboGFP-expressing U251 cells 

were harvested from tissue culture plates by incubation in trypsin/EDTA (15090046, Thermo) at 

37 °C for 5 min. Trypsin was inactivated by addition of FBS and cells were pelleted by 

centrifugation at 100 rcf. After removal of supernatant, cells were resuspended in PBS at 1 × 

106 cells per mL. For triBlot assays of single cells, cells were settled using the cellenONE single-

cell dispenser as described below. For all other experiments, cells were gravity settled as follows: 

1 mL of this cell suspension was pipetted over the triBlot device and cells were allowed to settle 

into microwells for 10 min. Excess cells not settled into microwells were then washed off the PA 

gel surface with PBS and microwells were imaged by brightfield and fluorescence microscopy 

(Olympus IX71 microscope, Lumen Dynamics X-cite fluorescence illumination source coupled to 

a liquid light guide (Lumatec, 805-00038), 10× (0.3 NA) objective (Olympus UPLANFL10X), 

DAPI (Omega XF02-2) and GFP (Chroma 49 011 ET) filter cubes, and an Andor iXon+ EMCCD 

camera (DU-885 K-C00-#VP)) to collect data on number of cells per microwell and TurboGFP 

expression. The device was placed into an electrophoresis (EP) chamber, and fractionation lysis 

buffer (room temperature, 12 mL) poured over the gel and incubated for 1 min. fPAGE was 

performed at 40 V cm−1 for 2–3 min (depending on the assay). Immobilization of proteins by 

photocapture was carried out by illumination with UV light source (100% power, 45 s, 

Lightningcure LC5, Hamamatsu). Gels were quickly placed in ice-cold nuclei wash buffer, and 

buffer was exchanged three times before proceeding to laser excision. Nuclei remaining in wells 
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can be laser-excised, while proteins immobilized in gel can be probed with fluorescently-labeled 

antibody probes. 

Laser excision of triBlot device into gel pallets. Gel pallets were excised from the device as 

previously described.32 Briefly, the PA gel was kept hydrated at all times with nuclei wash buffer 

and kept over ice between excision events. A CO2 laser cutter (HL40-5G-110, Full Spectrum 

Laser) was used to excise gel pallets from triBlot devices. The device was placed with the PA gel 

face down onto a clear acrylic sheet (McMaster-Carr) engraved with a 5 × 5 mm grid. Using a 

brightfield microscope, microwells were aligned to be horizontally centered above a grid square 

and approximately 1 mm away from the top edge of each square. The laser was aligned over the 

left corner of a grid square and programmed to cut at 10% power, 20 speed and 1 pass. 

Antibody probes. Rabbit anti-TurboGFP (PA5-22688) and AlexaFluor555-conjugated donkey 

anti-rabbit (A-31572) were purchased from Thermo Fisher Scientific. 

Immunoprobing and fluorescence imaging of photo-blotted protein and immunoblots. After 

laser excision, devices were washed in deionized water and a 25 mm × 75 mm coverslip was placed 

over the hydrated PA gel. Devices were imaged in a microarray scanner (Genepix 4300A, 

Molecular Devices) for photo-blotted TurboGFP protein with the cover slip facing down. Devices 

were then washed in 1× TBST for at least 1 h before probing with antibody probes. Primary 

antibody probes were incubated at 1 : 10 dilution (80 μL per gel, in 2% BSA in 1× TBST), while 

fluorophore-conjugated secondary antibody probes were incubated at 1 : 20 dilution (80 μL per 

gel, in 2% BSA in TBST). Devices were scanned again for fluorescence immunoblot signal. 

Protein band image analysis. Protein expression was quantified by area-under-the-curve analysis 

(AUC) of immunoblots as previously described. Briefly, custom MATLAB scripts were used to 

fit Gaussian curves to protein band intensity profiles. Gaussian fit parameters of peak location and 

σ were used to calculate the AUC for a peak width of 4σ. Protein bands passed quality control 

metrics if signal-to-noise ratio (SNR) was higher than 3 and the Gaussian fit R2 was equal to or 

greater than 0.6. 

Single-gel pallet PCR. After laser excision, gel pallets were placed into a 0.5 mL PCR tube 

containing 2.5 μL molecular grade water, 1 μL SDS (17 μM to final concentration of 3.4 μM) and 

1.5 μL proteinase K. Tubes were incubated at 45 °C for 15 min followed by proteinase K 

inactivation by incubation at 95 °C for 20 min. Next, the following were added to each tube: 2.5 

μL TurboGFP primers at 500 nM, purchased from Integrated DNA Technologies, sequences: 

(5′TGA TGG GCT ACG GCT TCT A, 5′GTG TTG CTG TGA TCC TCC TC), 1 μL dNTPs (at 

200 μM, Taq PCR Kit), 0.25 μL Taq polymerase (Taq PCR kit), 5 μL of Standard Taq Reaction 

Buffer 10× (Taq PCR Kit) and water up to 50 μL. Template DNA (∼200 ng μL−1) extracted 

TurboGFP-U251 lysate was added to positive control tubes. Negative controls did not contain 

DNA or gel pallets. For amplification of the TurboGFP gene, the following cycle steps were 

programmed using a thermal cycler (PTC-100™, MJ Research Inc): the first stage at 95 °C for 10 

min, the second stage (annealing at 51 °C for 30 s, extension at 72 °C for 30 s, denaturation at 95 

°C for 30 s) for 45 amplification cycles, and a final stage at 72 °C for 10 min. PCR products were 

analyzed on a 1% agarose gel by EP. SYBR Gold was used at 1× to stain agarose gels and a 

ChemiDoc™ XRS + gel imaging system (Bio-Rad) was used to image the DNA bands. Gels were 

analyzed by densitometry using ImageJ.40 

Single-cell deposition with cellenONE system. Single cells were deposited into 100 μm diameter 

and 110 μm deep microwells in the triBlot device with the cellenONE X1 droplet printer (Scienion, 

Berlin, Germany) and a cellenONE PDC M piezo dispensing capillary (PDC-20-CM). TurboGFP-

U251 cells were diluted to a concentration of 300 000 cells per mL in PBS. The triBlot PA gel was 
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briefly dried with a nitrogen stream before droplet deposition. Crosshair-shaped fiducial markers 

on the gel were used in conjunction with the “Find Target Reference Points” software function to 

align droplets to microwells. The target plate temperature was set to 4 °C to prevent the evaporation 

of deposited droplets. Single-cell occupancy in droplets was verified by imaging the interior of the 

PDC prior to droplet deposition. The PDC M deposits droplets of 350–400 pL in volume. After 

deposition, the single cells were immediately fractionally lysed. 

Single-gel pallet quantitative reverse transcription polymerase chain reaction (RT-qPCR). 

Once excised, each gel pallet was transferred to one centrifuge tube, immediately followed by the 

addition of 20 μL of DNA/RNA Shield™ (R1100, Zymo). Sample were stored in −80 °C until 

RNA preparation. RNA and DNA were isolated following the manufacturer's protocol. Nucleic 

acids were eluted in 8 μL of water. Alternate mRNA and DNA isolation can be performed with 

Direct-zol™ RNA Miniprep Plus (Cat. R2070S, LOT: ZRC202000), RNA Clean & 

Concentrator™-5 Cat R1015S (10 preps), LOT: ZRC200969. All 8 μL of RNA sample was used 

for cDNA synthesis. Reverse transcription of mRNA to cDNA was accomplished with SuperScript 

IV First Strand Synthesis System (18091050, Thermo Fisher) as per manufacturer instructions. 

Pre-amplification was done on the resulting 20 μl cDNA sample using the Perfecta PreAmp 

SuperMix (95146 QuantaBio) as per the manufacturer's instructions, and using the 14 cycle option 

and a subsequent 20× dilution into nuclease free water (am9937, Fisher). All RT-qPCR reactions 

were performed using SSO Universal SYBR Green SuperMix, as per manufacturer instructions 

(1725275, BioRad). Primer sequences used were TurboGFP (5′TGA TGG GCT ACG GCT TCT 

A, 5′GTG TTG CTG TGA TCC TCC TC). All RT-qPCR analyses were performed on the 

StepOnePlus real time PCR system (437660, Thermo). 

 

6.4 Results & Discussion 
Design of same-cell protein and nucleic acid assay for low starting cell numbers. In order to 

perform multimodal measurements on the same mammalian cells, we developed an assay that 

integrates (i) electrophoretic separation of cytoplasmic proteins and (ii) extraction of nucleic acids 

from the nuclei. To do so, we designed the triBlot device, consisting of a 200 μm-thick 

polyacrylamide (PA) gel covalently bound to the treated surface of a flexible polyester film 

(Gelbond™ PAG Film). The PA layer is in turn patterned with an array of microwells (100 to 200 

μm in diameter).32 

Our assay begins with settling cells into the microwells of the triBlot device (Figure 6.1a). 

Cells can be passively settled into microwells by gravity,39 or actively sampled using a 

micromanipulator41,42 a liquid dispensing droplet printer (i.e., cellenONE), or a mouth-pipette 

assembly.31 In terms of sample requirements, one microwell can hold from one single cell to ∼200 

cells. Given that the triBlot device has 45 microwells, 45 separate samples can be analyzed 

simultaneously, each sample ranging from a single cell to ∼200 cells. Treatment of cells with 

fractionation lysis buffer31,43 for 1 min achieves in situ lysis of the cytoplasmic fraction of cells 

(Figure 6.1a). An electric field is then applied for 2 to 3 min to (i) inject solubilized proteins 

through the microwell wall and into the PA gel layer and (ii) achieve fractionation PAGE (fPAGE), 

which separates cytoplasmic proteins by molecular mass along the separation lane, or region 

abutting the microwell. Proteins are then photo-blotted, or immobilized to the PA layer by 45 s 

long UV-light activation of benzophenone moieties incorporated in the PA gel matrix. After 

cytoplasmic fPAGE, the nuclei remain intact in the microwells. The polymer substrate of the 

triBlot device allows us to laser-excise areas of the gel, or gel pallets, containing the microwells 

with the fractionated nuclei. Nuclei-laden gel pallets are then placed into reaction vessels 
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(Eppendorf tubes) in order to perform extraction and off-chip analysis of either DNA or mRNA. 

The remaining triBlot device is then immunoprobed for proteins with fluorescently-labelled 

antibody probes, yielding protein immunoblots from the original settled cells. 

 
Figure 6.1. Multimodal measurements by fractionation PAGE coupled with laser excision of microwells into 

gel pallets for off-chip analysis of nucleic acids.  (a) The same-cell nucleic acid and protein isoform immunoblotting 

device (triBlot) comprises a thin polyacrylamide (PA) gel covalently grafted to a polymer film and stippled with 

microwells. One to ∼200 cells are settled into each microwell of the triBlot device and lysed with a fractionation lysis 

buffer. Application of an electric field injects the solubilized cytoplasmic proteins into the PA gel for separation by 

molecular mass. After protein sizing, the proteins are immobilized to the gel by UV-mediated activation of 

benzophenone that is polymerized into the PA gel matrix. A CO2 laser excises 2 mm × 3 mm gel sections 

circumscribing each nuclei-laden microwell, creating gel pallets that are suitable for off-chip DNA or mRNA analysis. 

Each protein sizing lane of the planar triBlot device is immunoprobed with fluorescently labeled antibody probes, 

yielding protein immunoblots indexed to each excised gel pallet. (b) Fractionation PAGE retains nuclei in microwells. 

Top row displays brightfield, DAPI and GFP micrographs of TurboGFP-U251 cells settled into a microwell, prior to 

the cell lysis step. On bottom, brightfield, DAPI and GFP fluorescence micrographs of microwell and abutting PA gel 

(separation lane) after fPAGE, when cytoplasmic proteins have been electrophoresed into the PA gel while nuclei 

remain in the microwell. (c) Gel pallets allow extraction of nuclei for off-chip analysis of nucleic acids. Brightfield 

micrograph shows one gel pallet. Retention of nuclei can be verified by the fluorescence imaging of the Hoechst-

stained nuclei, as displayed in the merged micrographs of a gel pallet microwell. (d) Immunoblots of photo-blotted 

and immunoprobed TurboGFP. On the left, a false-color micrograph of photo-blotted TurboGFP protein after 

electrophoretic separation, with a corresponding intensity profile. On the right, a false-color micrograph of the 

TurboGFP immunoblot, with corresponding intensity profile. Arrowheads mark the position of each protein peak. 

Scale bars are 200 μm, unless specified. 

Questions surrounding rare cell types, such as CTCs and CTC clusters, may require 

simultaneous analysis of a wide range of cell numbers. To determine the dynamic range of our 
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assay, we utilized U251 human glioblastoma cells engineered to express the fluorescent protein 

TurboGFP in the cytoplasm, but not the nucleus.43 Expression of fluorescent TurboGFP is a useful 

protein model for visualizing cell lysis, injection, fPAGE, and photo-blotting. We first settled 

TurboGFP-U251 cells stained with nuclear Hoechst dye into microwells (Figure 6.1b). After 

fractionation lysis, fPAGE and photo-blotting, we observed a TurboGFP band in the separation 

lane along with absence of TurboGFP fluorescence in the microwell, suggesting complete lysis 

and injection of the cytoplasmic proteins into the PA gel had been achieved (Figure 6.1b). 

Next, to maintain the integrity of the nuclei we placed the gel device in nuclei wash buffer. 

We then excised gel pallets containing the microwells (Figure 6.1c). Fluorescence imaging of the 

Hoechst-stained nuclei confirmed the presence of the nuclei in the microwells (Figure 6.1c). The 

remaining gel device was imaged for native TurboGFP signal and then incubated with primary 

antibody probes against TurboGFP followed by AlexaFluor555-conjugated secondary antibody 

probes and imaged for resulting TurboGFP immunoblots (Figure 6.1d). The detection of two 

bands in both the photo-blotted and the immunoprobed protein bands (Figure 6.1d) indicates the 

ability to discern protein isoforms using the same antibody probe. Isoforms of GFP, which are 

estimated to differ by less than 1 kDa in molecular mass, have been attributed to differential C-

terminal cleavage by non-specific proteases during bacterial expression of recombinant proteins.44 

Extraction of gel pallets enables quantification of DNA from a single nucleus. We next sought 

to scrutinize the viability of nucleic acid analysis after gel pallet retrieval and determine detection 

limits. To do so, we performed amplification of the TurboGFP gene by polymerase chain reaction 

(PCR) from gel pallets containing a single nucleus (Figure 6.2a). We designed microwells to 

isolate single TurboGFP-expressing U251 cells (32 μm in diameter, 40 μm in height). After fPAGE 

of the cytoplasmic fraction, single nuclei retained in the microwells were excised into gel pallets. 

To verify retention of each nucleus, we used epifluorescence microscopy to inspect gel pallets for 

the Hoechst-stained nuclei. Gel pallets were then placed into separate reaction vessels (centrifuge 

tubes) for PCR amplification of the TurboGFP gene. PCR products were analysed on an agarose 

gel, revealing successful amplification of the TurboGFP from the gel pallet (Figure 6.2b–c). The 

presence of a PCR product of the same length as the positive control indicates amplification of the 

TurboGFP gene from the gel pallet sample, validating viability of DNA extraction from nuclei in 

gel pallets (Figure 6.2b–c). Densitometry analysis of the PCR product enables semi-quantitative 

analysis of the DNA present in the gel pallets (Figure 6.2d). Results indicate DNA can be retrieved 

from gel pallets from starting samples containing as few as a single nucleus per gel pallet. 
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Figure 6.2. PCR amplification of TurboGFP DNA from a gel pallet containing a single TurboGFP-expressing 

U251 cell nucleus.  (a) Schematic of gel pallets analyzed for TurboGFP DNA. (b) Agarose gel electrophoresis of 

DNA amplified for the TurboGFP gene by PCR from samples including: positive controls (10 ng DNA extracted from 

TurboGFP-U251 lysate), negative controls (no DNA) and gel pallet containing one TurboGFP-U251 nucleus. (c) Gray 

value intensity profiles for agarose gel lanes corresponding to positive controls, negative control and gel pallet 

containing a single TurboGFP-U251 nucleus. (d) Bar plots of densitometric quantitation of TurboGFP bands in 

agarose gel electrophoresis. Error bars indicate standard deviation for n = 3 replicates. 

Photo-blotted and immunoblotted protein fluorescence signal correlates with protein 

expression prior to lysis. We next evaluated the performance of our assay in measuring protein 

targets, namely, whether protein measured after lysis, fPAGE and immunoblotting accurately 

measures protein abundance prior to lysis. We used the TurboGFP protein in TurboGFP-

expressing U251 cells as a measure of protein abundance. We first loaded an increasing number 

of cells into microwells of a triBlot device, from a single cell to ∼200 cells (Figure 6.3a). We 

imaged the TurboGFP-U251 cells settled into microwells for TurboGFP fluorescence prior to lysis 

and computed whole-cell fluorescence intensity by area-under-the-curve analysis (AUC). We then 

ran fPAGE and scanned the triBlot device for photo-blotted native TurboGFP fluorescence. 

Finally, we immunoprobed the triBlot devices with primary antibody probes against TurboGFP 

(rabbit-anti-TurboGFP), followed by fluorophore-conjugated secondary antibody probes 

(AlexaFluor555 donkey-anti-rabbit), and imaged the devices for immunoprobed TurboGFP signal. 

To quantify the photo-blotted and immunoprobed protein peaks, we performed Gaussian curve 

fitting on the protein peak intensity profiles and used the Gaussian fit parameters (peak center and 

σ) to calculate the AUC for a peak width of 4σ. Quality control metrics were defined as signal-to-

noise ratio (SNR) greater than 3 and a Gaussian fit R2 > 0.6. 
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Figure 6.3. Photo-blotted and immunoprobed protein quantitation correlates with protein expression measured 

prior to lysis.  (a) Schematic of experiment for quantifying TurboGFP protein at different stages of the same-cell 

nucleic acid and protein isoform measurement assay. (b) Brightfield and false color fluorescence micrographs of 

TurboGFP-expressing U251 cells settled into microwells. Cells were manually counted in ImageJ using overlay 

brightfield and GFP micrographs. Corresponding false color fluorescence micrographs of TurboGFP immunoblots 

imaged after photo-blotting and immunoprobing. Fluorescence intensity profiles are shown to the right of 

immunoblots. Black arrows mark the position of protein peaks. (c) Bivariate plots of whole-cell TurboGFP 

fluorescence prior to lysis, photo-blotted TurboGFP fluorescence (AUC) and immunoprobed TurboGFP fluorescence 

(AUC). Whole-cell TurboGFP fluorescence shows strong positive correlation with both photo-blotted and 

immunoprobed TurboGFP fluorescence (Pearson correlation, ρ = 0.839 and 0.902, for N = 9 and 7 microwells, 

respectively). Likewise, photo-blotted and immunoprobed TurboGFP fluorescence show a strong positive correlation 

(Pearson correlation, ρ = 0.909, N = 7 microwells). 

When comparing (i) whole-cell TurboGFP prior to lysis, (ii) native signal from the photo-

blotted TurboGFP and (iii) immunoprobed signal from fluorophore-conjugated antibody probes 

against TurboGFP (Figure 6.3a–b), we found that whole-cell TurboGFP fluorescence 

demonstrated a positive linear association with signal quantified from both photo-blotted 

TurboGFP fluorescence and immunoblotted TurboGFP fluorescence (Pearson correlation, ρ = 

0.839 and 0.902, for N = 9 and 7 microwells, respectively) (Figure 6.3c). Photo-blotted and 

immunoprobed TurboGFP fluorescence also show a strong positive correlation (Pearson 

correlation, ρ = 0.909, N = 7 microwells, Figure 6.3c). These results suggest that endpoint 

immunoblots accurately estimate protein abundance in starting, intact cells. These results further 
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suggest that endpoint immunoblotting can accurately quantify endogenous protein targets (not 

tagged with fluorescent labels) for which pre-lysis quantification is impossible. Finally, the limit 

of detection (LOD) for proteins has been experimentally determined to be 27 000 copies,45 

corresponding to single-cell levels of a median-expressed protein.46 As with any immunoassay, 

the LOD is dependent on antibody probe affinity for protein target epitope. 

TurboGFP mRNA correlates with TurboGFP protein fluorescence measured prior to lysis, 

after fPAGE and after immunoprobing. We next examined whether mRNA collected from gel 

pallets correlates with protein expression. First, we examined if mRNA extracted from gel pallets 

containing single nuclei could be amplified. We used a single-cell droplet printer (cellenONE) to 

deposit single TurboGFP-expressing U251 cells into microwells of a triBlot device. After 

performing fPAGE with a 25 s lysis time, we excised gel pallets containing single nuclei and 

processed them for mRNA analysis (Figure 6.4a). We extracted and amplified mRNA from gel 

pallets and analysed amplified cDNA for TurboGFP by reverse transcription quantitative real-time 

PCR (RT-qPCR) (Figure 6.4b). To ensure the triBlot assay can support a single-cell LOD for 

mRNA, we used a kit that has been validated to detect transcripts from single cells by the 

manufacturer (Zymo). All samples prepared from gel pallets show higher expression (i.e., lower 

CT values) than all negative controls (high or absent CT values), including a sample containing 

TurboGFP-expressing U251 cDNA where the reverse transcriptase (RT) enzyme was left out 

(−RT), an RT mix only sample, a PreAmplification only sample and a sample containing primer 

but no cDNA sample to test for background primer dimer amplification (Figure 6.4b–c). Positive 

controls were cDNA from TurboGFP-U251 cell lysate (Pos Ctrl 1) and cDNA from a gel pallet 

containing multiple U251 nuclei (Pos Ctrl 2). Positive controls amplified either before or at similar 

CT values as samples from gel pallets containing a single TurboGFP-expressing U251 cell (Figure 

6.4b–c). Companion TurboGFP immunoblots showed protein peaks that passed the quality control 

metrics of SNR > 3 and Gaussian fit R2 > 0.6 (Figure 6.4d). 



123 

 

 
Figure 6.4. RT-qPCR amplification of mRNA from gel pallet containing single TurboGFP-expressing U251 cell 

nucleus.  (a) Schematic of gel pallets analyzed for TurboGFP mRNA. (b) RT-qPCR amplification curves for 

TurboGFP from gel pallets containing a single nucleus (samples 1–5), positive controls (Pos Ctrl 1: cDNA amplified 

from TurboGFP-U251 lysate and Pos Ctrl2: gel pallet containing multiple TurboGFP-U251 nuclei) and negative 

controls (Neg Ctrl 1: cDNA from lysate without RT mix, Neg Ctrl 2: RT mix only, Neg Ctrl 3: PreAmplification mix 

only, Neg Ctrl 4: primers only with no cDNA to test for background from primer dimer amplification). (c) Bar graph 

of TurboGFP CT values for all samples shown in panel (b) that amplified. Error bars indicate standard deviation for n = 

3 replicates. (d) On left, false color fluorescence micrograph showing TurboGFP band from a single U251 cell with 

accompanying intensity profile to the right. Arrowheads mark the position of protein peak. On the right, bivariate plot 

of photocaptured TurboGFP fluorescence (AUC) and TurboGFP CT values for samples containing a single U251 

nucleus (n = 5 gel pallets containing a single U251 nucleus). 

 Finally, to examine correlations between mRNA and protein expression, we used passive 

gravity settling to load increasing numbers of cells into the microwells of a triBlot device. We 

loaded from 6 cells per microwell to 201 cells per microwell. After fPAGE and excision of the 

triBlot device into gel pallets, gel pallets were placed into separate reaction vessels containing 

DNA/RNA Shield™ solution (Zymo) to extract mRNA from retained nuclei (Figure 6.5a). While 

devices were immunoprobed with antibody probes against TurboGFP, isolated mRNA was first 

reverse transcribed and subsequent cDNA was analyzed for TurboGFP expression using semi-

quantitative real-time PCR analysis (semi-RT-qPCR). Amplified cDNA was analyzed by agarose 

gel electrophoresis and bands were quantified by densitometry (Figure 6.5b). We observed an 

85% yield for successful sample amplification, where 12 out of 15 samples had a detectable band 

at the correct TurboGFP amplicon length (Figure 6.5b, lanes 2–7, 9 and 11–15). To determine a 

failed amplification, we used the presence of a primer band and absence of a TurboGFP band 

(Figure 6.5b, lanes 8 and 10). 
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 Results show that whole-cell fluorescence and photo-blotted protein signal are significantly 

correlated with mRNA levels (Pearson correlation, ρ = 0.849 and 0.843, N = 7 microwells, for 

whole-cell TurboGFP fluorescence and photo-blotted TurboGFP, respectively, Figure 6.5c. Failed 

PCR amplification samples or samples with protein peaks that did not pass QC metrics of SNR > 

3 and R2 > 0.6 were not considered). TurboGFP mRNA levels also show a strong positive 

association with immunoprobed TurboGFP signal (Pearson correlation, N = 5 microwells, ρ = 

0.907, Figure 6.5c). These results validate the integrity of mRNA recovered from nuclei-laden gel 

pallets, and demonstrate that transcription levels can be quantified from the same-cell mRNA and 

immunoblotting assay. 

 
Figure 6.5. Semi-RT-qPCR amplification of TurboGFP mRNA from gel pallets correlates with same-cell 

protein expression measurement.  (a) Schematic of analysis of gel pallets for TurboGFP mRNA. (b) Agarose gel 

electrophoresis of cDNA amplicons representing gel pallets with increasing number of cells (lanes 2–15). Negative 

controls include lanes 1 (no cells), lane 16 (–RT) and lane 18 (water). Positive control lane 17 containing TurboGFP 

plasmid (1 ng) was positive. DNA ladder used was Thermo 1 KB + DNA ladder. (c) Semi quantitative mRNA 

TurboGFP levels, measured from densitometry plots of cDNA agarose gel, demonstrate strong linear correlation with 

all protein measurements; whole-cell, photo-blotted and immunoprobed TurboGFP fluorescence (Pearson 

correlation, ρ = 0.849, 0.843 and 0.907, for N = 7, 7 and 5 microwells, respectively). 

 

6.5 Conclusions 
Assessing whether specific modifications at the nucleic acid level drive important 

mechanisms in disease progression requires measuring all molecular types involved, including 

proteins, DNA and mRNA. Here we design an assay for simultaneous measurement of protein 

isoforms and nucleic acids from low starting numbers of mammalian cells. We demonstrate that 

signal from immunoprobed protein correlates strongly with protein expression prior to lysis in 

TurboGFP-expressing cells. We also measure both mRNA and DNA from retrieved nuclei, with 

positive amplification of TurboGFP gene and TurboGFP transcripts, demonstrating our ability to 

recover, isolate and amplify nucleic acids from gel pallets. The cell number range over which we 

performed these measurements (from 1 to 100s of cells) includes the cell numbers relevant to 

tumor samples, including cells obtained from fine needle aspirates and CTC clusters. 

Given the prevalence of protein isoforms across a wide range of diseases, tools that 

measure both nucleic acids and intracellular protein isoforms from the same cells are necessary to 
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(i) reveal the mechanisms by which the events at the nucleic acid level (including SNPs, alternative 

splicing or PTMs) regulate the production of pathogenic proteoforms, and (ii) identify new 

disease-specific biomarkers for early detection, diagnosis, and therapy. 

Moreover, as more efficient gene editing tools continue to emerge, strict evaluation of how 

both on-target and off-target edits affect the transcriptional and protein expression landscapes will 

become critical for safely translating these gene editing tools into clinical applications.47,48 Same-

cell multimodal tools such as the one presented here will be instrumental in unequivocally linking 

modifications in protein expression profiles to on-target and off-target editing events. 
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Chapter 7  

 

Proteoform analysis from adherent cells via 3D 

projection electrophoresis 
 
Dr. Samantha M. Grist contributed to the literature review, experimental design, simulation setup, 

data collection, and data analysis in this chapter. 

 

7.1 Abstract 
Proteins play a critical role in controlling the cell-cell and cell-microenvironment interactions 

involved in differentiation, tissue remodeling, and cancer progression. In situ protein analysis from 

adherent (not detached) cells is key to studying these interactions. While immunocytochemistry 

can detect proteins in situ via antibody probing, distinguishing proteoforms (different molecular 

forms of a protein derived from the same gene) remains challenging, as antibodies often lack 

proteoform specificity. Here, we develop a platform for in situ, spatially resolved proteoform 

analysis from a layer of adherent cells via projection electrophoresis. Adherent cells on a 

microporous membrane are simultaneously lysed, and proteins rapidly electrophoretically 

separated by molecular mass through the depth of a ~1 mm-thick polyacrylamide sieving gel. 

Projection electrophoresis spatially resolves proteoforms in the Z dimension, conferring selectivity 

without proteoform-specific antibodies while preserving spatial context in the X-Y dimension. 

Using COMSOL simulations, we compare the sensitivity and lateral resolution of the adherent cell 

projection electrophoresis platform to a previously established microwell-based projection 

electrophoresis platform. Experimentally, we demonstrate size-based protein separation from a 

~30% confluent layer of adherent BT474 breast cancer cells. 

 

7.2 Introduction 
Protein expression measurements are critical to understanding development, disease 

progression, and other important biological processes. In particular, it is often important to 

distinguish proteoforms – different molecular forms of a protein arising from the same gene1 – as 

differential proteoform expression can yield different cellular phenotype. For example, expression 

of a truncated HER2 proteoform is associated with trastuzumab drug resistance in breast cancer, 

as the truncated proteoform lacks the extracellular domain to which trastuzumab binds2,3. Due to 

cell-to-cell heterogeneity4 and spatial heterogeneity5,6 in protein expression, proteoform 

measurements with single-cell sensitivity and which maintain spatial context information are 

particularly valuable to understand the role of proteoforms in influencing cell-microenvironment 

interactions, to evaluate the potential of proteoforms to serve as diagnostic biomarkers, and for 

other biological and clinical applications.  

There is a need for proteomic measurement techniques with proteoform specificity, single-

cell sensitivity, and spatial context preservation (Figure 7.1). Standard pathology techniques such 

as immunohistochemistry and imaging mass cytometry7 detect proteins within tissue slices with 

single-cell resolution and spatial context preservation, but rely on antibodies, which can have non-

specific, cross-reactive binding and often lack proteoform specificity8,9. Other techniques have 
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used electrophoresis10 or mass spectrometry11 to add proteoform specificity while maintaining 

spatial context information, but lack single-cell resolution. Microscale electrophoresis platforms 

have been developed to achieve single-cell proteoform-specific detection12,13, but involve 

deposition of single-cell suspensions into microwells, eliminating spatial context information. 

 
Figure 7.1. Measurement technologies with spatial context preservation, single-cell resolution, and proteoform 

specificity are lacking.  IHC/IF = immunohistochemistry/immunofluorescence. scWB = single-cell western blotting. 

scIEF = single-cell isoelectric focusing. 

 Here, we investigate an approach to measure specific proteoforms from single cells while 

maintaining spatial context information, using projection electrophoresis. Recently, projection 

electrophoresis was developed to separate proteins in the Z dimension from an array of microwells 

loaded with single suspended cells14. We hypothesized that the projection electrophoresis platform 

could be adapted to electrophorese proteoforms from adherent cells cultured on a flat substrate, so 

that proteoforms are resolved in the Z dimension (e.g., thickness) of the separation gel, while 

maintaining information about the starting cell positions in the X-Y plane. We use COMSOL 

simulations and lysis monitoring experiments to characterize the impact of assay modifications on 

sensitivity and lateral resolution. Empirically, we demonstrate a proof-of-concept size-separation 

of proteins from adherent cells, providing a first-in-kind demonstration of an approach to fill a 

measurement gap in spatial proteomics. 

 

7.3 Materials & Methods 
Lysis and separation gel fabrication and buffers. Polyacrylamide lysis and separation gels were 

fabricated as described previously14. 1 mm-thick 6%T lysis gels were cut to ~14 × 14 mm and 

incubated overnight in 2× RIPA-like lysis buffer14 containing 2× Tris-glycine and 0.2% Triton X-

100; then, for a couple min prior to use of a lysis gel in an assay, the lysis gel was soaked in 55 oC 

2× RIPA, 2× Tris-glycine, 0.2% Triton X-100 lysis buffer with 8 M urea. 1 mm-thick 7%T 

separation gels were cut to ~9 × 9 mm and incubated in 2× Tris-glycine overnight. To help 
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distinguish the orientation of the separation gel (i.e., which side is cell-side up), one corner of the 

separation gel was cut off, and a notch was cut into one side of the gel.  

Lysis monitoring experiments and image analysis. Lysis monitoring was performed similar to 

previously reported experiments of microwell-based lysis monitoring14, with some modifications 

to adapt the protocol to adherent cell lysis monitoring. Adherent U251 cells engineered to express 

Turbo GFP (tGFP) fluorescent protein were cultured either on polyacrylamide separation gels 

functionalized with fibronectin, similar to previously described15, or on a microporous membrane 

(Millipore MCRP06H48 hanging cell culture insert with 1 µm-pore diameter PET). Substrates 

were seeded at ~25% confluency and cultured for ~12-24 h prior to lysis monitoring.  

For lysis monitoring experiments without a microporous membrane, a fibronectin-

functionalized 7%T polyacrylamide separation gel with adherent cells was adhered to a 60 mm 

petri dish with 5% agarose, as described previously14. A 20%T polyacrylamide lysis gel permeated 

with 2× RIPA-like, 1× Tris-glycine lysis buffer at room temperature was placed directly over the 

cells on the separation gel. Excess fluid on the separation and lysis gels was removed to different 

degrees (“less hydrated” vs. “more hydrated”) either by using a Kim wipe at the corner of the gel 

to wick off fluid, patting the entire surface of the lysis gel dry with a Kim wipe, and/or letting the 

separation gels air dry for ~1 min prior to lysis.  

For lysis monitoring experiments with a microporous membrane, the microporous 

membrane with adherent cells was cut out of the hanging cell culture insert and cut into sections 

which would fit on the ~9 × 9 mm separation gel using a scalpel and razor blade. The microporous 

membrane was placed cell-side-down on a 7%T polyacrylamide (without fibronectin) separation 

gel, which was adhered to a 60 mm petri dish with a small drop of superglue. A 6%T 

polyacrylamide lysis gel permeated with 2× RIPA-like, 2× Tris-glycine, 8 M urea lysis buffer at 

~37 oC was placed on the microporous membrane (on the opposite side of the cells). The fluid 

volume on gels used in the microporous membrane lysis monitoring condition approximated the 

“more hydrated” state.   

tGFP release from adherent cells during lysis was monitored by widefield fluorescence 

microscopy. Experiments without a microporous membrane were imaged with an Olympus 4× 

objective on an Olympus IX71 inverted epifluorescence microscope, with a Lumen Dynamics X-

cite exacte fluorescence illumination source coupled to a liquid light guide (Lumatec, 805-00038) 

and an EM-CCD camera (Andor iXon). Experiments with a microporous membrane were imaged 

with an Olympus 2× objective on an Olympus IX51 inverted epifluorescence microscope, with a 

Lumen Dynamics X-cite exacte fluorescence illumination source coupled to a liquid light guide 

(Lumatec, 805-00038) and a CCD camera (Photometrics CoolSnap HQ2). Images were acquired 

every 1 s for at least 60 s, with an exposure time of 50 ms (no membrane – less hydrated and 

microporous membrane conditions) or 20 ms (no membrane – more hydrated condition). While 

the difference in exposure time may influence the proportion of protein spots which can be 

segmented from the image, we assumed that exposure time differences would not substantially 

alter quantification of the mean proportion of protein retained around cells. 

 tGFP protein release from cells was quantified from lysis monitoring timelapse images 

using custom MATLAB scripts16, as reported previously14. Briefly, protein spots in each image 

were segmented with adapting thresholding and morphologic opening and closing operations, and 

centroids were determined using MATLAB’s regionprops function. Centroids were tracked over 

time17,18, and the fluorescence intensity summed within a 100 µm-diameter circle around each 

centroid was quantified from each image. Centroids present in <10 time points were discarded as 

noise or ‘lost’ tracked trajectories. Adaptive thresholding sensitivity was optimized to reduce the 
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rate of false positive protein spot detection and avoid combinatorics errors in centroid tracking; 

sensitivity was set to 0.5 for experiments without a membrane and 0.2 for experiments with a 

membrane. We hypothesize that lower sensitivity values (corresponding to thresholding fewer 

pixels as foreground, reducing the rate of false positive protein spot detection) are needed for the 

microporous membrane images to avoid identifying pores in the membrane as protein spots. 

COMSOL simulations. Protein diffusion and electromigration was modeled with 2D 

axisymmetric COMSOL (version 5.6) models using the Transport of Diluted Species and Electric 

Currents physics, similar to described previously14. In contrast to the previously reported 

simulation14, here, thermodynamic partitioning of protein into the hydrogel was modeled using the 

Partition boundary condition of the Transport of Diluted Species physics, rather than by setting 

flux boundary conditions. Table 7.1 lists simulation parameters used. 

 
Table 7.1. Parameters used for protein diffusion simulations. 

Symbol Parameter Value Notes 

C0 Starting protein concentration 2 µM  

rH Hydrodynamic radius of protein 2.4 nm (GFP) 

5.4 nm (IgG) 

Based on previously reported 

values19,20 

%Tsep Separation gel density 7%T To match experiments 

%Tlysis Lysis gel density 6%T To match experiments 

Dsep Protein diffusivity in separation gel 2.703E-11 m2/s (GFP) 

4.439E-12 m2/s (IgG) 

Calculated based on Park et 

al.21 

Dlysis Protein diffusivity in lysis gel 3.364E-11 m2/s (GFP) 

6.319E-12 m2/s (IgG) 

Calculated based on Park et 

al.21 

Dsoln Protein diffusivity in free solution 1.369E-10 m2/s (GFP) 

6.085E-11 m2/s (IgG) 

Calculated from Stokes 

Einstein equation 

Ksep Partition coefficient of protein in 

separation gel 

0.47732 (GFP) 

0.05448 (IgG) 

Calculated from Ogston 

model22 

Klysis Partition coefficient of protein in lysis 

gel 

0.58578 (GFP) 

0.12193 (IgG) 

Calculated from Ogston 

model22 

T Temperature 37 oC Estimated based on 

experimental protocol, in 

which lysis gel is taken from 

55 oC water bath and placed 

over a room-temperature 

separation gel  

E Electric field 60 V/cm To match experiments 

tlysis Duration of lysis step 20 s  

h0_protein Height of initial protein source 5 µm (adherent)23 

15 µm (microwell) 

Dimensions of protein source 

chosen based on approximate 

detached and adherent cell 

dimensions, while keeping the 

cell volume (and thus, protein 

amount) equal between the two 

assay formats.  

w0_protein Width of initial protein source 26 µm (adherent) 

15 µm (microwell) 

hfluidLayer Height of fluid layer  1.7 µm 24 Height of fluid layer is 

measured from the lysis gel 

bottom to the top of either the 

adherent cell or separation gel. 

Thus, note the total distance 

between the two gels is greater 

in the adherent cell setup. 
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The center of the protein band was determined as the location with maximal protein 

concentration, determined using a Min/Max line through the axis of symmetry. Protein 

concentration profiles from r = 0 (the axis of symmetry) to the edge of the simulation were 

extracted using a 2D Cut Line. Lateral peak widths were determined by fitting a Gaussian function 

to the lateral concentration profile (the profile of half the band, from r = 0 to the edge of the 

simulation) extracted from the simulation using the fit function with fit type gauss1 in MATLAB. 

Lower and upper limits on the Gaussian fit parameters (Table 7.2) were used to improve the 

goodness of fit to the data in some cases, though not in all cases. The fit function (bounded or 

unbounded) with the higher r2 value was used to calculate peak width for a given concentration 

profile. 

 
Table 7.2. Bounds on Gaussian fit parameters. 

Parameter Lower bound Upper bound 

a (amplitude) 0 Maximum concentration value 

b (peak center) -10E-6 m 10E-6 m 

c (peak width) The x coordinate at which 

concentration is half-maximum 
√2 × the x coordinate at which 

concentration is half-maximum 

 

Electrode system and determination of applied current. The electrode system is as described 

previously14, with hot packs placed on the back sides of the electrodes to keep the electrodes at 

~37 oC to aid in lysis and protein solubilization, and 3 mm-thick spacers placed between the 

electrodes to maintain uniform electrode spacing. 

 Electrophoretic separations were run by supplying a constant current with a DC power 

supply (Bio-Rad PowerPac Basic, #1645050). Constant current mode (as opposed to constant 

voltage mode) was used to maintain a more constant voltage drop (and thus, more constant electric 

field and electromigration) across the separation gel even if the resistance of the filter paper and 

other gel stack components changes over time due to joule heating and/or electrolysis. We aimed 

to apply an electric field of 40 – 60 V/cm (12 – 18 V across electrodes spaced 3 mm apart), as 

previously described14. To determine the appropriate current setting, we applied 18 V (constant 

voltage mode) across a dummy separation stack with all of the same components and buffers as 

are used for an actual projection electrophoretic separation, except cells, and recorded the 

measured current. This measured current was applied in constant current mode to adherent cell 

projection electrophoretic separations.  

Adherent cell projection electrophoresis. BT474 cells were seeded at ~25% confluency on a 

hanging cell culture insert (Millipore MCRP06H48) and cultured for ~19 h, at which point the 

cells should remain subconfluent. After culturing, the microporous membrane of the cell culture 

insert was cut out with a scalpel, and cut into quarters (small enough to fit on a ~9 × 9 mm 

separation gel) using a scalpel and razor blade. To avoid detaching cells from the membrane, care 

was taken to place the scalpel and razor blade only along cut lines without scraping the rest of the 

membrane. Cells were stained with calcein in serum-free cell culture medium for ~1 h prior to 

projection electrophoresis. 

 To run projection electrophoresis, the microporous membrane with adherent cells was 

removed from the calcein-medium solution, dipped in 2× Tris-glycine, lightly dried by dabbing 

one side with a Kim wipe, and placed cell-side down on the separation gel. The starting cell 

locations were imaged using widefield fluorescence microscopy (Olympus IX51 microscope, 

described above). After imaging, the gel stack was set up in the electrode system as follows, from 
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bottom to top: a ~10 × 10 × 1 mm Western Blotting filter paper (Thermo Fisher 84783) permeated 

with lysis buffer at 55 oC, ~9 × 9 × 1 mm separation gel equilibrated in 2× Tris-glycine, 

microporous membrane with adherent BT474 cells (cell-side down), ~14 × 14 × 1 mm lysis gel 

permeated with lysis buffer at 55 oC. Care was taken to avoid introducing bubbles to the system 

during stack setup, as bubbles would alter or impede the electric field. Immediately after the stack 

setup was completed by adding the lysis gel, the lysis timer was started and the electrode system 

was closed. After 33 s of lysis, an electric field (57 mA constant current, typically yielding ~13 V 

initial voltage for an average electric field of 43 V/cm) was applied for 10 s to generate an 

electrophoretic separation. Immediately after the electrophoretic separation, the power supply was 

stopped, electrode system opened, gel stack disassembled and microporous membrane removed, 

and proteins were photo-immobilized by applying ultraviolet (UV) light (Lightningcure LC5, 

Hamamatsu) for 45 s to the separation gel. Because the microporous membrane may block UV 

light and/or get bonded to the gel upon UV exposure, the microporous membrane was removed 

from the separation gel prior to photo-immobilization. After photo-immobilization, separation gels 

were incubated in dI water for ~5 min and then stored in 1× TBST for at least 12 h prior to 

immunoprobing.  

Electrophoretic immunoprobing of the separation gel was performed as described 

previously14,25, with either a 0.5 or 1 mm-thick 1.5% agarose antibody delivery gel, depending on 

the replicate. Actinin was immunoprobed with rabbit anti-actinin primary antibody (Cell Signaling 

Technologies, CST6487) diluted 1:10 (final concentration 0.0121 mg/mL) and donkey anti-rabbit 

Alexa Fluor 488-labeled secondary antibody (Thermo Fisher A11055) diluted 1:20 (final 

concentration 0.1 mg/mL). GAPDH was immunoprobed with Rhodamine-labeled anti-GAPDH 

hFAB antibody fragment diluted 1:10 (Bio-Rad 12004167; injected during the secondary antibody 

injection step). All antibodies were electrophoretically injected into the separation gel for 13 min 

at 20 V constant voltage mode, and washed out for 25 min at 30 V constant voltage mode using a 

Bio-Rad PowerPacHV power supply (#1645056). Immunoprobed separation gels were imaged 

using a Zeiss LSM 880 laser-scanning confocal microscope with a 20× water immersion objective, 

as described previously14. 

Estimation of SDS delivered from lysis gel. Lysis gels are immersed in a lysis buffer composed 

of 1% wt/vol SDS, 0.5% wt/vol sodium deoxycholate, 0.2% Triton X-100, 2× Tris-glycine, and 8 

M urea, at 55 oC. The 6%T gels are 1 mm thick and 14 mm × 14 mm laterally, but will be placed 

over a 9 mm × 9 mm separation gel. We assume that only SDS within a 1 mm × 9 mm × 9 mm 

volume of the lid gel can be delivered to the adherent cells (as timescales of SDS micelle diffusion 

across mm length scales are much longer than an average lysis duration of 30 s); the extra lateral 

size of the lysis gel makes it easier to ensure the lysis gel entirely covers the separation gel during 

lid placement.  

SDS is delivered in two ways: either by diffusing through the free solution fluid layer on 

the lysis gel, or by diffusing out of the lysis lid gel and across the fluid layer to the adherent cells 

on the separation gel. We assume SDS exists as micelles, as the critical micelle concentration of 

SDS in tris-glycine buffer has been reported to be 3.4 mM,26 and our lysis buffer (1% wt/vol SDS) 

contains 34.7 mM SDS.  

SDS in fluid layer 

 We assume that the fluid layer on the lysis lid gel is 1.7 µm thick, based on Su et al.’s 

measurements of fluid layer thickness between two hydrogel slabs (30 µm thick 6%T microwell 

gel under a 500 µm thick 15%T lid gel).24 Thus, the volume of the lysis buffer fluid layer is 9 mm 

× 9 mm × 1.7 µm = 0.137 µL. The lysis buffer is 1% wt/vol SDS, so the total mass of SDS in the 
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fluid layer is 1.377 µg. The diffusive timescale of SDS micelles through the 1.7 µm thick fluid 

layer is τ =
x2

2Dfree solution
, where x = 1.7 µm and Dfree solution is estimated to be 5.75E-11 m2/s from 

the Stokes-Einstein equation (D =
kBT

6πηrh
). We find that it takes a negligible amount of time (0.025 

s) for SDS micelles to diffuse through the fluid layer, so we assume that all SDS in the fluid layer 

reaches the adherent cells and can be used to solubilize protein.  

SDS delivered from lysis lid gel 

The amount of SDS which can be loaded into the lid gel depends on the partition coefficient 

(K) of SDS micelles in a 6%T polyacrylamide gel, which can be estimated using the ideal Ogston 

model, which states that K = exp[-Φ(1+
Rh

af
)2].22  Polymer volume fraction (Φ) can be calculated 

from the gel density (%T) according to27,28: Φ = 0.0093 × %T − 0.03151. The fiber radius (af) 

was estimated29 as 6.47 Å (see Chapter 3). Thus, K of SDS micelles in a 6%T polyacrylamide gel 

is estimated to be 0.09635.   

The diffusivity of SDS micelles in the 6%T lysis gel is calculated as D6%T =

Dfree solution   (−3.03rh
0.59C0.94), where C is the polyacrylamide concentration (g/ml), 

according to Park et al.21 The characteristic length scale of SDS micelle diffusion through a 6%T 

gel during a 30 s lysis period is  = √2D6%T , where t = 30 s. We estimate that SDS micelles can 

only diffuse through a distance of 18.3 µm of gel. Thus, the majority of SDS which is loaded into 

the 1 mm thick lid gel is not able to be released during lysis; only SDS in a lid gel volume of 18.3 

µm × 9 mm × 9 mm can diffuse out during a 30 s lysis period. The total mass of SDS in the lid gel 

which reaches the adherent cells is 1.42 µg (1% wt/vol SDS × K × (18.3 µm × 9 mm × 9 mm gel 

volume)). Thus, the total mass of SDS delivered from the fluid layer and lid gel is estimated to be 

2.8 µg. 

 

7.4 Results & Discussion 
Strategies to reduce protein advection during lysis. To resolve proteoforms from adherent cells 

while maintaining spatial context information, we hypothesized that the microwell-based 

projection electrophoresis system for single-cell immunoblotting14 could be adapted by culturing 

adherent cells on a flat separation gel. Upon placement of a lysis gel over the separation gel, 

adherent cells would lyse and release protein, which would then be electrophoretically separated 

into the thickness of the separation gel, while retaining protein localization information in the 

lateral dimension (Figure 7.2). While the use of a flat separation gel without microwells allows 

adherent cells to grow freely across the gel surface and eliminates the need for trypsinization or 

other cell detachment methods prior to projection electrophoresis, we hypothesized that there 

would be increased protein advection upon lysis because cells are no longer shielded from 

convective fluid flow12 at the separation gel – lysis gel interface (Figure 7.2B,C). Upon placement 

of one polyacrylamide hydrogel on another, fluid velocity at the interface has been measured24 to 

be 285 µm/s. Protein advection induced by this interfacial fluid flow would reduce assay sensitivity 

and hinder preservation of spatial context.  
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Figure 7.2. Sensitivity and spatial context preservation of adherent cell projection electrophoresis may differ 

from microwell-based separations due to differing physics at the lysis step.  (A) Adherent cell projection 

electrophoresis workflow. The local geometry and associated physics at the lysis step differ between projection 

electrophoresis of (B) suspended single cells in microwells, and (C) adherent cells on a flat separation gel. u = 

convective fluid velocity at fluid interface; Dgel = diffusivity of protein in separation gel; Dsoln = diffusivity of protein 

in free solution.  

To characterize protein advection after lysis gel placement in the adherent cell projection 

electrophoresis system, we tracked the release of the fluorescent protein from adherent U251 cells 

engineered to express Turbo GFP (tGFP) over time using widefield fluorescence microscopy 

(Figure 7.3). Two approaches hypothesized to minimize protein advection were tested. First, we 

hypothesized that slight drying of the lysis and separation gels would reduce the volume and flow 

velocity of the fluid layer. Second, we hypothesized that the addition of a microporous membrane 

between the lysis gel and adherent cells would introduce a time delay between lysis gel placement 

and the start of lysis, so that protein is released after convection at the interface has subsided. We 

hypothesized that the microporous membrane would delay lysis buffer delivery by increasing the 

time required for lysis buffer components to diffuse across the membrane to reach the cells. We 

calculated the 4τ characteristic diffusion time of SDS micelles in the lysis buffer to travel across 

the membrane to be 4.2 s (τ =
z2

2D
, where the membrane thickness, z, is 11 µm and the SDS micelle 

diffusivity in free solution, D, is 5.75E-11 m2/s, as calculated using the Stokes-Einstein equation 

and the reported hydrodynamic radius of an SDS micelle30).  

 To evaluate the effect of hydration state on protein advection, we quantified the proportion 

of tGFP remaining within a 100 µm-diameter region around the initial cell location over time after 

placement of the lysis gel that was dried to different extents with a Kim wipe (Figure 7.3A-B, 

Figure 7.4). While the lysis gel must remain hydrated enough to deliver lysis buffer to the cells 

and to avoid the formation of bubbles, which would impede the electric field, the gel was dried to 

different extents by either placing a Kim wipe over the entire lysis gel surface (i.e., gel is ‘less 
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hydrated’) or placing a Kim wipe at one corner of the lysis gel to wick away excess solution (i.e., 

gel is ‘more hydrated’). We observed that the more hydrated gel had substantially greater protein 

loss, in agreement with our hypothesis (Figure 7.4). After 25 s of lysis, the more hydrated gel had 

13% ± 6% of protein remaining, which is similar to the amount of protein retained in the 

microwell-based projection electrophoresis system14. After the start of lysis, fewer protein spots 

are visible and could be detected with image segmentation in the more hydrated gel as compared 

to the less hydrated gel, for a given lysis time (Figure 7.3A-B). In contrast, the less hydrated gel 

had 54% ± 12% of protein remaining after 25 s of lysis. Thus, our results suggest that reducing the 

hydration state of the lysis and separation gels minimize protein advection and protein loss, though 

further investigation is needed to determine the minimum hydration level needed for complete cell 

lysis and protein solubilization.  

 To evaluate whether a microporous membrane placed between the lysis gel and adherent 

cells reduced protein advection, we also compared the proportion of protein remaining from cells 

in systems with and without a microporous membrane. The proportion of protein remaining from 

cells in the microporous membrane system was similar to the level of protein retention in the less 

hydrated system (Figure 7.4). We hypothesize that the increase in the mean proportion of retained 

protein after ~14 s is due to the dropout of some quickly lysing cells as they become undetectable, 

thus raising the mean proportion of retained protein based on the remaining detectable cells. 

Additionally, in the microporous membrane system, we observe that some cells exhibit delayed 

lysis (blue arrows in Figure 7.4), which may also increase the measurement of retained protein if 

the fluorescent protein was self-quenched inside these cells and fluorescence increases upon cell 

lysis. The microporous membrane data is not directly comparable to the other lysis monitoring 

conditions, as the cells in the microporous membrane condition were lysed with a slightly different 

lysis buffer which more closely matches the buffer conditions needed for complete protein 

solubilization (buffer contains 8 M urea, and is at ~37 oC rather than room temperature). However, 

the similar or greater degree of protein retention in the microporous membrane system as compared 

to the other tested conditions, despite the higher temperature of the lysis buffer in the membrane 

system (which would lead to greater diffusional loss), suggests the microporous membrane may 

be a promising approach to minimize protein advection.  

 Further studies with exactly matching buffer conditions and imaging settings are needed to 

directly compare the performance of different strategies to minimize protein advection. 

Additionally, lysis monitoring experiments would benefit from strategies to better control 

hydration level and the force and directionality of lysis gel placement, which we hypothesize 

contribute to run-to-run variation. 
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Figure 7.3. Timelapse images of adherent U251-tGFP cell lysis under different lysis conditions.  Widefield 

fluorescent micrographs of tGFP release from adherent U251-tGFP cells as cells are lysed via lysis buffer delivered 

from a polyacrylamide lysis gel permeated with buffer. To evaluate whether the volume of the fluid interface impacted 

advective protein loss, lysis was monitored with either a (A) less hydrated or (B-C) more hydrated lysis gel. To 

evaluate whether a microporous membrane placed between the lysis gel and cells impacted advective protein loss, 

lysis was monitored with either (A-B) no membrane, or (C) a 1 µm-pore diameter, 11 µm-thick PET membrane 

present. The lysis gel was permeated with (A-B) room-temperature 2× RIPA-like lysis buffer, or (C) ~37 oC 2× RIPA-

like buffer with 8 M urea. In the microporous membrane experimental condition, some cells exhibit delayed lysis 

(blue arrows in C). Each image within a timelapse series (i.e., within one row) has the same image contrast; contrast 

is set based on the minimum and maximum fluorescence intensity in the pre-lysis (t = 0 s) image. All scalebars are 

300 µm.  
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Figure 7.4. tGFP protein loss from adherent U251-tGFP cells depends on lysis conditions.  The proportion of 

tGFP remaining within a 100 µm-diameter region during lysis was quantified from widefield fluorescence timelapse 

imaging. Plots indicate mean and standard deviation; plot extends to the time at which <3 protein spots were detected. 

N = 8 cells from 2 lysis experiments (no membrane – less hydrated), N = 30 cells from 2 lysis experiments (no 

membrane – more hydrated), N = 112 cells from 4 lysis experiments (membrane).  

Comparing diffusional losses in the microwell-based and adherent cell platforms. Even if 

protein advection is eliminated in the adherent cell platform, we hypothesized that the adherent 

cell platform would have greater diffusional losses than a microwell-based system due to differing 

geometry and boundary conditions during the lysis and electrophoresis stages. In the microwell-

based platform, cell lysate is bounded by polyacrylamide hydrogel on the bottom and sides of the 

microwell, which limit protein diffusion due to the decreased protein diffusivity in polyacrylamide 

as compared to in free solution21. In contrast, the adherent cell is bounded by free solution on three 

sides (Figure 7.2B,C, Figure 7.5). Additionally, we hypothesized that the differing aspect ratios 

of suspended and adherent cells contribute to differences in protein distribution during 

electrophoresis. Proteins which diffuse in the Z dimension will be re-stacked during Z-directional 

electrophoresis; because an adherent cell has a smaller Z dimension as compared to a rounded, 

detached cell of the same total volume, we hypothesized that electrophoresed protein bands in the 

adherent cell projection electrophoresis platform would have lower protein concentrations, spread 

over a larger lateral distance.  

 
Figure 7.5. Components of simulated projection electrophoresis platforms.  The 2D axisymmetric models are 

revolved around the z axis through the center of the initial protein region (axis of symmetry). (A) Detached cell-in-

microwell projection electrophoresis. (B) Adherent cell projection electrophoresis. Schematics are not drawn to scale. 

(C) Heatmap of example protein concentration distribution. The maximum protein concentration is the concentration 
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at the center point of the protein band, while the mean protein concentration is calculated from the average 

concentration across all r at a single z plane, as would be used to generate intensity profiles of electrophoretic 

separations. Red dashed line indicates the axis of symmetry (not protein concentration). 

 To compare the sensitivity and protein band morphology of the adherent and microwell-

based projection electrophoresis platforms, we used COMSOL to simulate protein diffusion and 

electromigration (Figure 7.6). To facilitate comparison, the volume and concentration of the initial 

protein region is the same between the two modeled platforms. Because protein diffusivity is 

dependent on protein size, we characterized the distribution of two proteins of differing 

hydrodynamic radii: GFP (2.4 nm radius, Figure 7.6A) and IgG (5.4 nm radius, Figure 7.6B). In 

agreement with our hypothesis, the simulations indicate that without convection (i.e., diffusive 

losses only), the local protein concentration is greater in the microwell-based platform (Figure 

7.6, Figure 7.7A). To evaluate how the sensitivity of the two assay platforms compares, we 

calculated the ratio of protein concentration in the adherent and microwell systems (
Cadherent

Cmicrowell
; 

Figure 7.7B). As expected, 
Cadherent

Cmicrowell
 < 1 for both proteins for all simulated electrophoresis 

durations, indicating lower assay sensitivity in the adherent cell platform.  

 Protein concentration was determined as either the maximum concentration at the center 

of the protein band, or as the mean protein concentration at all lateral positions across a given Z 

position (Figure 7.5C). The mean protein concentration is representative of how an intensity 

profile of the electrophoretic separation is calculated. Due to the aspect ratio of adherent cells, the 

electrophoresed protein band is spread across a greater lateral distance, and thus we anticipate that 

the difference in the maximum protein concentration in the adherent and microwell-based 

platforms would be greater than the difference in mean protein concentration. In agreement with 

this hypothesis, 
Cadherent

Cmicrowell
 is higher when using mean concentrations rather than maximum 

concentrations, for a given protein (Figure 7.7B).  

 By comparing simulations run with proteins of two different hydrodynamic radii 

representative of the sizes of GFP and IgG, we also find that the ratio of protein concentration 

between the two platforms is dependent on protein size. 
Cadherent

Cmicrowell
 is closer to 1 for the smaller 

protein, indicating that the sensitivity of the adherent cell platform is more similar to the microwell-

based platform for small proteins. In contrast, the microwell-based platform retains a relatively 

greater concentration of protein than the adherent cell platform as protein size increases. We 

hypothesize that the decreased in-gel diffusivity contributes more greatly to reduced diffusive 

losses in the microwell-based platform as protein size increases. 

 Overall, simulations indicate that the adherent cell platform has lower assay sensitivity than 

the microwell-based platform, as mean protein concentration in the adherent cell platform was 

10.4% – 81.2% of the mean concentration in the microwell-based platform, depending on the 

protein size and electrophoresis time (Figure 7.7B). Whether these concentrations yield single-

cell sensitivity depends on the protein size and EP time, as well as starting protein concentration, 

photo-immobilization and immunoprobing efficiency, and imaging performance. 
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Figure 7.6. Assay sensitivity depends on projection electrophoresis platform and protein size.  Side views of 

simulated distribution during lysis and electrophoresis (EP) of proteins with two different hydrodynamic radii: (A) 

2.4 nm, representing GFP; (B) 5.4 nm, representing IgG. Scale bars are 100 µm. In some images, the maximum 

concentration exceeds the upper limit of the colorbar.  

 
Figure 7.7. Microwell projection electrophoresis platform offers greater sensitivity benefit over adherent cell 

platform for analysis of larger proteins.  (A) Simulated maximum concentration of electrophoresed protein band 

for proteins with hydrodynamic radii corresponding to the size of GFP (2.4 nm) and IgG (5.4 nm) in the adherent and 

microwell-based projection electrophoresis platforms. (B) The ratio of protein concentration in the adherent vs. 

microwell system (
𝑪𝒂𝒅𝒉𝒆𝒓𝒆𝒏𝒕

𝑪𝒎𝒊𝒄𝒓𝒐𝒘𝒆𝒍𝒍
) as a function of electrophoresis time and protein size. Both the maximum and mean 

protein concentrations across a z-slice are quantified. 
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Comparing lateral peak width in microwell-based and adherent cell platforms. To evaluate 

the lateral spatial resolution of the two platforms, we also quantified lateral peak width from 

simulated protein distributions. To evaluate the worst-case scenario, the smaller protein (GFP) 

peak width was characterized because the smaller protein would diffuse further. Lateral intensity 

profiles through the center of the protein band were extracted (Figure 7.8A,B) and fit to a Gaussian 

curve to extract the lateral peak width parameter (σxy). At a cell-to-cell spacing of 6σxy, we 

anticipate <0.3% protein overlap based on Gaussian distributions, as described previously14. The 

minimum cell-to-cell spacing for single-cell lateral resolution is ~300 – 400 µm in the adherent 

cell platform and ~170 – 300 µm in the microwell platform, depending on electrophoresis time 

(Figure 7.8C). 

 
Figure 7.8. Simulated lateral protein peak width determines minimum cell-to-cell spacing for single-cell lateral 

resolution.  Lateral concentration profiles of simulated GFP distribution in the (A) microwell, and (B) adherent cell 

projection electrophoresis platforms. (C) Minimum cell-to-cell spacing for <0.3% lateral signal overlap (6σxy), based 

on simulated GFP protein peak width, as a function of electrophoresis time and electrophoresis platform.    

In situ size-based separation of proteins from subconfluent adherent cells. Finally, we 

performed projection electrophoresis of subconfluent adherent BT474 cells. BT474 cells were 

grown on a microporous PET membrane, which facilitated transfer of the adherent cell layer to the 

separation gel, and may minimize protein advection by delaying diffusive lysis buffer delivery. 

Lysis time used (33 s) was longer than simulated lysis time (20 s) and previously reported lysis 

times for some applications of single-cell immunoblotting12, based on the increased lysis time 

reported for BT474 cells2 and to ensure full protein solubilization. After projection electrophoresis, 

the separation gel was immunoprobed for actinin (100 kDa) and GAPDH (36 kDa). GAPDH, the 

smaller protein, migrated further into the separation gel than actinin (Figure 7.9A,B), 

demonstrating protein size-dependent electromigration that is critical to resolve proteoforms. 

Immunoprobed protein signal is punctate, indicating that protein remains spatially localized in the 

XY-plane (Figure 7.9C,D). Because BT474 cells exhibit patchy growth, protein bands may arise 

from multilayered clusters of BT474 cells rather than a single cell. Future experiments with 

subconfluent cells which grow as a single layer are needed to empirically evaluate the sensitivity 

of adherent cell projection electrophoresis. However, these results are a promising proof-of-

concept of size-based electrophoretic separation from adherent cells.  
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Figure 7.9. Projection electrophoresis of adherent BT474 cells separates proteins of different molecular mass 

in the Z dimension.  (A) Confocal micrograph of actinin and GAPDH protein bands electrophoresed from 

subconfluent adherent BT474 cells (middle). Protein electromigration into the Z dimension of the separation gel is 

size-dependent, as indicated by micrographs of single Z-slices (left) and intensity profiles (right). (B) Beeswarm plot 

of migration distances of actinin (n = 39 protein bands from 2 gels) and GAPDH (n = 32 protein bands from 2 gels) 

into the separation gel. (C) Top-down widefield fluorescence micrograph of calcein-stained adherent cells on the 

separation gel prior to lysis and electrophoresis. (D) Top-down widefield fluorescence micrograph of GAPDH in the 

separation gel after lysis, electrophoresis, and immunoprobing. 

Electrophoretic separation performance breaks down at high cell density. Having 

demonstrated effective protein size-separation in a projection electrophoresis assay of 

subconfluent BT474 cells, we next sought to evaluate assay performance with high cell densities. 

However, projection electrophoresis of confluent BT474 cells yielded little protein 

electromigration into the gel; the majority of protein remained at the top surface of the separation 

gel, with some skewed electromigration near the edges of the cell layer which appeared as ring-

like features in the top-down widefield fluorescence microscopy image (Figure 7.10).  

We hypothesize incomplete protein electromigration from confluent adherent cells may be 

due to a few different factors, which all relate to the fact that a confluent adherent cell layer 

contains orders of magnitude more protein than the microwell arrays of single cells spaced 100s 

of µm apart which are typically used for single-cell immunoblotting12,14. First, the lysis gel-based 

delivery of lysis buffer may deliver insufficient SDS to fully solubilize all protein. Based on the 

thickness of the fluid layer, SDS concentration in the lysis buffer, and diffusive timescales of SDS 

diffusion in free solution and polyacrylamide gel, we estimate that the total mass of SDS delivered 

from the fluid layer and lid gel is 2.8 µg (see Methods). Because 1.4 g of SDS associates with 1 g 

of protein at saturation31, we estimate that the amount of SDS delivered by a 6%T lysis lid gel in 
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30 s can solubilize 2.0 µg of protein. Assuming a cell density at confluence of 130,000 cells/cm2 

(estimated from Thermo Fisher’s Useful Numbers for Cell Culture guidelines32) and 250 pg protein 

per cell, a fully confluent monolayer spread over the 9 mm × 9 mm separation gel would have 26.3 

µg of protein, which is an order of magnitude greater than the estimated amount of protein which 

can be solubilized by the amount of SDS delivered by the lysis gel.  
 Additionally, the lysis buffer composition may need to be optimized to handle the 

extracellular matrix and other components of confluent cell layers. Lastly, large amounts of other 

cellular material (lipids, nucleic acids) may impede electromigration by either clogging the 

polyacrylamide hydrogel pores, or by altering the local electric field. For example, the high lipid 

content of breast tissue has been found to impede electrophoresis33. Strategies to improve 

solubilization and electromigration of proteins from confluent layers of adherent cells have been 

briefly investigated, including the use of a nuclease to break down nucleic acid material during 

lysis, increased SDS concentration in the lysis buffer, use of filter paper rather than polyacrylamide 

gel to increase lysis buffer delivery, and application of a low electric field during cell lysis to 

electromigrate SDS into the cellular sample and minimize protein diffusion; however, further 

investigation and development is needed. 

 
Figure 7.10. Protein fails to electromigrate into the separation gel in projection electrophoresis of confluent 

adherent BT474 cells.  Top-down widefield fluorescence microscopy images of (A) confluent BT474 cells on the 

separation gel prior to projection electrophoresis, and (B) immunoprobed GAPDH after projection electrophoresis and 

immunoprobing. (C) Confocal micrograph of immunoprobed actinin, GAPDH, and beta tubulin.  

 

7.5 Conclusions 
Here, we have demonstrated a proof of concept projection electrophoretic separation of 

proteins from subconfluent adherent cells. Using simulation, we compared the performance of 

microwell-based and adherent cell projection electrophoresis in terms of assay sensitivity and 

lateral resolution. Adherent cell projection electrophoresis fulfills a measurement gap in single-

cell, proteoform-specific characterization with preservation of spatial context, which has important 

applications to pathology and cell-microenvironment research. Ultimately, projection 

electrophoresis of tissue slices would prove valuable to facilitate new types of pathological 

analysis. However, further development of methods of lysis buffer delivery and sample preparation 

is needed to achieve complete cell lysis, protein solubilization, and electromigration from complex 

biological samples.  
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Chapter 8  
 

Current understanding of ultraviolet-C 

decontamination of N95 filtering facepiece respirators 
 
Adapted with permission from S. M. Grist, A. Geldert, A. Gopal, A. Su, H. B. Balch, & A. E. Herr, 

“Current Understanding of Ultraviolet-C Decontamination of N95 Filtering Facepiece 

Respirators”, Applied Biosafety, 2021. 

 

8.1 Abstract 
The COVID-19 pandemic has led to critical shortages of single-use N95 filtering facepiece 

respirators. The US Centers for Disease Control and Prevention has identified ultraviolet-C (UV-

C) irradiation as one of the most promising decontamination methods during crisis-capacity 

surges; however, understanding the mechanism of pathogen inactivation and post-treatment 

respirator performance is central to effective UV-C decontamination. Here, we summarize the UV-

C N95 decontamination evidence and identify key metrics. We evaluate the peer-reviewed 

literature on UV-C decontamination to inactivate SARS-CoV-2, viral analogues, and other 

microorganisms inoculated on N95s, as well as the resulting effect on respirator fit and filtration. 

Evidence supports that UV-C exposure of ≥1.0 J/cm2 inactivates SARS-CoV-2 analogues (≥3log 

reduction) on the majority of tested N95 models. The literature cautions that (1) viral inactivation 

is N95 model-dependent and impeded by shadowing, (2) N95 straps require secondary 

decontamination, (3) higher doses may be necessary to inactivate other pathogens (e.g., some 

bacterial spores), and (4) while N95 fit and filtration appear to be preserved for 10–20 cycles of 

1.0 J/cm2, donning and doffing may degrade fit to unacceptable levels within fewer cycles. 

Effective N95 UV-C treatment for emergency reuse requires both (1) inactivation of the SARS-

CoV-2 virus, achieved through application of UV-C irradiation at an appropriate wavelength and 

effective dose, and (2) maintenance of the fit and filtration efficiency of the N95. UV-C treatment 

is a risk-mitigation process that should be implemented only under crisis-capacity conditions and 

with proper engineering, industrial hygiene, and biosafety controls. 

 

8.2 Background 
The COVID-19 pandemic has led to severe shortages of single-use N95 filtering facepiece 

respirators (FFRs) worn by health care workers and first responders, and ultraviolet-C (UV-C) 

irradiation has been identified by the Centers for Disease Control and Prevention (CDC) as one of 

the most promising methods for N95 FFR decontamination under crisis-capacity conditions.1 UV-

C is already implemented for airborne pathogen inactivation and other applications in hospitals.2 

As per the recommendations of the CDC and the Healthcare Infection Control Practices Advisory 

Committee (HICPAC), UV-C light (254 nm peak) is widely used in US healthcare facilities for 

pathogen reduction in air,2 and UV-C has found extensive use in water treatment.3 In some settings, 

UV-C is also used for surface decontamination.4 NIOSH offers guidelines for applying upper-

room UVGI to kill or inactivate airborne tuberculosis bacteria in hospitals.5 However, UV-C 

decontamination of N95 FFRs involves additional considerations. Access to consolidated 
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information on N95 FFR decontamination approaches is essential to maintaining a robust response 

to COVID-19. In this review, we examine the current understanding in the peer-reviewed literature 

regarding the use of UV-C irradiation for N95 FFR treatment. 

In 2006, the US National Academies outlined that effective decontamination of personal 

protective equipment (PPE) like the N95 FFR requires (1) inactivation of pathogens (e.g., the 

SARS-CoV-2 virus), (2) maintenance of both the fit and filtration efficiency of the N95 FFR, and 

(3) harmlessness to the user (e.g., no toxic residues, minimal risk of cross-contamination).6 Here, 

we review and summarize the ability of UV-C decontamination to meet these critical criteria, to 

help inform risk management decisions under crisis-capacity conditions. 

In writing this review, we aimed to summarize the current evidence regarding UV-C 

treatment of N95 FFRs with respect to the critical criteria outlined by the US National Academies: 

(1) inactivation of pathogens (e.g., the SARS-CoV-2 virus), (2) maintenance of both the fit and 

filtration efficiency of the N95 FFR, and (3) harmless ness to the user (e.g., no toxic residues).6 We 

searched PubMed, Google Scholar, Google, and library databases for keywords such as “UV-C,” 

“N95,” “filtering facepiece respirator,” “decontamination,” “UVGI,” and “mask” to identify 

relevant primary research articles. Studies that are not yet peer-reviewed should be interpreted with 

particular caution, so we elected not to include academic or commercial studies posted to preprint 

servers in this review. We do, however, cite relevant hospital implementations and other work (e.g., 

federal guidance and summaries from professional societies) that do not normally go through peer 

review before public availability. 

 

8.3 UV-C fundamentals and mode of action 
UV-C inactivates pathogens primarily by introducing crosslinks between adjacent nucleic 

acid residues, thus damaging DNA and RNA and hindering reproduction.7–10 UV-C 

decontamination is critically dependent on two factors: the wavelength applied and the dose 

(fluence). 

First, energy must be applied at the appropriate ultraviolet (UV) wavelength (i.e., the 

germicidal UV-C region of the electromagnetic spectrum, with high efficacy near 260 nm3). UV 

sources emitting at wavelengths much beyond 260 nm, such as sunlight at the earth’s surface (after 

UV-C has been absorbed by the earth’s ozone layer11), tanning bed lamps, or other consumer 

products, have minimal or no germicidal efficacy.10 UV light at 254 nm has >10× higher 

germicidal efficacy compared with UV light at 300 nm or longer wavelengths.12 

Second, sufficient UV-C dose (fluence) must be delivered to the pathogens.10 Fluence 

(J/cm2) is defined as the integrated radiant (UV-C) power incident upon an infinitesimally small 

surface during the exposure period.13 The term “UV-C dose” (J/cm2) is widely used in the 

decontamination literature to denote UV-C fluence.13 “Fluence” is the technically accurate term to 

describe the UV-C energy incident on the N95 surface, whereas “dose” refers to the fraction of 

incident energy absorbed at that surface. Nevertheless, to remain consistent with the cited literature 

and field, we use the term “dose” in this review when describing measured UV-C energy incident 

at the N95 surface. 

The minimum dose required for pathogen inactivation depends on both the irradiation 

wavelength and the specific pathogen, with some pathogens requiring much higher UV-C doses 

for inactivation that others (e.g., certain bacterial spores compared to enveloped, single-stranded 

RNA viruses).14 A pathogen’s “action spectrum” describes relative inactivation efficacy as a 

function of wavelength, and action spectra typically have a peak near 260 nm (the maximum 
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absorption of nucleic acids).3 The minimum dose required for inactivation also depends upon the 

material on or in which pathogens are present (e.g., air, surfaces, or aqueous media).10 

Because biological validation of inactivation is often impractical or impossible to integrate 

into each and every treatment cycle, the UV-C dose measurement serves as the critical physical 

link between viral inactivation evidence and efficacy of each exposure. Dose (J/cm2) is the product 

of irradiance (W/cm2) and exposure time (s), assuming constant irradiance.13 Because UV-C 

irradiance is dependent on the distance and angle from the UV-C source,15 UV-C irradiance, and 

therefore dose, needs to be empirically measured at the precise location of the objects to be 

decontaminated, in the specific configuration used for UV-C treatment. These measurements must 

be performed using calibrated sensors (e.g., radiometers, dosimeters, or sensor strips) with 

specificity to the germicidal wavelength range output by the UV-C source, and appropriate 

sensitivity and dynamic range (range of measurable irradiances and doses). 

The efficacy of N95 decontamination methods is typically evaluated by assessing the log10 

reduction in active pathogens on N95 FFRs after decontamination treatment. For example, a 3-

log10 reduction (subsequently referred to as “3-log reduction”) corresponds to 99.9% inactivation 

of the pathogen under consideration compared to a positive control. As per US Food and Drug 

Administration (FDA) guidelines for N95 FFR decontamination Emergency Use Authorizations 

(EUAs), ≥3-log reduction in nonenveloped viral activity is required to achieve the minimally 

acceptable “Tier 3” level of bioburden reduction.16 Therefore, in this review, we emphasize ≥3-

log reduction of SARS-CoV-2 or its analogues, based on the minimally acceptable log reduction 

listed in the FDA EUA guidance and in accordance with previous studies of UV-C N95 FFR 

decontamination.17,18 However, it is important to note that the UV-C dose required to achieve ≥3-

log reduction is pathogen-dependent.10 Thus, the UV-C dose required to achieve ≥3-log reduction 

of SARS-CoV-2 (an enveloped virus) may not necessarily yield ≥3-log reduction of nonenveloped 

virus, bacteria, or other pathogens required for various levels of FDA EUA approval. 

 

8.4 Safety considerations 
UV-C light is hazardous to human health, and as a result, sufficient skin and eye protection 

must be worn to protect processing personnel. According to the American Conference of 

Governmental Industrial Hygienists (ACGIH), the exposure dose limit per person per day is 0.003 

J/cm2 for UV radiation in the 200–315 nm region of the electromagnetic spectrum;19 this same 

0.003 J/cm2 dose limit was identified by Directive 2006/25/EC of the European Parliament and of 

the Council for all UV radiation (180–400 nm).20 Similarly, the National Institute for Occupational 

Safety and Health (NIOSH) recommends a total permissible 8-h dose of ~0.0046 J/cm2 for 260 nm 

irradiation, for unprotected eyes or skin.21  

Given the high UV-C irradiances emitted by sources typically used for UV-C 

decontamination, an unprotected user risks exposure to this dose in seconds under accidental 

illumination.22,23 Thus, proper engineering controls for UV-C systems must ensure that all users 

are adequately protected before the UV-C light source is turned on, and full PPE must be worn for 

eye and skin protection. Furthermore, in addition to UV-C concerns, processing personnel should 

treat all respirators (including ones that have undergone UV-C treatment) as contaminated, and 

wear appropriate PPE to reduce pathogen exposure risk from respirator handling.24 
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8.5 Potential for SARS-CoV-2 inactivation 
Several studies have demonstrated UV-C viral reduction of influenza and non-SARS-CoV-

2 coronaviruses on N95 FFRs.17,18,25 These viruses are hypothesized to be suitable SARS-CoV-2 

analogues because they are also enveloped, single-stranded RNA viruses. A non-peer-reviewed 

report to the FDA by the contracting research laboratory Applied Research Associates (ARA)18 

found that UV-C treatment of 1.0 J/cm2 at the surface of N95 FFR coupons from one FFR model 

yielded no detectable virus (≥3.95-log reduction) for six influenza and coronavirus strains 

considered, including MERS-CoV and SARS-CoV. 

Even when viral inoculations were covered with artificial skin oil or saliva as soiling 

agents, N95 coupons yielded no detectable virus after UV-C treatment. Similar UV-C doses were 

effective for H5N1 and H1N1 in separate, peer-reviewed studies (Table 8.1).25,26 At a UV-C dose 

of 0.5 J/cm2, the viable virus remaining on N95 FFR coupons was 2–3 log lower than on positive 

control coupons, but detectable, indicating that a UV-C dose of 0.5 J/cm2 may be insufficient for 

viral inactivation.18  

Heimbuch and Harnish also studied the efficacy of UV-C viral inactivation across 15 

different models (intact FFRs rather than coupons).18 In 11 out of the 15 models tested, a UV-C 

dose of 1.0 J/cm2 at the N95 surface was effective in inactivating H1N1 influenza by ≥3 log. The 

same study found that UV-C treatment was effective for the elastic straps of only 4 of 15 models; 

thus, straps may require a secondary decontamination method. N95 FFR models with a hydrophilic 

facepiece were less effectively decontaminated with UV-C than hydrophobic models.18 Similarly, 

related studies measured ≥3-log reduction in H1N1 viability on the facepieces of 12 of 15 tested 

models and on the elastic straps of 7 of 15 tested models.17 

In addition to the N95 FFR model, other factors may influence UV-C inactivation efficacy. 

High humidity decreases UV-C efficacy on generic surfaces27 and on the surfaces of N95 FFRs,28 

suggesting that a drying step before N95 FFR treatment could be beneficial. Soiling agents 

(including from saliva and mucus) have been found to reduce UV-C inactivation efficacy of MS2 

bacteriophage from N95 FFRs.28 The effect of soiling agents on UV-C treatment efficacy likely 

depends on the exact concentration and composition of the soiling agent, and/or how the soiling 

agent is applied (e.g., mixed in with pathogens or applied on top of pathogen inoculation). In 

addition to fluids such as saliva and mucus,28 sunscreen or other types of cosmetics may further 

attenuate UV-C irradiation during treatment.29 Attenuation is dependent on the thickness and 

absorption coefficients of the applied materials.30 

Pathogen inoculation mode may also impact UV-C treatment efficacy: N95 FFRs 

inoculated with larger MS2 droplets (9–10 µm) generally had lower UV-C bioburden reduction 

efficiencies in response to a 3.6 J/cm2 dose compared with FFRs inoculated with smaller MS2 

aerosols (1–2 µm).28 Given that studies use a variety of methods to apply pathogens on an N95 

FFR (aerosols, droplets, and/or pipetted solution), the question of whether the pathogen application 

method impacts UV-C treatment efficacy merits further study. It is also important to note that the 

impact of soiling agents and pathogen application method may differ depending on pathogen type, 

just as the minimally acceptable UV-C dose depends on pathogen type (as described in the Efficacy 

of UV-C on inactivation of other pathogens section). For example, MS2 is commonly used as a 

surrogate virus in inactivation studies due to its high culturability,31 but as a nonenveloped virus, 

MS2 generally requires higher UV-C doses for inactivation compared with enveloped viruses like 

SARS-CoV-2 (Table 8.1).  

Together, the studies reported in the ssRNA enveloped virus section of Table 8.1 suggest 

a minimally acceptable UV-C dose of ~1.0 J/cm2 for 3-log inactivation of viruses similar to SARS-
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CoV-2 on N95 material. Research on UV-C inactivation of SARS-CoV-2 is ongoing. Smith et al. 

observed that 0.63 J/cm2 of 254 nm UV-C light led to a substantial reduction of SARS-CoV-2 

RNA infectivity in cell culture for only one out of three N95 models tested.32 It should be noted 

that this RNA-based assessment of viral infectivity differs from the plaque or 50% tissue culture 

infectious dose (TCID50) assays more commonly used for viral inactivity measurements. It remains 

unclear whether UV-C would more fully decontaminate SARS-CoV-2 from multiple N95 models 

if a dose above the minimally acceptable 1.0 J/cm2 were applied, or if respirators were inoculated 

with a lower SARS-CoV-2 titer that more closely represents a realistic exposure expected for a 

health care worker. 

Ozog et al. also characterized SARS-CoV-2 inactivation at multiple locations on intact N95 

FFR facepieces and straps exposed to 254-nm UV-C. The authors report that ~1.5 J/cm2 of 254-

nm UV-C applied to both sides of the N95 yielded ≥3-log inactivation of SARS-CoV-2 in all 

studied locations on the facepieces of 1 out of 5 N95 models and on the straps of 2 out of 5 N95 

models.33 However, measurement of ≥3-log inactivation was not possible on many models in this 

study, because the difference between the limit of detection of the TCID50 assay used to assess 

viral activity and the viral activity on the unexposed control N95 was often <3 log. In addition, 

Kohli et al. demonstrate (with a similar UV-C system) that the UV-C dose varies across the surface 

of the N95 FFR;34 thus, as with many studies on decontamination of intact N95 respirators, the 

actual dose at each location studied may differ substantially from the 1.5 J/cm2 nominal dose. 

Other recent studies have investigated the impact of LED and pulsed UV sources on SARS-

CoV-2 inactivation on N95s. One recent article reports SARS-CoV-2 inactivation in one N95 FFR 

model after UV-C treatment using an LED source.35 However, caution should be exercised in 

interpretation or adoption of the reported approach, as the reported UV-C dose was calculated 

based on a single manufacturer-specified irradiance value, when irradiance may actually change 

over source lifetime due to slight changes in configuration and decay in LED output. As a result, 

even though the results suggest that UV-C LED sources could be promising, the study is difficult 

– perhaps even impossible – to accurately reproduce. 

Similarly, another recent article reporting SARS-CoV-2 inactivation after UV treatment 

with a pulsed xenon source also shows significant viral inactivation (>4.79-log); however, the dose 

associated with this level of inactivation is not reported.36 These data underscore the importance 

of accurate measurement and reporting of wavelength and UV-C dose for reproducible viral 

inactivation protocols. The National Institutes of Standards and Technology and the International 

Ultraviolet Association are actively collaborating to develop standards to assess the efficacy of 

UV devices for decontamination.37 An American Society for Testing and Materials (ASTM) 

standard for evaluating UV-C efficacy for inactivating the influenza virus on textile surfaces such 

as N95 FFRs has been developed.38 In addition to describing appropriate experimental steps, the 

standard stresses the importance of accurate, rigorous UV-C dose measurements. 

 
Table 8.1. Efficacy of ultraviolet-C for inactivation of microorganisms 

References Organism, soiling 

agent, and method 

of application 

Material UV-C dose Efficacy Light source 

Influenza and coronavirus strains: ssRNA enveloped virus 

Ozog et 

al.33 

SARS-CoV-2; 10 

µL drop pipetted on 

strap and multiple 

5 N95 FFR 

models 

(3M 1860, 

8210, 

~1.5 J/cm2 ≥3-log reduction 

for 1/5 FFR 

model facepieces 

and 2/5 FFR 

254-nm UV-C 

(Custom-

manufactured 

by 
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locations on N95 

facepiece 

8511, 9211; 

Moldex 

1511) 

model straps Daavlin; 

Byron, OH, 

USA) 

Fischer et 

al.35 

SARS-CoV-2; 50 

µL deposited by 

pipette 

N95 FFR 

(AOSafety 

N9504C) 

*1.98 J/cm2 

(estimated 

from 

manufacturer-

specified 

irradiance) 

*3-log reduction LED high-

power UV 

germicidal 

lamp (260–285 

nm; LEDi2) 

Smith et 

al.32 

Pooled SARS-CoV-

2 clinical samples; 

100 µL deposited by 

pipette 

N95 FFR 

(medical 

grade: 3M 

1860, 3M 

1870+; 

industrial 

grade: 

3M 8511) 

0.63 J/cm2 Substantial reduction 

in infectivity (via 

SARS-CoV-2 

RNA 

measurement) for 

only the3M1870+ 

FFR model 

254-nm UV-C 

(General 

Electric 

30W 

Germicidal T8 

bulb) 

Lore et 

al.25 

H5N1 droplets N95 FFR 

(3M 

1860, 3M 

1870) 

1.8 J/cm2 >4-log reduction 254-nm UV-C 

(Ultraviolet 

Products, 

Upland, 

CA, USA) 

Mills et 

al.17 

H1N1. 1 µL drops 

of 

suspension 

deposited by pipette. 

AS or ASO was 

placed on top of 

dried virus solution 

to study the effects 

of soiling. 

N95 FFR 

(15 models) 

1.0 J/cm2 ≥3-log reduction for 

12/15 FFR model 

facepieces and 7/ 

15 FFR model 

straps for all 

soiling conditions 

254-nm UV-C 

(Fresh- 

Aire UV, 

Jupiter, 

FL, USA) 

Heimbuch 

and 

Harnish18 – 

Option 

Task B 

Influenza strains 

(H1N1, 

H5N1, H7N9), 

MERS-CoV, 

SARS-CoV, all 

pipetted as 1 µL 

drops. 

AS or ASO was 

placed on top of 

dried virus solution 

to study the effects 

of soiling. 

N95 FFR 

(3M 

1870) 

1.0 J/cm2 No detectable virus 

(≥3.95-log 

reduction) for all 

organisms for all 

soiling conditions 

 

254-nm UV-C 

(Mineralight_ 

XX- 

20S 20-W UV 

bench 

lamp) 

Heimbuch 

and 

Harnish18 – 

Base Task 

4 

H1N1, pipetted as 1 

µL drops. AS or 

ASO was placed on 

top of dried virus 

solution to 

study the effects of 

soiling. 

N95 FFR 

(15 models) 

1.0 J/cm2 ≥3-log reduction 

for 11/15 FFR 

models and 4/15 

FFR straps for all 

soiling conditions 

254-nm UV-C 

(Fresh- 

Aire UV) 

 

Walker and 

Ko39 

Murine hepatitis 

virus (coronavirus) 

Air 1.83×10-3 

J/cm2 

3-log reductiona 254-nm UV-C 

(Lumalier, 

Memphis, TN, 

USA) 
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MS2: ssRNA nonenveloped virus 

Vo et al.40 MS2 droplets N95 FFR 

(Willson 

N1105) 

4.32 J/cm2 3-log reduction 254-nm UV-C 

(5.5 mg 

Hg; lamp type 

TUV 

36TS 4P SE; 

lamp 

voltage 94 V; 

lamp 

wattage, 40 W) 

Fisher and 

Shaffer41 

MS2 aerosol N95 FFR 

(6 models) 

0.32 – 40 

J/cm2 (equates 

to 0.1 J/cm2 at 

the internal 

filtering 

medium due to 

model-

dependent 

attenuation) 

≥2.9-log reduction 254-nm UV-C 

(TUV 

36T5 40 W 

Philips, 

Somerset, NJ, 

USA) 

Woo et 

al.28 

MS2 droplets (9–10 

µm) and aerosol (1–

2 µm), in water, BE, 

or AS 

N95 FFR 

(3M 

1870) 

3.6 J/cm2 Droplets: 4.8-, 2.7-, 

2.5-log reduction 

in water, BE, AS 

Aerosols: 5.2-, 3.0-, 

2.7-log reduction 

in water, BE, AS 

254-nm UV-C 

(UVG- 

11, UV 

Products, 

Cambridge, 

United 

Kingdom) 

Tseng and 

Li27 

MS2 Non-porous 

surfaces 

0.006 – 0.010 

J/cm2 

>3-log reduction 254-nm UV-C 

(TUV 

8W/G8 T5, 

Philips 

Electronic 

Instruments, 

Eindhoven, The 

Netherlands) 

Vegetative bacteria and bacterial spores 

Lin et al.42 Bacillus subtilis 

spores, 

aerosolized 

N95 FFR 

(3M 8210) 

2.27 J/cm2, 5.7 

J/cm2 

2.27 J/cm2 → 

~2.7-log 

reduction 

5.7 J/cm2 → No 

detectable spores 

254-nm UV-C 

(UVGL-58, 

VUP 

LLC, Upland, 

CA, 

USA) 

Bentley et 

al.43 

E. coli, P. 

aeruginosa, S. 

aureus (drug-

sensitive and 

drug-resistant), S. 

pseudintermedius 

(drug-sensitive 

and drug-resistant). 

1–2mL suspension 

deposited by pipette. 

Microfiber, 

polyester, 

and 

cotton fabric 

swatches 

0.27 J/cm2 >2.5-log reduction 

for all bacteria on 

all fabrics. No 

detectable 

bacteria in 20/24 

conditions 

254-nm UV-C 

(American 

Ultraviolet, 

Inc., 

Lebanon, IN, 

USA) 

Wallace et 

al.44 

Clostridium difficile 

spores (with and 

without soiling 

agent) 

Glass and 

plastic 

0.17 – 0.63 

J/cm2 

C. difficile: ~2.1-log 

reduction with soiling 

agent across all UV-C 

254-nm UV-C 

(Lightbest Co., 

Ltd., 



153 

 

MRSA and MS2 

(with and without 

5% FBS) 

doses; ~3.2-log 

reduction without 

soiling agent across 

upper three doses. 

MRSA: ~2.9-log 

reduction with FBS, 

~3.4-log reduction 

without FBS. 

MS2: ~3.7-log 

reduction with FBS, 

~2.9-log reduction 

without FBS 

Changzhou, 

China) 

Vegetative fungi 

Fu et al.45 5 Candida strains Bed sheets 0.075 J/cm2 >3-log reduction in 

all strains 

254-nm UV-C 

(Thermo 

Fisher 

Scientific, 

Waltham, MA, 

USA) 
a Estimate-based measured viral susceptibility to UV-C in air. 

AS, artificial saliva; ASO, artificial skin oil; BE, beef extract; FBS, fetal bovine serum; FFR, filtering facepiece 

respirators; MRSA, methicillin-resistant Staphylococcus aureus; UV-C, ultraviolet-C. 

 

8.6 Efficacy of UV-C on inactivation of other pathogens 
UV-C susceptibility of different pathogens in air, water, and on surfaces. The UV-C dose 

required to inactivate pathogens in air, water, and on surfaces is organism-dependent, due to 

organism-to-organism differences in nucleic acid structure and nucleotide content, as well as 

varying amounts of UV-absorbing proteins and other photoprotective components.14 Higher UV-

C doses are generally required to inactivate bacterial and fungal spores, compared to viruses and 

vegetative bacteria.10 Among viruses, ~3× higher UV-C doses are required to inactivate viruses 

with double-stranded RNA or DNA on surfaces, compared to single-stranded viruses; higher dose 

requirements in double-stranded viruses are attributable to more robust repair mechanisms, as the 

second strand can serve as a template for repair.27 

While enveloped viruses are generally more susceptible to inactivation by mechanical and 

chemical agents,46 it is unclear whether the UV-C susceptibility of enveloped and nonenveloped 

viruses differs. Blázquez et al. found that in water, enveloped viruses were inactivated with lower 

UV-C doses than nonenveloped viruses.47 However, the mechanism for the observed difference 

between enveloped and nonenveloped virus susceptibility in water is not understood, nor is it clear 

whether the same pattern holds for viruses in air or on substrates. 

UV-C susceptibility of different pathogens on N95 FFRs and textiles. The minimum UV-C 

dose required to inactivate both enveloped and nonenveloped viruses on N95 FFRs is several 

hundred-fold higher than doses typically used for decontamination of similar pathogens on 

nonporous surfaces,14 in air, and in solution (Table 8.1), because UV-C light is attenuated upon 

passing through the N95 FFR layers. UV-C irradiances that reach the internal N95 filtering media 

are ~3–400× lower than the irradiance at the FFR surface, depending on the FFR model.41 In 

addition, due to this limited and model-dependent UV-C transmission through N95 FFRs,48 both 

sides of the FFR should be illuminated with the minimally acceptable UV-C dose, and this dose 

may not effectively decontaminate all layers of varying FFR models. 
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Different pathogens are also expected to have different UV-C susceptibility on N95 FFRs, 

although the study of UV-C inactivation of different pathogens on N95 FFRs is limited. MS2, a 

nonenveloped virus, has generally been reported to require higher UV-C doses to achieve 3-log 

reduction from N95 FFRs40,41 compared with enveloped influenza and coronaviruses;17,18 

however, it is unclear whether other differences in study design (e.g., FFR model and method of 

virus application to the FFR) also contribute to the difference in required UV-C dose. 

While UV-C has been demonstrated to inactivate several species of vegetative bacteria and 

bacterial spores on N95 FFRs and other textiles,42,43,45,49–51 3-log reduction was not always 

demonstrated and it is unclear how many bacterial pathogens would be inactivated by the 1.0 J/cm2 

UV-C dose required for SARS-CoV-2 analogue inactivation on most N95 FFR models. For 

example, UV-C inactivation of Clostridium difficile on N95 FFRs has not been studied. However, 

much higher UV-C doses are required to inactivate C. difficile spores on non-porous surfaces 

(~0.17–0.63 J/cm2)44 compared with MS2 on surfaces (~0.006–0.010 J/cm2).27 It has yet to be 

studied whether the same trend (higher UV-C doses required to inactivate C. difficile spores 

compared with MS2 on nonporous surfaces) would hold true in the case where these organisms 

are on N95 FFRs. In addition, Enterococcus faecium in polycotton swatches was inactivated to a 

lower degree (<1.97-log reduction) by UV-C50 compared with laundering (3–4-log reduction),52 

although the applied UV-C dose was not specified, making it challenging to compare and 

reproduce results. 

While UV-C treatment is expected to significantly reduce the risk of contamination, not 

every pathogen present on or within an FFR may be decontaminated by UV-C; and thus, health 

care personnel should continue to handle the respirator as if contaminated and reuse only their own 

FFR. Any UV-C treatment approach should be accompanied by an industrial hygiene workflow 

involving user training and sterile processing to minimize risk of cross-contamination.24 

 

8.7 Sunlight is not likely to be an effective decontamination approach for 

N95 FFRs 
The CDC does not list sunlight as an appropriate method of N95 FFR decontamination.1 

UV-C radiation from sunlight is absorbed by the top layer of the atmosphere and negligible UV-

C radiation reaches the surface of the earth.11 The UV component of sunlight at the earth’s surface 

consists of UV-A (320–400 nm) and UV-B (280–320 nm) radiation. UV-A radiation is considered 

nongermicidal, while UV-B radiation has germicidal effects, which are much weaker than that of 

UV-C.10 Theoretical calculations for the necessary sunlight exposure time needed to achieve UV-

B germicidal effects in US cities (equivalent to a 1.0 J/cm2 UV-C dose) suggest timescales of 57–

5000 days, depending on season and geographic location.12 Furthermore, studies with simulated 

sunlight showed minimal to no effect in inactivating MS2 and human adenovirus on the surface of 

fresh produce.53 

UV-B radiation has some germicidal effects; studies of UV-B irradiation on MS2 

bacteriophage and murine noroviruses in aqueous suspension demonstrated a 4-log reduction with 

UV-B doses of 0.909 and 0.367 J/cm2, respectively.54 To reach these doses, 0.34–4.2 h of sunlight 

exposure would be required, assuming UV-B irradiance from sunlight of ~60–300 µW/cm2 

(although UV irradiance from sunlight varies significantly depending on geographic location, 

season, and time of day).55 For comparison, 4-log reduction of MS2 in phosphate-buffered saline 

solution56 required ~0.07 J/cm2 of UV-C – over an order of magnitude lower. UV-C dose required 

for viral inactivation in N95 FFRs is several hundred-fold higher than for viral inactivation in 

water, air, or on hard nonporous surfaces (Table 8.1).10  



155 

 

Sunlight reaching the earth’s surface does not contain UV-C, but we would expect a similar 

trend for the longer wavelengths, with orders of magnitude higher UV-B doses being required for 

viral inactivation on N95s compared with water/air/nonporous surfaces. Thus, many days of 

sunlight exposure would be required to achieve a sufficient virucidal UV dose on N95 FFRs, in 

agreement with theoretical estimates.12,57 

There is no evidence in the peer-reviewed literature of viral inactivation of SARS-CoV-2 

on N95 FFRs by sunlight. Thus, extensive experimental verification and biological validation must 

be performed before considering sunlight as a decontamination method for N95 FFRs. 

 

8.8 Integrity of N95 FFRs after UV-C treatment 
Controlled laboratory studies have subjected 15 N95 FFR models to 10–20 

donning/doffing cycles and UV-C treatment (1.0–1.2 J/cm2 per cycle), then assessed: strap 

elasticity (with Imada force tester), particle penetration and breathing resistance (TSI 8130 

automated filter tester to evaluate respirator function according to the CDC58), and fit factor (Static 

Advanced Headform StAH connected to TSI PortaCount 8038 automated breathing machine, 

subjected to a 240-s respiration test, testing for a fit factor >100).18 Although donning and doffing 

yielded a statistically significant difference in fit factor for some models, minimal detrimental 

effects due to UV-C exposure specifically were observed for respirator fit, air flow resistance, or 

particle penetration from this dose (10 cycles, 1.0–1.2 J/cm2 per cycle) of UV-C.18 

Similarly, another study found that doses of 1–10 J/cm2 of UV-C light (either at 254 or 265 

nm) did not significantly affect filtration efficiency, material properties, pressure drop, or tensile 

strength of two N95 FFR models.59 Other evaluations corroborated acceptable FFR performance 

after low-dose ultraviolet germicidal irradiation (UVGI) treatment,60 although Ozog et al. did 

report (in a Letter to the Editor) that certain N95 FFR models failed qualitative fit testing either 

after one to two cycles (1.5 J/cm2 per side, per cycle) or before any UV-C exposure at all, 

highlighting the importance of verifying N95 FFR fit regularly.61 To approximate multiple 

decontamination cycles, application of 18.4 J/cm2 (to the exterior convex surface) and 4.6 J/cm2 

(to the interior concave surface) 254-nm UV-C to three N95 respirator models was performed, and 

was found to significantly decrease the fit factor, but fit factors remained above the acceptable 

threshold of 100.32  

At 100–1000× higher UV-C doses (120–950 J/cm2), a substantial effect (>90% in some 

cases, but highly variable across N95 FFR models) on respirator material breaking strength was 

observed.62 As variation in response to UV-C is to be expected from different N95 FFR models, 

the respirator must pass the ‘‘user seal check’’ as recommended by the CDC after decontamination 

to ensure that respirator fit integrity is maintained.63 

 As summarized in Table 8.2, the minimum 1.0 J/cm2 UV-C dose necessary for SARS-

CoV-2 analogue inactivation on most N95 FFR models has been found to minimally impact N95 

fit and filtration performance over 10–20 treatment cycles. Aside from the effect of UV-C itself, 

it is possible that repeated donning and doffing may cause FFR fit to reach unacceptable levels 

within a lower number of cycles. One study found N95 FFR fit to decline with each donning and 

doffing without additional decontamination processes; for some N95 models, fit was found to fall 

below the US Occupational Health and Safety Administration (OSHA) standards after 5 

donning/doffing cycles, while others maintained fit for >15 donning/doffing cycles.64 
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Table 8.2. Impact of ultraviolet-C on N95 filtering facepiece respirator integrity 
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8.9 US federal guidelines: CDC, FDA, OSHA 
Due to a limited supply of N95 FFRs in the unprecedented COVID-19 pandemic, the CDC 

has provided guidance that health care workers can practice extended use or limited reuse of N95 

FFRs.66 In addition, the CDC has provided guidance to hospitals on methods for decontaminating 

N95 FFRs during a crisis.1 Consistent with all N95 FFR treatments for reuse, UV-C is viewed as 

risk mitigation for extraordinary circumstances rather than complete decontamination.66 

As of January 2021, OSHA states that cosmetics or other barriers should not be present 

during regular respirator use.29 EUAs that the FDA has granted for other methods of N95 FFR 

decontamination during the COVID-19 pandemic also stipulate that cosmetics not be present on 

respirators sent for decontamination.67 After decontamination, the CDC recommends that a “user 

seal check” is performed when the respirator is donned to ensure an adequate seal.1 A user seal 

check after every decontamination cycle is especially important because there is evidence that the 

fit factor of N95 respirators decreases with numerous donning/doffing cycles.64 

Any new method for UV-C treatment should be verified through an institution’s internal 

review processes before implementation, which may include applying for an FDA EUA16 and 

referencing frequently updated CDC guidelines. 

 

8.10 Implementation strategies 
The University of Nebraska Medical Center (UNMC) published one of the first protocols22 

demonstrating implementation of UV-C treatment of N95s (including N95 FFR handling logistics 

and treatment), which has been the basis of additional research and discussion for UV-C treatment 

of N95 FFRs during the 2020 COVID-19 pandemic.23,24 The UNMC protocol exposes each side 

of N95 FFRs to 0.9–1.2 J/cm2, depending on FFR position within the treatment field.22 This UNMC 

Process Flow is a 51-step process defined by role (health care worker, courier, UVGI associate) 

and covers the safe handling (intake, transport, processing, return), labeling (UV-C-decontaminated 

N95 FFRs should be returned to their specific original user as the process is not expected to be 

sterilizing),24 and ancillary PPE and hygiene required for the protocol. 

As with any decontamination strategy, an appropriate industrial hygiene workflow 

involving user training,68 sterile processing, and other critical considerations must be implemented 

to avoid cross-contamination or damage to the N95. The Association for Professionals in Infection 

Control and Epidemiology (APIC) has recently disseminated guidance for infection prevention 

workflows for UV-C treatment of N95 FFRs during the COVID-19 crisis, in collaboration with 

N95DECON.24 Additional implementation strategies are summarized in Table 8.3. 

 
Table 8.3. Published implementation strategies for UV-C N95 treatment 

Authoring group Implementation type UV-C source type 

University of Nebraska 

Medical Center22 

Hospital protocol for room-scale N95 UV-C treatment with 

full processing workflow (with personnel roles) 

254 nm UV-C 

(ClorDiSys Torch) 

University of Chicago 

Medical Center23 

Hospital protocol for room-scale N95 UV-C treatment with 

full processing workflow 

254 nm UV-C 

(Surfacide Helios) 

APIC24 Implementation guidance for infection prevention 

workflows for 

N95 UV-C treatment 

N/A 

Carolina Ontiveros et 

al.69 

Peer-reviewed study on characterization of a room-scale 

hospital UV-C treatment system for N95 processing 

254 nm UV-C 

(Diversey 

MoonBeam3) 
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Purschke et al.70 Peer-reviewed study on design and characterization of 

cabinet-based N95 UV-C treatment system targeted at 

lower-resource settings 

254 nm UV-C 

Wilde et al.71 Peer-reviewed ray-trace modeling workflow for UV-C N95 

treatment chamber design 

254 nm UV-C 

Bentancor and Vidal72 Peer-reviewed design of a room-scale UV-C treatment 

system (not designed for N95 UV-C treatment specifically) 

254 nm UV-C 

 

All but two surveyed studies demonstrating viral inactivation on N95 FFRs used low-

pressure mercury UV-C sources with peak emission at 254 nm. Because both pathogen 

inactivation and light transmittance (through materials such as N95 layers) are wavelength-

dependent,10 sources with different emission spectra (e.g., LED sources, medium-pressure 

mercury sources, or pulsed xenon sources) could also be effective for viral inactivation but will 

have different minimum doses for viral inactivation. Implementation of these sources must 

specifically assess the minimally acceptable dose through viral inactivation studies with accurate 

dose measurements. Both research and validation dose measurements for any source must use 

appropriate, wavelength-matched detectors. 

Validation of (1) UV-C viral inactivation and (2) subsequent N95 FFR reuse suitability 

(e.g., filtration efficiency, fit factor) is widely considered in the peer-reviewed literature and should 

be considered for all new processes.17,18,25,64 Both of these critical features are dependent on UV-

C dose, as summarized in Tables 1 and 2. From studies using SARS-CoV-2 viral analogues, UV-

C treatment design must exceed a value of 1.0 J/cm2 for all surfaces of each N95 FFR and the 

delivered dose should ideally be verified with every UV-C cycle, but periodically at a minimum 

(e.g., daily, after a set number of cycles). 

Dose measurements should be performed with an accurately calibrated (e.g., traceable to 

standards such as those from the National Institute of Standards and Technology) UV-C-specific 

sensor to measure the irradiance or dose at each FFR position. Variation in irradiance is anticipated 

across the exposure area; the total exposure time should be chosen such that all N95 FFR surfaces 

are exposed to at least the minimally acceptable dose of 1.0 J/cm2. 

As is true with any form of light, shadowing reduces the dose of light that a target receives. 

Thus, shadows on the target N95 FFR(s) should be avoided by the following: (1) providing UV-C 

illumination to both sides of the FFR, and/or flipping the N95 FFRs mid-treatment to ensure all 

surfaces are exposed to the minimally acceptable UV-C dose, (2) lining walls, ceiling, and other 

surfaces with UV-C-reflective materials to increase delivered UV-C dose,73 and (3) ensuring there 

are no obstructions or materials between the N95 FFRs and the UV-C source that could block the 

line-of-sight or attenuate the UV-C before reaching the N95. It is important to note that many 

standard types of glass block almost all UV-C light.74 

In addition to shadowing, it is important to note that irradiance depends on the distance 

from the source as well as the incident angle of UV-C light on the N95 surface by Lambert’s 

Cosine Law;15 as such, the complex 3D morphology of the N95 surface impacts the dose delivered 

to various regions of the respirator and needs to be considered when designing UV-C treatments. 

It is imperative to use caution and validate each source, as not all UV sources provide the 

required UV-C wavelength range, irradiance, or irradiance uniformity. Even more critically, there 

have been reports of UV sources falsely claiming to be germicidal, with emitted wavelength ranges 

not consistent with germicidal efficacy. In addition, UV-C sources emitting wavelengths below 

210 nm can produce ozone,10 which is hazardous to human health. 

As a result, it is critical to measure the wavelength and irradiance of UV-C sources with 

sensors specific to UV-C to ensure sources emit radiation within the UV-C germicidal range (200–
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280 nm with peak efficacy at ~260 nm). Viral inactivation efficacy has been reported to be ~10× 

lower at 300 nm (beyond UV-C range) compared with 254 nm,3,57 highlighting the importance of 

using appropriate sources emitting in the UV-C range. The measured UV-C-specific irradiance 

values should then be used to calculate the time required to reach a minimum UV-C dose in excess 

of 1.0 J/cm2 across all N95 FFR surfaces. 

 

8.11 Summary and outstanding questions 
Important points and open questions regarding UV-C treatment of N95 FFRs are summarized 

here: 

1. N95 decontamination processes are only to be considered during crisis-capacity surges, 

after exhausting contingency-capacity and other crisis-capacity strategies.1 

2. Direct exposure to UV-C light is harmful to humans. Proper engineering controls must be 

established before using UV-C systems to ensure that all users are protected from the 

UV-C light source before the light is turned on.19,21 

3. UV-C only inactivates viruses subjected to at least the minimally acceptable UV-C dose. There 

remain open questions about UV-C penetration into the materials of the various N95 FFR 

models used in health care, as the amount of penetration varies widely across N95 FFR 

models.41,70 Although the ARA report18 and related peer-reviewed literature17 demonstrate 

>3-log viral reduction (measured from fluid extraction from the N95 FFR materials as 

described in the ASTM standard for viral inactivation testing38), live virus could persist 

inside the N95 FFR after UV-C treatment. As such, UV-C and other deactivation 

approaches should be viewed as risk mitigation for extraordinary circumstances rather than 

complete decontamination. In addition, shadowed or highly angled regions of the N95 may 

be exposed to lower-than-expected UV-C doses, and thus, pathogens in these locations 

may be less effectively inactivated. 

4. UV wavelengths of 175–210 nm can generate ozone, which is hazardous to human health. 

Some low-pressure UV lamps and most medium-pressure UV lamps emit some 185 nm UV 

and thus will generate ozone;10 if there is the possibility of ozone generation, adequate 

ventilation should be confirmed within the working area to minimize ozone risk to 

operators. If possible, select UV-C sources with minimal or no ozone generation. 

5. The configuration or orientation of UV-C light sources may generate shadows (as is the 

case for any type of light, not just UV-C), and the configuration of N95 FFRs should be 

designed to avoid or mitigate shadow generation on the FFR surface. For instance, UV-

reflective materials may be used and/or N95 FFRs may be rotated and/or flipped to ensure 

that the adequate dose is applied across the entire surface area of the FFR (and this dose 

should be validated with a UV-C-specific sensor). 

6. Reports have demonstrated residual virus on N95 FFR straps after UV-C exposure (likely due to 

the ability of N95 FFR attachment straps to twist and be shadowed from the UV-C light), 

suggesting a need for supplementary decontamination of the elastic straps.17,18 Mills et al. 

suggest wiping N95 FFR straps with a compatible disinfectant.17 If this additional step is 

used, extra caution should be used to avoid touching the N95 FFR facepiece as common 

disinfectant chemicals can degrade N95 FFR function.75 

7. Although ≥1.0 J/cm2 dose of UV-C resulted in ≥3-log reduction in viral activity of SARS-

CoV-2 analogues on most N95 FFR models, such an observation does not imply sterility or 

full decontamination of the N95 FFR, as the N95 may still be contaminated with other 

pathogens that might not be similarly susceptible to UV-C irradiation (Table 8.1). 
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8.12 Conclusions 
UV-C N95 treatment protocols should be implemented only if there is a dire shortage of 

N95 FFRs and appropriate federal and institutional approvals. While research on the UV-C dose 

necessary for SARSCoV-2 inactivation on N95 materials is ongoing, estimates can be drawn from 

the extensive body of literature evidence for similar viruses. Accurate measurements of dose and 

wavelength in forthcoming SARS-CoV-2 inactivation studies would outline effective and 

reproducible protocols for this virus. 

Currently, the existing research suggests that, if implemented properly with validation of 

the delivered UV-C dose to the FFR, it is likely that UV-C applied at a minimum dose of ≥1.0 

J/cm2 inactivates SARS-CoV-2 on the outer layers of non-shadowed regions of N95s based on 

results from similar viruses.17,18,25 As all but one of the dose measurements for viral inactivation 

reported here used 254 nm sources, there is an opportunity for future research to rigorously assess 

minimum doses required for viral inactivation with the diverse landscape of UV-C sources and 

matched detectors. 

UV-C has shown promise as an effective method for inactivation of viruses and bacterial 

spores on N95 respirator material; however, UV-C cannot inactivate pathogens that are not 

irradiated with the minimum dose. For that reason, UV-C may not effectively decontaminate inner 

layers of the FFR and an auxiliary method of decontamination is suggested for elastic straps. 

We note that as of January 2021, only one EUA76 has been granted for UV-C 

decontamination of N95 FFRs (in fact, the EUA only allows one specific N95 respirator model to 

be decontaminated with UV-C, highlighting the substantial model-dependence of decontamination 

efficacy). Because UV-C processes to inactivate SARS-CoV-2 on N95 FFRs are not expected to 

result in sterilization (killing of all microorganisms), N95 FFRs treated with UV-C should be 

returned to the same user to avoid user-to-user cross-contamination. N95 FFR model-dependent 

viral inactivation efficacy has been reported. We stress that (1) after each round of irradiation, a 

user seal check should be performed, (2) extended cycles of doffing and redonning may affect 

FFR fit, and (3) that the FFR should not be considered fully decontaminated after UV-C 

treatment, as there may be other pathogens contaminating the FFR whose activity may not be fully 

reduced by UV-C. Thus, UV-C treatment should be viewed as risk management rather than 

complete decontamination or sterilization. Health care personnel should continue to handle the 

respirator as if the PPE is contaminated and reuse only their own N95 FFR. 
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Chapter 9  
 

Best practices for germicidal ultraviolet-C dose 

measurement for N95 respirator decontamination 
 
Adapted with permission from A. Geldert*, H. B. Balch*, A. Gopal, A. Su, S. M. Grist, & A. E. 

Herr, “Best practices for germicidal ultraviolet-C dose measurement for N95 respirator 

decontamination”, J Res NIST, 2021. 

 

9.1 Abstract 
Ultraviolet-C (UV-C) decontamination holds promise in combating the coronavirus disease 2019 

pandemic, particularly with its potential to mitigate the N95 respirator shortage. Safe, effective, 

and reproducible decontamination depends critically on UV-C dose, yet dose is frequently 

measured and reported incorrectly, which results in misleading and potentially harmful protocols. 

Understanding best practices in UV-C dose measurement for N95 respirator decontamination is 

essential to the safety of medical professionals, researchers, and the public. Here, we outline the 

fundamental optical principles governing UV-C irradiation and detection, as well as the key 

metrics of UV-C wavelength and dose.  In particular, we discuss the technical and regulatory 

distinctions between UV-C N95 decontamination and other applications of germicidal UV-C, and 

highlight the unique considerations required for UV-C N95 decontamination. Together, this 

discussion will inform best practices for UV-C dose measurement for N95 respirator 

decontamination during crisis-capacity conditions. 

 

9.2 Introduction 
The coronavirus disease 2019 (COVID-19) pandemic has led to severe shortages of N95 

filtering facepiece respirators, which are essential personal protective equipment (PPE) for 

healthcare professionals worldwide. In response, the U.S. Centers for Disease Control and 

Prevention (CDC) have issued guidelines for decontamination and reuse of N95 respirators as a 

crisis capacity strategy and identified ultraviolet-C (UV-C) germicidal irradiation as one of the 

most promising methods for primary decontamination1. UV-C plays an important role in infection 

control across the medical industry but, due to the complex geometry and material properties of 

N95 respirators, the UV-C measurement considerations for N95 decontamination differ 

substantially from more established applications of germicidal UV-C. Safe and effective UV-C 

decontamination depends critically on (1) the spectral overlap between the emission spectrum of 

the light source and the wavelengths capable of inactivating the pathogen (i.e., the action 

spectrum), and (2) how much energy is delivered to the pathogen (fluence, often described as 

dose1). However, accurately measuring and reporting these characteristics for UV-C N95 

 
1

 Not all the energy incident on a substrate is absorbed. While dose is almost always used in the germicidal UV-C literature to describe the energy 

incident on the material being decontaminated, dose can also refer to the total amount of absorbed (not incident) energy in other contexts. The most 

accurate technical term to describe the total incident UV-C energy (in units of J/cm2) on a surface is fluence2. However, to align with the germicidal 

UV-C literature, here we choose to use the term “dose” to describe total incident energy on an N95. Similarly, while fluence rate is a more technically 
accurate term to describe the radiant power (in units of W/cm2) irradiating a sample from all directions2, here we use the term irradiance to align 

with the decontamination literature. 
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decontamination systems is complicated, and measurement standards targeting the unique 

challenges of complex, multi-material N95 respirators remain in development. 

Accurate measurements of UV-C dose are central both for verifying that decontamination 

systems are operating within specification and for reproducible reporting. UV-C dose 

measurements provide a key link in the translation of effective and reproducible decontamination 

protocols across different communities: from UV-C device manufacturers and researchers, to 

infection control staff implementing UV-C N95 decontamination. In this paper, we highlight key 

measurement considerations for researchers, engineers, and clinical staff who are evaluating and 

implementing UV-C-based decontamination of N95 respirators. First, we highlight the technical 

and regulatory context for UV-C N95 decontamination; second, we discuss the science behind 

UV-C decontamination, highlighting the central importance of both wavelength and dose in viral 

inactivation; third, we examine techniques and common pitfalls in UV-C dose measurement; and 

finally, we outline best practices that help avoid these pitfalls. 

 

9.3 UV-C for N95 decontamination 
UV-C radiation is widely used as a secondary technique for decontamination of air3, water4, 

and non-porous surfaces5.  Until April 2021, CDC guidance1 and hospital protocols6 indicated that 

UV-C was being used as a primary and standalone decontamination method for N95 respirators 

under crisis capacity conditions7. As a primary decontamination technique, the application of UV-

C to N95 respirators requires specific consideration of the complex geometry, porous multi-

material electret layers, and filtration central to N95 respirator function. For example, UV-C 

radiation is heavily attenuated through non-UV-C-transparent and scattering materials; dose 

received at interior layers may be orders of magnitude lower than the applied dose at the outer 

surface of the N95      (Figure 9.1A)8. UV-C attenuation through the porous layers requires special 

consideration to ensure that the dose received at all contaminated layers within the respirator is 

sufficient for decontamination8.  Consequently, decontamination of porous materials can require 

100× higher applied dose at the surface than that required for non-porous surfaces with low surface 

roughness9,10, but excessive doses can reduce respirator function11. The electrostatic respirator 

filter material is also damaged by chemical disinfectants such as ethanol12, limiting the use of some 

primary healthcare surface disinfectants. Furthermore, the complex 3D geometry of N95 

respirators can result in the received dose varying several-fold across a single N95 respirator13,14 

and about twenty-fold across different N95 respirators within one decontamination system14, with 

received dose strongly dependent on the incident angle of UV-C irradiation (Figure 9.1A-B)15.  

Due to the technical challenges and additional considerations required for implementing 

UV-C decontamination for N95 respirators, federal guidelines for UV-C decontamination of N95 

respirators remain in development16. For example, the CDC has assessed the impact of several 

UV-C N95 decontamination systems on the fit and filtration of specific N95 respirator models, but 

the assessment “is not to determine the effectiveness of the decontamination procedure at killing 

the pathogenic microorganism”17. The U.S. Food and Drug Administration (FDA) guidelines 

emphasize that while the FDA regulates UV-C sources, the lack of clear and standardized 

manufacturer data on wavelength, duration and associated dose of UV-C radiation required to 

inactivate severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), the  strain of 

coronavirus that causes COVID-19, presents an outstanding challenge18. In addition, the FDA 

allows previously approved disinfectant devices to be extended to SARS-CoV-2 inactivation19. 

However, the FDA requires any previously approved device to apply for an Emergency Use 

Authorization (EUA) and 510(k) when adapted to new applications including decontamination of 
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N95 respirators and other single-use PPE16. A 510(k) is a premarket submission made to the FDA 

to demonstrate that a device to be marketed is as safe and effective as a legally marketed device. 

For example, a steam sterilization device with prior 510(k) clearance for sterilization of materials 

in healthcare settings required an FDA-issued EUA before it was approved for N95 

decontamination20. While the FDA has issued numerous EUAs for devices implementing the other 

two PPE decontamination methods (moist heat and vaporous hydrogen peroxide)20,21 identified as 

promising by the CDC for crisis-capacity conditions, as of January 2021, only one limited EUA 

has been issued for the use of UV-C to reduce bioburden on one N95 model22.  

Despite this context, the accessibility and relatively low cost of UV-C sources has led to 

widespread implementation of UV-C for N95 decontamination in both research12,23,24 and medical6 

environments. Decontamination system specifications depend on technical measurement factors, 

such as the wavelengths emitted, the wavelengths detected, the type and position of UV-C detector, 

and the method of analysis. Reports of UV-C-based decontamination of N95 respirators often fail 

to report parameters necessary to ensure validation and reproducibility despite using diverse types 

of UV-C sources and different measurement devices. To accurately describe, evaluate, and 

reproduce UV-C decontamination protocols, parameters such as type, number, and location of UV-

C sources, orientation and position of both N95(s) and UV-C detector(s) relative to UV-C 

source(s), model of N95 and UV-C detector, decontamination chamber specifications (e.g., 

reflectivity), and other details of dose quantification (Appendix) are needed.  Omitting these 

parameters for the source, target, or detector when reporting decontamination procedures 

substantially limits validation and reproducibility. In addition, standards for measurement are 

currently limited, which impedes comparison of UV-C sources and detectors25. In particular, 

minimum reporting standards for systems claiming UV-C decontamination of N95 respirators are 

urgently needed to facilitate comparison and critical evaluation. Here, we provide an overview of 

UV-C measurement fundamentals to inform the development of measurement and reporting 

standards for UV-C N95 decontamination systems. 

 
Figure 9.1. Factors affecting UV-C dose distribution and measurement for N95 decontamination.  (A) Factors 

affecting UV-C dose applied to the N95 respirator. Sloped surfaces and attenuation by the N95 layers reduce received 

UV-C dose. (B) Factors affecting UV-C dose distribution within a decontamination system. UV-C irradiance can vary 

spatially and temporally. (C) Key specifications of UV-C detectors, including wavelength specificity, dynamic range, 

and angular response. Figure adapted with permission from Su & Grist, et al.14 
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9.4 Key germicidal UV-C specifications: Wavelength and dose 
Not all wavelengths of UV radiation offer sufficient germicidal efficacy for N95 respirator 

decontamination. Absorbed germicidal UV-C radiation (200 nm - 280 nm) inactivates pathogens 

by promoting photochemical reactions that damage proteins and genomic material26,27. Distinct 

wavelengths have different microbe-specific germicidal efficacy, a relationship represented in 

what is known as the action spectrum of a microbe. The overlap between the action spectrum and 

the UV-C source emission spectrum will determine the efficiency of germicidal action, with higher 

efficiency when the overlap is greater.  For many pathogens, there is a peak in the action spectrum 

at the absorption maximum of genomic material, around 260 nm. While research into the 

germicidal action spectrum of SARS-CoV-2 is ongoing, a working assumption is that the action 

spectrum will be similar to that of viral analogues with similar structure that exhibit a peak near 

260 nm27,28.  Germicidal UV-C radiation sources emit close to this maximum, such as the narrow 

emission around 254 nm from low-pressure mercury lamps commonly used as germicidal sources. 

The relative efficacy of emerging monochromatic and polychromatic UV-C sources is also an area 

of active research, highlighting the importance of rigorous measurement and reporting to facilitate 

accurate comparison of sources with different emission spectra.  While shorter wavelengths within 

the UV-C range (~200 nm - 220 nm) can have higher germicidal efficacy27, these wavelengths 

may be more strongly attenuated by the multiple N95 layers, requiring confirmation of dose and 

viral inactivation on interior layers. Longer-wavelength UV radiation (>280 nm), such as UV-B 

and UV-A in sunlight, has substantially lower germicidal activity29 and has not been shown to 

decontaminate porous materials such as N95 respirators. While UV-B (280 nm - 320 nm) can 

photochemically damage nucleic acids, UV-B is orders of magnitude less efficient than UV-C 

wavelengths29 due to reduced overlap with the absorption spectrum of nucleic acids. While UV-A 

(320 nm - 400 nm) can generate reactive oxygen species to contribute to pathogen inactivation 

(particularly in water)30,31, UV-A is generally not considered germicidal26. Because absorption by 

the multiple porous N95 layers causes N95 decontamination to require about 100 times higher 

applied dose8 as compared to more common applications (e.g., air, water, non-porous surface 

decontamination), UV-A and UV-B likely have insufficient germicidal efficacy to be feasible for 

N95 decontamination. 

Efficacy of germicidal UV-C also depends critically on dose. Studies on other 

coronaviruses and influenzas indicate that 254 nm UV-C doses (from a low-pressure mercury UV-

C source) of at least 1.0 J/cm2 at the N95 respirator surface can lead to ≥ 99.9% viral inactivation 

on most N95 models9,32. Preliminary studies using both UV-C LEDs and mercury lamps have 

found that UV-C doses of at least 1.5 J/cm2 are required to yield ≥ 99.9% inactivation of SARS-

CoV-2 on some N95 respirator models12,24, and research on SARS-CoV-2 inactivation on N95 

respirators is ongoing. On the other hand, studies indicate that doses over 120 J/cm2 can cause 

respirator degradation11. Because it is infeasible to measure UV-C dose delivered to viral particles 

embedded in the interior layers of the respirator during a decontamination cycle, the dose required 

for pathogen inactivation or degradation is typically reported in terms of dose applied at the 

respirator surface. However, because UV-C transmission through N95 respirator layers is N95 

model-dependent8, the minimum dose applied at the N95 surface for pathogen inactivation 

throughout all N95 layers will differ from model to model. These examples underscore that to use 

germicidal UV-C for effective and reproducible decontamination of N95 respirators, accurate 

measurement and reporting of UV-C wavelength and dose are paramount.  
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9.5 Critical UV-C source and detector metrics 
Applying sufficient UV-C dose to N95 respirators can make – or break – effective 

decontamination33. While measurement of pathogen inactivation is the most direct way of 

verifying decontamination efficacy on N95 respirators, this approach is time- and resource-

intensive. It is largely infeasible to perform pathogen inactivation assays at the frequency 

necessary to validate the ongoing efficacy of UV-C decontamination systems, especially in 

healthcare settings. UV-C decontamination systems must be regularly validated because the 

irradiance reaching an N95 can vary with UV-C light source age, environmental factors such as 

temperature, and setup-dependent shadowing or reflections. In particular, the material properties 

of nearby surfaces, such as UV-C reflectivity, have a substantial influence on the spatial pattern 

and magnitude of UV-C dose delivered to N95 respirators34,35. Thus, even if the UV-C output or 

pathogen inactivation efficacy of a particular UV-C lamp or decontamination system has been 

rigorously characterized by the manufacturer, frequent UV-C dose measurements are a more 

scalable, reliable, and cost-effective method (as compared to pathogen inactivation testing) for end 

users to ensure the system continues to operate within specification in the particular user 

environment.  

Despite its critical role, UV-C dose is not always calculated or reported in a standardized 

way25. Dose (energy, in J/cm2) is the integrated irradiance measured on a surface (W/cm2) over the 

exposure time (s). Germicidal efficacy is wavelength dependent. Thus, to compare UV-C sources 

with different emission spectra and to evaluate overlap between a UV-C source and the pathogen 

action spectrum, dose reported from polychromatic sources should weight each wavelength by its 

respective, relative germicidal efficacy2,36. Unless a detector is omnidirectional, measured UV-C 

dose will depend on the location and orientation of the UV-C detector with respect to the source. 

As a result, to ensure reproducibility, it is critical to measure and report UV-C dose along with 

parameters such as UV-C source, distance from and position with respect to the source, measured 

irradiance, and exposure time (Appendix).  

Accurate dose measurements depend on the selection of an appropriate UV-C sensor. 

Detectors such as radiometers, dosimeters, and dose indicator strips are all used to measure and/or 

calculate UV-C dose. Characteristics of UV-C sensors, such as the sensor wavelength sensitivity 

spectrum, dynamic range, and angular response strongly affect measured values37. As a result, it 

is important to consider the working principle of the sensor when matching a sensor to a given 

application. For example, radiometers can provide quantitative measurements appropriate for 

research or validation environments, but radiometers which do not have an ideal cosine response 

(e.g., those that are designed for collimated sources) will not accurately report UV-C doses from 

non-normal incident radiation. Additionally, angular response of UV-C sensors is often not 

characterized or provided. Spherical actinometric detectors relate the detector quantum yield to the 

dose on a surface, are widely used to calibrate physical sensors, and accurately measure dose on 

complex geometries. However, actinometry can be labor intensive, and the diversity of chemical 

transitions used in actinometry require careful reporting for accurate measurement and 

reproducibility2,38. Low-cost photochromic dose indicator strips can offer a straightforward 

colorimetric indicator of dose range, are commonly used in healthcare settings, and may facilitate 

implementation of UV-C decontamination across both low- and high-resource environments. 

However, these qualitative indicators are subject to potential pitfalls: dose indicator strips are 

commonly sensitive to both UV-B and UV-C, and those designed for non-porous or low-dose 

applications frequently have insufficient dynamic range, saturating below the 1.0 J/cm2 dose 

required for decontamination of many N95 models14,39. Thus, even when the goal is simply to 
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verify that a decontamination system is operating within specification, understanding the 

specificity and dynamic range of qualitative UV-C dose indicators is critical. The ability to perform 

reproducible UV-C decontamination of N95 respirators, whether in the lab or the clinic, requires 

applied dose to be measured with a UV-C-specific sensor capable of measuring at least 1.0 J/cm2 

and with maximum sensitivity aligned with the pathogen action spectrum (e.g., 260 nm). If the 

detector has a non-ideal angular response, the beam divergence at the detector should be identical 

to the conditions under which the sensor was calibrated, without which measurement errors are 

common (Figure 9.1C).  

 

9.6 Common measurement pitfalls 
Several common pitfalls hinder accurate measurements of UV-C wavelength and dose, 

which are listed in Table 9.1. One common source of error is a mismatch between the light source 

and detector. For example, dose measurements with a broadband sensor will collect not only 

germicidal UV-C but also minimally- or non-germicidal wavelengths such as UV-A/B, visible, 

and infrared radiation – often with even greater sensitivity. Unless UV-C is specifically isolated at 

the sensor (e.g., with a bandpass filter), this mismatch will yield artificially high readings of UV-

C dose. While different standards define different acceptable wavelength ranges of sensor 

sensitivity for different applications2,40,41, sensors specifically used to measure UV-C should be 

responsive to wavelengths between 220-280 nm with peak response at the emission peak of the 

UV-C source (e.g., 254 nm for low-pressure mercury lamps)41. Methods to calculate a correction 

factor to account for the wavelength-dependence of a sensor are further described by Bolton & 

Linden2. Another common mistake is in mapping measurements of power or irradiance to dose.  

Since the irradiation of a UV-C source can vary over both space and time (Figure 9.1B), 

calculations of dose determined by multiplying a single irradiance measurement by exposure time 

can result in overestimates or underestimates of the dose applied (as shown in Table 9.2). Instead, 

applied dose is more accurately determined by integrating irradiance measured throughout the 

entire exposure time, to account for fluctuations in applied irradiance.  

Many of the risks associated with over- or under-estimating applied dose can be managed 

with an understanding of the working principles of the UV-C source and detector and through 

adequate reporting. However, the implications of over- or under-reporting UV-C dose applied to 

N95 respirators are wide-ranging and user-dependent, as demonstrated in Table 9.2. For example, 

if researchers studying viral inactivation over-estimate the UV-C dose required to decontaminate 

N95 respirators (e.g., reported dose is higher than true delivered dose), this can provide a margin 

of safety; however, if clinical staff over-estimate the UV-C dose delivered to N95 respirators 

during a decontamination cycle, this could result in incomplete decontamination and create a 

transmission risk. Understanding the best practices in UV-C dose measurement can help users 

choose the most conservative UV-C measurement approach for their application. 
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Table 9.1. Common pitfalls in UV-C dose measurement for N95 decontamination. 
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Table 9.2. Importance of considering over- and under-reporting of UV-C dose. 

 
 

9.7 Best practices for UV-C measurements and methods 
Because UV-C dose is the key metric used to link research to implementation, 

understanding the best practices for characterizing and reporting UV-C decontamination systems 

is critical for both the research and clinical communities. The measurement needs differ among 

communities (e.g., precise, quantitative UV-C dose readout may be valuable for researchers 

studying the effect of UV-C on pathogen inactivation or N95 function, while clinical staff may 

solely need to verify that the UV-C dose applied to N95 respirators is within a specified range). 

However, a shared understanding of the factors impacting UV-C dose measurements is critical to 

allow users to accurately evaluate and implement UV-C for N95 decontamination, in the context 

of current federal regulations. Here, we outline key considerations for multiple user groups when 

studying, evaluating, or implementing UV-C N95 decontamination. 

In research. Researchers developing or studying UV-C N95 decontamination systems can support 

safe and effective UV-C N95 decontamination both in the way they perform and report UV-C 

measurements. In making UV-C measurements, consider the implications of over- and under-
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estimating dose and choose the most conservative option (yellow cells in Table 9.2). For clinical 

staff to evaluate and reproducibly implement UV-C for N95 decontamination, researchers and 

device manufacturers also must report in sufficient detail the way in which UV-C measurements 

were made25. Best practices, or ‘minimum reporting standards’, are common across scientific 

disciplines42,43. These standards would be valuable for UV-C decontamination of N95 respirators. 

Standards should include physical specifications for both the UV source and the optical detector, 

along with necessary optical elements such as filters, diffusers, or cosine correctors. Data 

acquisition and analysis should also be explicitly reported, describing how dose was measured and 

calculated and how (or if) viral inactivation was verified. A list of suggested reporting parameters 

can be found in the Appendix. Thorough and standardized reporting provides a path to sidestep 

common pitfalls and realize the potential for UV-C to dramatically mitigate crisis capacity 

conditions.  

In clinical implementation.  

In evaluating UV-C decontamination systems: When reading and interpreting research, it is 

important for users to understand how UV-C dose was measured and to critically evaluate the 

accuracy of reported UV-C dose. To ensure N95 decontamination, data should establish UV-C-

induced viral inactivation on the specific N95 model and in an enclosure that is comparable to that 

available at the workplace. To ensure that UV-C treatment does not reduce N95 respirator function, 

users should also assess whether preservation of respirator fit and filtration was evaluated, and 

consider how the applied UV-C dose compares to the maximum dose at which respirator integrity 

is expected to be maintained11.   

In implementing UV-C N95 decontamination protocols: UV-C decontamination should be used 

only during critical N95 shortages when in accordance with federal guidelines. UV-C dose should 

be regularly measured, particularly at locations receiving the highest and lowest dose, as the range 

of applied dose impacts decontamination efficacy and the number of times N95 respirators can be 

safely decontaminated prior to material degradation. The calibrated sensors used for these 

measurements should have narrow-band UV-C detection. Other factors that are important to 

consider when implementing N95 decontamination and reuse: 

 

1. High UV-C exposure, whether through a single high dose treatment or many UV-C 

cycles, can degrade respirator materials and reduce filtration efficacy11. Due to 

differences in material construction, the maximum dose that an N95 can withstand may 

be model-dependent. 

2. Decontamination and multiple donning and doffing cycles can affect fit44. 

3. Shadowing and irradiation of surfaces non-perpendicular to the incident UV-C decrease 

the received dose and increase dose non-uniformity. For example, the lower viral 

inactivation efficacy observed on N95 facepieces with ridges has been attributed to 

shadowing9. The irradiance reaching shadowed surfaces will depend on the absorbance 

of the material in the optical path between the UV-C source and shadowed surface. 

Additionally, because irradiance depends on the angle of incident radiation15, N95 

surfaces that are steeply-sloped with respect to the incident light will generally receive 

a lower UV-C dose (Figure 9.1A). 

4. Soiling agents (saliva, oils) can modulate pathogen inactivation efficacy by reducing 

UV-C penetration into the respirator material45,46. 

5. Viral inactivation can be N95 model-dependent9. 
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6. Other pathogens with lower UV-C susceptibility – especially bacterial spores – may 

remain active on N95 respirators even if the applied UV-C dose achieves viral 

inactivation47–49. 

7. Elastic straps may require a secondary decontamination method9. 

 

Applying the appropriate UV-C wavelength and dose are critical metrics for reproducible UV-C 

N95 decontamination protocols under crisis capacity conditions. Engaging vertically-integrated 

teams with engineering, infection control/sterile processing, and clinical expertise promotes 

technical validation and safe processing workflows. Full consideration of the technical and 

practical considerations of UV-C N95 decontamination is key to more safely weathering 

pandemic-induced crisis capacity conditions.  

 

9.8 Appendix: Recommended UV-C author reporting summary 
Recommended reporting summary for authors sharing research on UV-C decontamination of N95 

respirators, to support dissemination of accurate and reproducible UV-C decontamination 

protocols.  
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Chapter 10  
 

Development of a quantitative UV-C dosimetry 

technique using photochromic indicators 
 
Adapted with permission from A. Su*, S. M. Grist*, A. Geldert, A. Gopal, & A. E. Herr, 

“Quantitative UV-C dose validation with photochromic indicators for informed N95 emergency 

decontamination”, PLOS One, 2021, and from A. Geldert*, A. Su*, A. W. Roberts, G. Golovkine, 

S. M. Grist, S. A. Stanley, & A. E. Herr, “Mapping of UV-C dose and SARS-CoV-2 viral 

inactivation across N95 respirators during decontamination,” MedRxiv and in revision. 

 

10.1 Abstract 
N95 respirator shortages induced by the COVID-19 pandemic have led frontline medical personnel 

and first responders to reuse this disposable – but sophisticated – multilayer respirator.  Widely 

used to decontaminate nonporous surfaces, ultraviolet-C (UV-C) light has demonstrated 

germicidal efficacy on porous, non-planar N95 respirators when all surfaces receive ≥1.0 J/cm2 

dose. Of utmost importance across disciplines, translation of empirical evidence to implementation 

relies upon UV-C measurements, which are frequently confounded by radiometer complexities. 

To enable rigorous on-respirator measurements, we introduce a photochromic indicator dose 

quantification technique for UV-C treatment design. While photochromic indicators traditionally 

have a qualitative readout, our methodology establishes that quantitative color-changing dosimetry 

can achieve the necessary accuracy (>90%), uncertainty (<10%), and UV-C specificity (>95%) 

required for UV-C dose measurements.  Additionally, we demonstrate that numerous consumer 

electronics can be adapted for accessible quantitative readout. In a measurement infeasible with 

radiometers, we observe a striking ~20× dose variation over N95s within one decontamination 

system. By transforming photochromic indicators into quantitative dosimeters, we illuminate 

critical considerations for both photochromic indicators themselves and UV-C decontamination 

processes. 

 

10.2 Introduction  
Ultraviolet (UV) light in the UV-C wavelength range is one of three promising methods 

identified by the United States Centers for Disease Control and Prevention (CDC) for N95 

respirator (N95) decontamination as a shortage mitigation strategy during the COVID-19 

pandemic 1.  Building upon years of literature evidence demonstrating that specific UV-C doses 

inactivate viruses while preserving respirator fit and filtration 2–5, UV-C decontamination of N95 

respirators has become a rapidly expanding area of interest for both research and implementation 
6.  However, effective UV-C bioburden reduction (while appearing straightforward) requires 

exquisite attention to detail in both treatment design and validation of treatment 

parameters.  Challenges and intricacies of UV-C measurements can stymie study translation when 

UV-C dose measurements reporting viral inactivation are not robustly characterized.  Innovation 

is urgently needed to introduce new measurement workflows that are both quantitatively robust 

and translatable across UV-C systems and facilities. 
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UV-C pathogen inactivation critically depends on two physical properties: wavelength and 

dose (or fluence), where dose is defined as integrated irradiance over the exposure time.  Longer 

UV-C wavelengths (240-280 nm) inactivate pathogens like SARS-CoV-2 by damaging their 

genetic material (absorption peak near 260 nm) 7 (Figure 10.1a); far (short-wavelength) UV-C 

also damages proteins 8.  Because UV-C decontamination relies upon pathogen interaction with 

electromagnetic radiation, efficacy depends on direct line-of-sight between the UV-C source and 

target surface. As is well established in the literature, UV-C irradiance, and therefore integrated 

dose, is attenuated throughout the thickness of an N95 respirator due to reflection, absorption, and 

scattering of UV-C photons as light passes through each porous N95 material layer (Figure 10.1b) 
9.  Thus, in contrast to nonporous surfaces, effective decontamination of N95 respirators requires 

that the minimally acceptable UV-C dose is delivered not just to viral particles on the exterior 

surface, but also to those that may be embedded in interior N95 layers.  Because integrating 

dosimeters into intact respirators is infeasible, decontamination efficacy throughout the N95 layers 

is typically measured in the peer-reviewed literature as a function of UV-C dose applied to the 

N95 surface. The established approach to quantify the minimum surface UV-C dose for N95 

decontamination is to directly assess active virus recovered from throughout the N95 layers (e.g., 

using the TCID50 assay) vs. surface dose 3,10,11. On the majority of N95 models, studies (almost all 

of which used 254 nm low-pressure mercury light) support ≥1.0 J/cm2 UV-C dose across the entire 

N95 surface for ≥3-log reduction of SARS-CoV-2 analogues 2,4,12: a 100-1000× higher dose than 

that required for non-porous surface decontamination 13.  

Researchers have also used an augmented approach to measure UV-C attenuation through 

the N95 layers, then used this attenuation to scale the surface dose and quantify the inner-layer 

UV-C dose delivered to embedded viral particles 9. Critically, measured attenuation varied by a 

factor of >100 between N95 models 9; furthermore, the wide variation in N95 morphology 

enhances inter-model differences in applied UV-C dose because irradiance depends on the incident 

angle following Lambert’s cosine law (Figure 10.1b) 14. Likely because of the impact of both 

model-dependent attenuation and morphology on UV-C dose reaching the N95’s inner layers, UV-

C viral inactivation efficacy on N95s varies between models 3,4,9.  

UV-C measurement challenges are further exacerbated by radiometer complexities 15. The 

accuracy and relative uncertainty of digital UV-C radiometers are established through calibration 

to a known standard (e.g., from the National Institute of Standards and Technology) 16; however, 

accuracy is dependent on sensor linearity, spectral sensitivity, and angular response 15,17 (Figure 

10.1c) .  Though some countries have adopted standards for comparison between sensors 18, no 

universal standards exist 19.  Consequently, there is large variability between sensors in 

environments differing from the calibration setup, compromising replicability when detailed 

reporting is omitted.  Furthermore, radiometers are costly, limited, low-throughput, and bulky, 

precluding measurements on complex 3D surfaces (which require fine spatial resolution and ideal 

angular response).  As a result, UV-C dose is often not robustly characterized, and relative doses 

over a 3D N95 surface have not yet been empirically quantified using sensors rigorously validated 

for this application.  

Photochromic, color-changing UV-C indicators (PCIs) for evaluating surface 

decontamination are commercially available and address challenges presented by digital 

sensors.  Due to their low cost and small, flexible form factor, PCIs are ideal for characterizing 

UV-C uniformity and have been applied for this characterization in hospital rooms 20.  PCIs are 

intended for qualitative validation; however, there has been effort to quantify color change (a topic 

of broader interest 21–26) to characterize water sterilization reactors 27.   
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In this work, we introduce a novel PCI-based dose quantification workflow (Figure 10.1d) 

for informed design and validation of UV-C N95 decontamination systems. We first demonstrate 

that PCI color quantification can yield UV-C-specific quantitative dose measurements with high 

accuracy (Figure 10.1d, i) and near-ideal angular response, using a variety of color measurement 

tools. We then use this relationship between color change and UV-C dose to show how PCIs can 

be implemented by end users: high throughput dose mapping within the treatment plane (Figure 

10.1d, ii), combined with assessment of dose distribution across the N95 surface (Figure 10.1d, 

iii) allow PCIs to highlight critical locations to monitor (both on-respirator and on the treatment 

plane) for informed design. Relative dose measurements using PCIs can then be made on N95s 

positioned in the identified treatment locations (Figure 10.1d, iii) in order to identify the on-N95 

locations receiving the lowest and highest UV-C dose. Overall, we show that quantitative PCI-

based UV-C dosimetry is an accessible and versatile method to characterize UV-C dose 

distribution – within the dynamic range of the PCI-color reader pair – on both the treatment 

chamber floor and N95 surfaces. 

 

10.3 Materials & Methods 
UV-C sensors. A Model 308 data-logging UV radiometer equipped with a 254 nm sensor (Optical 

Associates, Inc., OAI) was used for irradiance measurements in Figure 10.2, Figure 10.4a and 

Figure 10.4d (all tools except Color Muse), Figure 10.5, and Figure 10.6. An ILT1254/TD UV-

C (International Light Technologies, ILT) radiometer with a near-ideal cosine angular response 

was used for secondary validation of some OAI irradiance measurements, and was used in Figure 

10.3, Figure 10.4b-c and the Color Muse data in Figure 10.4d, and Figure 10.7.  Both radiometers 

are NIST-traceable and were calibrated within 2 months of data collection. Dose was calculated 

from irradiance data measured by the OAI radiometer and data logging software over the exposure 

time: 𝑑𝑜𝑠𝑒 = ∑ (𝐼𝑟𝑟𝑎𝑑𝑖𝑎𝑛𝑐𝑒 ⋅ ∆𝑡𝑡𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒
).  

UV-C sources. Two different Spectroline UV decontamination chamber models (of different 

sizes) were used as UV-C sources for all experiments other than the angular response 

measurements.  

The larger model (referred to as the ‘1500 model’) was either the XL-1500 Spectrolinker 

equipped with six low-pressure mercury bulbs (BLE-1T155, uvebay.com) or Spectroline HCL-

1500 equipped with six low pressure amalgam bulbs (BLE-1T155, Spectroline); both have the 

same dimensions. In order to record the dose delivered in the XL-1500 enclosure using the 

radiometer, the OAI meter was wrapped in UV-C blocking material (PVC) and placed along the 

back wall of the chamber. This meter was plugged into a Microsoft Surface Pro tablet wrapped in 

multiple layers of UV-C blocking materials positioned on the left-hand side of the chamber floor. 

The tablet was controlled remotely using TeamViewer to record irradiance values over time. All 

PCI dose-response curves were measured near the center of the chamber, beside the Surface tablet. 

The HCL-1500 chamber had a custom-cut small notch in the door to accommodate a sensor cable. 

With this modified instrument, data logging could be performed with the meter and tablet outside 

of the UV-C chamber. 

The smaller UV-C chamber model (referred to as the ‘1000 model’) is a Spectronics XL-

1000 chamber with BLE-8T254 low pressure amalgam bulbs and a custom-cut notch in the door 

for a radiometer sensor cable. The UV-C chamber model used for each experiment is stated in the 

corresponding figure caption.  
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UV-C dose-response of PCIs. Commercial PCIs marketed for UV-C detection from two different 

companies were assessed: UVC 100 Dosimeter Dots from Intellego (‘PCI1’) and Control-Cure 

UV-C Intensity Labels (N010-004) from UV Process Supply (‘PCI2’). Dose measurements were 

quantified by integrating irradiance measurements logged by the OAI radiometer over time using 

a custom Python script, or from measurement logged by the ILT radiometer using a custom 

MATLAB script. PCIs were placed on a plastic container of similar height to the sensor (16 mm 

[OAI] or 35 mm [ILT]). The irradiance at the PCI location was verified to be within 0.02 mW/cm2 

of the irradiance at the radiometer location prior to measurements. PCIs were cut into pieces and 

a single sample was placed on either the digital sensor or plastic container and exposed during 

bulb warm-up to serve as a saturated reference. D65/10º L*a*b* measurements of both saturated 

and unsaturated reference PCIs were recorded using an RM200QC spectrocolorimeter (X-Rite). 

After bulb warm-up, sample PCIs were irradiated for a set amount of time using the “time” 

operating mode of the UV-C treatment system. After UV-C exposure, the color of the exposed PCI 

was immediately (within 5 min) assessed using the RM200QC spectrocolorimeter (set to report 

the average of three measurements of each sample) or other color measurement tool. 

Quantifying dose-response curves of PCIs. D65 L*a*b* measurements of PCI color assessed 

using the RM200QC spectrocolorimeter, along with UV-C doses (integrated from irradiance 

measurement logs of the radiometer readings: 𝑑𝑜𝑠𝑒 = ∑ 𝐼𝑟𝑟𝑎𝑑𝑖𝑎𝑛𝑐𝑒 ⋅ ∆𝑡𝑡𝑒𝑥𝑝𝑜𝑠𝑢𝑟𝑒
) were compiled 

into a spreadsheet format using custom Python scripts, and then analyzed in MATLAB® using 

scripts custom-written for this application.   In order to minimize the impact of 

imaging/measurement conditions on the PCI color measurement, color difference from an 

unexposed PCI was assessed in all cases, rather than absolute PCI color. We computed the sets of 

equations for the CIEDE2000 ΔE color difference, as defined by Luo, Cui, and Rigg 28.  Our 

MATLAB implementation of CIEDE2000 was tested using the example color pairs presented by 

Luo, Cui, and Rigg 28, and found to yield the reported ΔE values for the 10 sample-reference pairs.   

Quantifying unknown doses using PCIs. In order to quantify unknown UV-C doses (e.g. across 

the treatment plane of the UV-C exposure system, or across the surface of an N95 respirator), color 

measurements from the RM200QC were read in from a spreadsheet into a custom MATLAB® 

script.  Previously generated calibration datasets (CIEDE2000 ΔE measured with the same 

instrument vs. known UV-C dose, as described in “Quantifying dose-response curves of PCIs” 

above) were read in and fitted with the calibration functions described in S3 File.  For each 

measurement, the L*a*b* color values for the exposed PCI and unexposed PCI reference 

(measured on the same day with the same instrument) were read in and the CIEDE2000 ΔE 

between this pair was computed as previously described.  The UV-C exposure dose was predicted 

from the CIEDE2000 ΔE using the calibration curve.  First, the inverse of the fit function was used 

to predict the dose from the color change.  Eq. 10.1 describes the fit function corresponding to 

first-order reaction kinetics: 

 𝑑𝑜𝑠𝑒(∆𝐸) = −𝑏 ∙   (1 − ∆𝐸
𝑎⁄ ) Eq. 10.1 

 

The fit function corresponding to second-order reaction kinetics was defined as Eq. 10.2: 

 
𝑑𝑜𝑠𝑒(∆𝐸) =

∆𝐸

1
2⁄ ∙ 𝑎2 ∙ 𝑏 − 𝑎 ∙ 𝑏 ∙ ∆𝐸

 Eq. 10.2 

To estimate the uncertainty on the predicted dose measurement (𝑢𝑑𝑜𝑠𝑒), methods for estimating 

uncertainties of calibrated values via propagation of error, along with uncertainties on the fitted 
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parameters (standard deviations 𝑠𝑎 and 𝑠𝑏) and ∆𝐸 measurement (standard deviation 𝑠∆𝐸), were 

used to estimate the variance of the measured value 𝑢𝑑𝑜𝑠𝑒
2 29 according to Eq. 10.3: 

 
𝑢𝑑𝑜𝑠𝑒

2 = (
𝛿𝑑𝑜𝑠𝑒

𝛿𝑎
)

2

𝑠𝑎
2 + (

𝛿𝑑𝑜𝑠𝑒

𝛿𝑏
)

2

𝑠𝑏
2 + (

𝛿𝑑𝑜𝑠𝑒

𝛿∆𝐸
)

2

𝑠∆𝐸
2 + 2 (

𝛿𝑑𝑜𝑠𝑒

𝛿𝑎
) (

𝛿𝑑𝑜𝑠𝑒

𝛿𝑏
) 𝑠𝑎𝑏  

Eq. 10.3 

 

Where 𝑠𝑎𝑏 denotes the covariance between a and b.  To complete this computation, 𝑠𝑎,  𝑠𝑏, and 

𝑠𝑎𝑏 were computed from the curve fit covariance matrix, and the partial derivatives of the inverse 

fit functions used in the computation of are as described in Table 10.1. 

 
Table 10.1. Fit functions, inverse fit functions, and partial derivatives used in uncertainty calculations for 

calibrated measurements. 

Fit type First-order Second-order 

Fit function 
∆𝐸 = 𝑎 {1 − 𝑒−

𝑑𝑜𝑠𝑒
𝑏 } 

∆𝐸 =

1
2

𝑎2 ∙ 𝑏 ∙ 𝑑𝑜𝑠𝑒

1 + 𝑎 ∙ 𝑏 ∙ 𝑑𝑜𝑠𝑒
 

Inverse fit 

function 
𝑑𝑜𝑠𝑒(∆𝐸) = −𝑏 ∙   (1 − ∆𝐸

𝑎⁄ ) 𝑑𝑜𝑠𝑒(∆𝐸) =
∆𝐸

1
2⁄ ∙ 𝑎2 ∙ 𝑏 − 𝑎 ∙ 𝑏 ∙ ∆𝐸

 

𝛿𝑑𝑜𝑠𝑒

𝛿𝑎
 

−𝑏 ∙ ∆𝐸

𝑎2 − 𝑎 ∙ ∆𝐸
 

4∆𝐸(∆𝐸 − 𝑎)

𝑏 ∙ 𝑎2(𝑎 − 2 ∙ ∆𝐸)2
 

𝛿𝑑𝑜𝑠𝑒

𝛿𝑏
 

−   (1 − ∆𝐸
𝑎⁄ ) −2 ∙ ∆𝐸

𝑎 ∙ 𝑏2 ∙ (𝑎 − 2 ∙ ∆𝐸)
 

𝛿𝑑𝑜𝑠𝑒

𝛿∆𝐸
 

𝑏

𝑎 − ∆𝐸
 

2

𝑏 ∙ (𝑎 − 2 ∙ ∆𝐸)2
 

 

The ∆𝐸 measurement uncertainty 𝑠∆𝐸 was measured from the standard deviation of 15 replicate 

measurements of unexposed PCI1 or PCI2 using the RM200QC, each compared to the same 

measurement of an exposed (saturated) PCI1 or PCI2, respectively.   

Ninety-five percent confidence intervals for predicted doses from each curve fit (𝛼 = 0.05) 

were predicted from the estimated variance (𝑢𝑑𝑜𝑠𝑒
2 ) using Eq. 10.4:30 

 
𝐶𝐼 = 𝑑𝑜𝑠𝑒𝑚𝑒𝑎𝑠 ± √𝑢𝑑𝑜𝑠𝑒

2 ∙ 𝑡1−𝛼
2⁄ ,𝜐 

Eq. 10.4 

where 𝑡1−𝛼
2⁄ ,𝜐 is the student’s t-inverse cumulative distribution (tinv in MATLAB®), and 𝜐 is the 

degrees of freedom for the calibration curve fit.  The relative widths of these 95% CIs (normalized 

to the measured dose) are defined by Eq. 10.5: 

 

𝐶𝐼𝑟𝑒𝑙 =
2 (√𝑢𝑑𝑜𝑠𝑒

2 ∙ 𝑡1−𝛼
2⁄ ,𝜐)

𝑑𝑜𝑠𝑒𝑚𝑒𝑎𝑠
 

Eq. 10.5 

In experiments where triplicate PCI measurements of unknown doses were acquired and quantified 

using the calibration curve process described above, the measured doses were first equalized by 

correcting with a factor related to the dose logged by the radiometer during each exposure to 

correct for differences in the exposure time/dose between replicate measurements.  To perform 

this correction, the doses measured from the PCI color change (as well as the confidence intervals 

and standard deviation of the measured value √𝑢𝑑𝑜𝑠𝑒
2 ) were multiplied by a target dose (constant 

across the replicate datasets) and divided by the logged OAI radiometer dose. After this correction 
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for differences in the dose to which the PCIs were exposed, the uncertainty estimated from the 

standard deviation of the replicate measurements was combined with the uncertainty from the 

calibration fit measurements by root sum of squares (Eq. 10.6): 

 
𝑢𝑡𝑜𝑡𝑎𝑙 = √𝑢𝑑𝑜𝑠𝑒

2 + 𝑢𝑟𝑒𝑝
2  

Eq. 10.6 

where 𝑢𝑑𝑜𝑠𝑒
2  is as described above, and 𝑢𝑟𝑒𝑝

2  is the squared standard deviation of replicate 

measurements.  For several datasets, dose measurement data are presented as relative doses 

(𝑑𝑜𝑠𝑒𝑛𝑜𝑟𝑚), normalized to measurements at a different location or in a different experimental 

setup (Eq. 10.7): 

 
𝑑𝑜𝑠𝑒𝑛𝑜𝑟𝑚 =

𝑑𝑜𝑠𝑒𝑚𝑒𝑎𝑠

𝑑𝑜𝑠𝑒𝑟𝑒𝑓
 Eq. 10.7 

 

For these normalized measurements, the uncertainty is calculated from the uncertainties on both 

the measured and reference estimated doses via propagation of error with Eq. 10.8: 

 

𝑢𝑛𝑜𝑟𝑚 = |𝑑𝑜𝑠𝑒𝑛𝑜𝑟𝑚|√(
𝑢𝑡𝑜𝑡𝑎𝑙,𝑚𝑒𝑎𝑠

𝑑𝑜𝑠𝑒𝑚𝑒𝑎𝑠
)

2

+ (
𝑢𝑡𝑜𝑡𝑎𝑙,𝑟𝑒𝑓

𝑑𝑜𝑠𝑒𝑟𝑒𝑓
)

2

 
Eq. 10.8 

Measured doses were plotted as heatmaps and histograms using the ‘inferno’ perceptually uniform, 

colorblind-friendly colormap, which was created by Stéfan van der Walt and Nathaniel Smith and 

adapted from Python’s matplotlib for use in MATLAB® by Ander Biguri 31. 

Assessing alternative imaging systems and colorimeters. To compare to other imaging systems, 

after each PCI exposure, the exposed indicator was imaged between unexposed and saturated 

references with the iPhone and Nikon D5500 within a FotodioX LED Studio-in-a-Box 

(FOSIAB2424, B&H) with the grey background installed. A platform was frequently inserted 

underneath the grey background to raise the PCIs closer to the cameras.  The included diffuser 

sheet was cut and installed to cover the LED lights but not the top hatch. Within the Studio-in-a-

Box, raw images of the PCIs were acquired using a Nikon D5500 equipped with a 40 mm macro 

lens or using Halide on an iPhone X at 2× optical zoom. The settings for both cameras were set 

manually and kept consistent within each experiment. At the conclusion of each experiment, the 

PCIs were scanned using VueScan, set to acquire raw images, on a flatbed scanner (LiDE 400, 

Canon). A Color Muse colorimeter (Variable, Inc, with Variable color app) was also aligned over 

the PCI using a template to measure color. 

 In order to compare color quantification from the RM200QC spectrocolorimeter ‘gold 

standard’ tool with that from more widely available imaging devices, images of the PCIs acquired 

with multiple imaging devices were compared.  For iPhone and DSLR images, a set of images 

(one for each exposed PCI) was acquired, each containing the exposed PCI between an unexposed 

and saturated PCI, with nearby white-balance region and Pantone® color match to the exposed 

PCI. For the flatbed scanner images, a single image of all of the exposed PCIs from a dose-response 

experiment, along with a single unexposed and single saturated PCI, was acquired on a white 

background.  iPhone and DSLR images were acquired after each PCI exposure; scanner images 

were acquired once all PCI exposures in an experiment were complete.  Raw images (.DNG for 

iPhone X, .NEF for DSLR, .TIF for flatbed scanner) were acquired and converted to .TIF format 

to be read into MATLAB® and analyzed using custom scripts.   

In the image analysis script, each image was read in sequentially and the user prompted to 

draw rectangular areas over (a) the exposed PCI, (b) the Pantone® match to the PCI, (c) the white 

region proximal to the PCI(s), (d) the unexposed PCI, and (e) the saturated PCI.  In all cases, care 
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was taken to draw a region encompassing only the region of interest (i.e., not edges, dust, or 

shadowed regions).  For the camera images (an image for each PCI), all 5 regions were denoted 

on each image (for each exposed PCI).  For the scanner images (a single image for all PCIs), a 

single region was denoted for the white, unexposed, and saturated regions, respectively, and used 

in the analysis for all exposed PCIs in one experiment, with only the PCI region denoted for each 

exposure dose (Pantone® matches were not scanned).  After all regions on each image were 

selected, the average RGB value for the white region was used to white-balance and exposure-

correct the image before computing the average RGB values for the other region types.  The RGB 

value for each region was then converted to the L*a*b* color space using MATLAB®’s built-in 

rgb2lab function. RGB and L*a*b* values from the processed images were then subjected to the 

same processing for color difference calculations as described above for the measured RM200QC 

L*a*b* values in “Quantifying dose-response curves of PCIs”. 

CIEDE2000 color differences from an unexposed PCI, computed from each image type as 

well as the RM200QC measurements of the same set of PCIs, were fitted to the appropriate 

calibration function and plotted (along with 95% prediction intervals) as a function of exposure 

dose, in order to compare the relative dose-responses and calibration uncertainties measured with 

each tool.   

Characterizing variability across the treatment plane. A 279.4 mm x 431.8 mm paper grid with 

63.5 mm markings was centered on the floor of the treatment plane in the 1500 model chamber. 

After bulb warm-up, the digital UV-C radiometer was placed at specified grid locations and peak 

irradiance was recorded over 15-20 s. The irradiance at the center of the treatment plane was 

verified to remain constant every 3-6 measurements to minimize variability caused by bulb output 

changes. The irradiances at all designated spatial locations were measured in triplicate. For PCI 

measurements (performed in duplicate), indicators were secured to the spatial locations on a copy 

of the 63.5 mm grid using double-sided tape. The grid was then inserted into the treatment system 

atop the master grid. The digital radiometer was placed in its designated location for data logging. 

After exposure, PCIs were transferred to a consolidated layout for RM200QC analysis and 

measured within ~15 min. 

PCI response to non-germicidal light. A 300 nm longpass filter (#46-417, Edmund Optics) was 

used to assess the reactivity of the PCIs to wavelengths longer than the germicidal (200-280 nm) 

UV-C range. For each experiment, one PCI was placed beneath the longpass filter on top of the 

plastic container and one PCI was placed on the digital sensor as an unfiltered control. Post-

exposure color was measured using the RM200QC. In order to assess the reactivity of the PCIs to 

sunlight, both models of commercial PCI were taped to the same white background using double-

sided tape and covered with black cardstock during transport outside. The exposure to sunlight 

began at 17:50 on May 30th, 2020 in Berkeley, CA, USA, when the UV index 32 was reported as 1 

by Apple Weather. The color change was recorded over 5 min via iPhone 8 video. Both pre- and 

post-exposure PCIs were imaged using the Nikon D5500 and quantified using the RM200QC. 

Angular response measurements. PCI angular response was characterized by measuring the 

RM200QC-measured dose quantified from PCIs exposed to a UV-C point source (Spectroline E-

Series handheld UV lamp with a BLE-2537S bulb and custom-built 2.54 cm diameter aperture) at 

different angles of incidence. To ensure the UV-C source was point-like (i.e., near-normally 

incident to a PCI perpendicular to the optical axis), we first determined the distance at which UV-

C output power is independent of distance by measuring the irradiance at several distances from 

the UV-C source using a radiometer16. UV-C output power at each distance was calculated from 

the Keitz equation using average (N = 3) irradiance measured at different distances from the UV-
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C source. The distance from the UV-C source at which output power changes by <5% between 

measurements (determined here to be ≥10.2 cm) was considered to be the point at which UV-C 

output power is independent of distance, which indicates that UV-C light is near-normally incident 

to a PCI perpendicular to the optical axis. 

To measure PCI angular response, UV-C dose measured by a PCI with differing incident 

light angles from a UV-C point source, normalized to the measured dose at 0o.  Angular response 

was measured between 0o-90o in 15o increments, in accordance with the range of angles used to 

characterize the angular response of other dosimeters.33 Each PCI was affixed with double-sided 

tape to a glass microscope slide in a filter holder (Thorlabs FH2) mounted on a rotation platform 

(Thorlabs QRP02). PCIs were placed 10.2 cm away from a UV-C lamp (Spectroline E-Series 

handheld UV lamp with a BLE-2537S bulb and custom-built 2.54 cm diameter aperture). At this 

spacing, UV-C is near-normally incident to a PCI perpendicular to the optical axis based on UV-

C output power measurements collected at different distances. To ensure consistent UV-C output 

between exposures, a radiometer was used to monitor dose during each exposure; all PCIs within 

an experiment were exposed to the same dose, as measured by the radiometer. To avoid shadowing, 

the radiometer was placed behind the PCI and at an offset such that the PCI/glass slide did not 

shadow the radiometer.  

Measuring dose received by N95 respirator surface. PCIs were affixed to the appropriate 

location on the surface of a NIOSH-approved Gerson 1730 N95 respirator using double-sided tape. 

Due to the limited dose range of the PCIs, preliminary experiments were conducted to determine 

an exposure time that caused all PCIs to change color within the dynamic range of the color 

calibration curves. For all but one condition, the exposure time was set for 8 s. For two exposures 

using PCI2 to quantify dose on a peripheral N95, the time was set for 19 s to take advantage of 

more of the PCI2 indicators’ range. These differences in exposure were compensated for in the 

analysis workflow described in “Quantifying unknown doses using PCIs” above.  The respirator 

was positioned in its marked location within the UV-C source (either center or periphery). In the 

center, the straps were spread away from the respirator to minimize shadowing. For measurements 

of the respirator on the periphery of the treatment plane, the straps were taped together and tucked 

under the respirator. The OAI radiometer, with a corresponding PCI on top, was placed in its 

designated location for irradiance logging. The color of all PCIs after exposure was recorded using 

the RM200QC. 

Visualizing reduced UV-C transmission through permanent marker ink. To demonstrate 

spatially resolved measurement, we visualized the UV-C shadowing abilities of permanent marker 

ink.  The “Cal” university logo was drawn with Sharpie® permanent marker on a UV-C-

transmissive (~82% transmittance) plastic plate sealer adhesive film.  The plastic film with 

permanent marker logo was then placed atop a PCI1 indicator within the UV-C treatment plane 

and exposed to UV-C for ~10s (applied UV-C not precisely controlled for this qualitative test).  

After exposure, the film and exposed PCI were imaged using the flatbed scanner. 

 

10.4 Results & Discussion 
Specifications for quantitative PCI-based UV-C dosimetry. UV-C dose measurements are 

frequently the only link between viral inactivation studies and implementation of each 

decontamination cycle. Decontamination efficacy and safety consequently depend on robust UV-

C measurements, defined by several critical metrics (Figure 10.1e) for which we have defined 

marginal and ideal values (Table 10.2).  
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First, we considered the dynamic range of measurement. The marginal dose measurement 

dynamic range for in situ validation of an N95 decontamination process (≥1.0 J/cm2) is based upon 

the marginally-acceptable dose to be delivered to each and every N95 surface for ≥3-log 

inactivation of enveloped viruses (based on peer-reviewed evidence in the scientific literature 
2,4,12). The measurement method needs to be able to discern whether this dose has been exceeded. 

Ideally, the measurement range would be higher (>3.0 J/cm2) as the location of the reference sensor 

during decontamination will likely receive a higher dose than the N95 surface receiving the lowest 

dose due to shadowing and the model-dependent angles of the N95 surfaces. While the dynamic 

range of PCIs alone did not meet the design specification for in-process validation (Figure 10.2), 

we investigate strategies to extend PCI dynamic range in Chapter 11. However, because informed 

design of N95 decontamination systems and processes can use relative dose measurements, the 

necessary dose measurement dynamic range for informed design can be lower than that for in-

process validation.  >0.1 J/cm2 was chosen as the marginal value for this application to ensure that 

the UV-C exposure times for informed design were no less than 1/10th those for in-process 

validation.  As informed design uses the same exact UV-C exposure system as that used for the 

actual decontamination process, low dynamic range PCIs would require very short exposure times 

because the systems are designed to deliver ≥1.0 J/cm2 during a reasonable exposure time.  These 

short exposure times during informed design may (1) not be feasible or (2) introduce unacceptable 

degrees of run-to-run variability.  

Next, we considered the allowable uncertainty of dose quantification. The calibration 

uncertainty for very well characterized UV-C radiometers is ~5% 34 (although many radiometers 

will not reach this level due to sources of error in UV-C measurements 35). As measurement 

solutions like PCIs have advantages over even the best calibrated radiometers (e.g., form factor), 

we identified a marginal target for PCIs of 4 times the value for radiometers, and an ideal target as 

twice the radiometer value.  These values (20% and 10%, respectively) allow reasonable ‘safety 

factors’ of <50% to be implemented to ensure minimally-acceptable doses are reached.  Safety 

factors are multipliers on the target dose to take into account uncertainty on the measurements 

(e.g., for 20% total propagated uncertainty, one may want to use a safety factor of 1.5 and ensure 

at least ≥1.5 J/cm2 was delivered to all N95 surfaces). Similarly, accuracy values (how well 

measurements align with a calibrated, NIST-traceable reference measurement) were chosen to 

align with target relative uncertainty. 

Finally, UV-C measurements for decontamination characterization and validation should 

only report irradiance or dose within the germicidal range (UV-C extends to 280 nm; germicidal 

efficacy at 300 nm is <10% of that at 254 nm 36).  For wavelength specificity, we selected marginal 

and ideal values such that the measurement response to >300 nm was 1-2 orders of magnitude less 

than that to <300 nm light from a commonly employed low-pressure mercury/amalgam source. 
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Figure 10.1. Mechanism and challenges of UV-C for N95 decontamination.   (a) UV-C at 254 nm primarily 

inactivates pathogens by damaging genomic material (absorption peak near 260 nm).  (b) The multilayer porous N95 

materials and 3D morphology reduce the irradiance (and thus dose) available for pathogen inactivation compared to 

the irradiance that reaches nonporous surfaces (IS), like the metal nosepiece (αlayer represents the layer-dependent 

attenuation factor).  (c) UV-C detectors often have angle-dependent responses that differ from the ideal cosine 

response expected from a surface such as flat PCIs.  (d) The introduced workflow allows end users to both design and 

validate their UV-C systems, reducing source- and sensor-specific inaccuracies. Critically, assessment of treatment 

area dose nonuniformity informs N95 placement during on-N95 measurements; on-N95 measurements in turn 

determine the parts of the N95 receiving the lowest and highest dose.  On-N95 measurements are designed to 

specifically measure steep-angled or potentially shadowed N95 regions. (e) Robust UV-C measurements must meet 

key specifications, including dynamic range of quantification (before the indicator saturates), relative measurement 

uncertainty (determined from error propagation from the confidence intervals on the calibration curve fit), accuracy 

of the measurement compared to a calibrated standard sensor, and specificity of the PCI response to the germicidal 

wavelength range (in order to accurately report germicidal activity). Nucleic acid absorbance spectrum modified from 

Voet et al. 37. SARS-CoV-2 diagrams adapted from an image by Maya Peters Kostman for the Innovative Genomics 

Institute. 

Table 10.2. Specifications for robust UV-C measurements. 

Number Metric Units Marginal value Ideal value 

1 Dose measurement range (in-process validation) J/cm2 ≥ 1.0 > 3.0 

2 Dose measurement range (informed design) J/cm2 > 0.1 > 0.3 

3 Relative uncertainty on dose measurement (CI) % < 20 < 10 

4 Accuracy % > 80 > 90 

5 Sensitivity to non-germicidal longer wavelengths % < 5 < 1 
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UV-C dose can be quantified from PCI color change. PCIs have the potential to fill three urgent 

gaps in UV-C dose validation; however, a quantitative rather than qualitative readout strategy is 

required.  To assess the indicators’ suitability for contributing to informed design of UV-C 

treatment processes, we introduce a novel quantification workflow and demonstrate the capability 

to measure spatial heterogeneity within a UV-C treatment system from a single exposure.  We first 

assessed whether UV-C dose could be quantified from the color change of commercially available 

PCIs; quantification relies upon distinct, reproducible color change that follows a known, 

predictable relationship.  Measurement of color differences between the sample and a reference 

(rather than absolute colors) improves quantification robustness as the difference between two 

colors measured under the same conditions is less sensitive to many confounding effects 21,22.  To 

test whether two models of commercial PCIs (Intellego UVC 100 Dosimeter Dots: ‘PCI1’, and 

UV Process Supply UV-C Intensity Labels: ‘PCI2’) could meet the specifications of S1 Table, we 

exposed them to UV-C doses measured with a calibrated radiometer, quantified their endpoint 

color using an RM200QC spectrocolorimeter (outputting a single L*a*b* color per PCI), and 

computed the CIEDE2000 28 industry-standard color difference (ΔE) from an unexposed indicator 

as a function of UV-C dose (Figure 10.2a).  Both PCI models showed visually discernable color 

change up to ~0.15 J/cm2.  PCI1 has a higher maximum ΔE of ~45 compared to ~25 for PCI2 

(Figure 10.2a). Higher maximum ΔE will lead to lower relative uncertainty for a constant color 

difference measurement uncertainty.  We observe some batch-to-batch variation among calibration 

curves for PCI1 (Figure 10.3), although overall shape of the curves is similar.   

 

 
Figure 10.2. Robust color measurement facilitates UV-C dose quantification from two models of PCIs.  (a) 

CIEDE2000 color difference between exposed and unexposed Intellego UVC Dosimeter Dot (PCI1, pink) and UV 

Process Supply UVC Intensity Label (PCI2, green) as a function of UV-C dose. Dose-responses for PCI1 were fit 

with a calibration function corresponding to first-order reaction kinetics (Eq. 10.9: R2 = 0.998; a = 47.1 (46.1, 48.1); 

b = 80.4 (74.6, 86.3); 95% confidence interval on fit parameters reported in parentheses).  Dose responses for PCI2 

were fit with a calibration curve corresponding to second-order reaction kinetics (Eq. 10.10: R2 = 0.992; a = 47.7 

(45.9, 49.5); b = 0.00060 (0.00049, 0.00072)). PCI color is depicted by the RM200QC-measured color values (circles) 

and digital SLR camera (DSLR) image swatches in the comparison wheels.  For each PCI type, the datapoints within 

the shaded region denote individual PCI measurements, line denotes best fit, and shaded region denotes 95% 

prediction interval on prediction of color change from observation of UV-C dose. (b) Relative quantification 

uncertainties using the PCI calibration workflow.  Plots depict quantified 95% confidence intervals on measurements 

of UV-C dose from CIEDE2000 color difference between exposed and unexposed PCIs, normalized to and as a 

function of UV-C dose.  All measurements were made in the 1500 chamber model. 
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Figure 10.3. PCI calibration curve is batch-dependent.  Each curve consists of 3 replicate datasets using PCI1 in 

the 1000 chamber model, and was fit to the function based on first-order reaction kinetics defined by Su & Grist, et 

al.38 For batch 1, R2 = 0.9964, a = 46.0 (45.2, 46.8), b = 77.6 (73.5, 81.6). For batch 2, R2 = 0.9976, a = 46.0 (45.3, 

46.7), b = 87.4 (83.6, 91.2). Batch to batch variation may be due to changes in PCI starting color or variation in 

indicator reaction kinetics. 

 We next scrutinized whether fitting the ΔE vs. dose data to a calibration function could 

predict UV-C dose from ΔE with relative dose measurement uncertainty below the 10-20% 

thresholds of Table 10.2.  We fit the data to calibration functions based upon first- and second-

order reaction kinetics.  For PCI1, we used a fit function corresponding to first-order reaction 

kinetics (a, b are fit parameters) (Eq. 10.9): 

 
∆𝐸 = 𝑎 {1 − 𝑒−

𝑑𝑜𝑠𝑒
𝑏 } Eq. 10.9 

while for PCI2 we observed better goodness-of-fit with a fit function corresponding to second-

order reaction kinetics (Eq. 10.10): 

 ∆𝐸 =

1
2 𝑎2 ∙ 𝑏 ∙ 𝑑𝑜𝑠𝑒

1 + 𝑎 ∙ 𝑏 ∙ 𝑑𝑜𝑠𝑒
 Eq. 10.10 

We note that although these fit functions serve as effective calibration functions with high 

goodness-of-fit, the current implementation does not facilitate extraction of reaction parameters 

(e.g., reaction order, reaction rate) from the curve fit because the relationship between CIEDE2000 

and colored reaction product concentration is not known.  The unknown chemical composition of 

the commercial PCIs confounds determination of reaction parameters. Colorimetric absorbance of 

dye on paper has been found to deviate from Beer’s Law 24, so careful calibration of colorimetric 

absorbance over a range of known dye concentrations is required to quantify concentrations or 

reaction kinetics from colorimetric absorbance on paper 39. Nevertheless, adoption of colorimetric 

absorbance approaches will be useful to inform design of new optimized chemistries for PCI 

materials. 

 We assessed the precision of the measurement by comparing the width of the dose 

measurement confidence intervals (CIs) to the respective dose values (Figure 10.2b). The relative 

95% CIs on UV-C doses measured with the calibration function from known CIEDE2000 color 

differences were considerably larger for PCI2 than for PCI1, suggesting that PCI1 is better-suited 

to robust UV-C quantification using CIEDE2000. Dose quantification uncertainties are dependent 
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on the ΔE uncertainty, encompassing both the uncertainty of the measurement tool and the 

variability in PCI coating color. Using an experimentally determined ΔE uncertainty of 0.273 for 

PCI1 and 0.083 for PCI2 (see Methods), we find that the two PCI models yield disparate relative 

uncertainties on the dose measurements. At a dose of ~0.1 J/cm2, the relative CI width (width of 

the CI divided by the measured dose) of PCI1 is 12.1%, equivalent to 6.05% relative uncertainty 

and meeting the <10% ideal relative uncertainty target.  At the same dose, the relative CI width of 

PCI2 is 21.2%, equivalent to 10.6% relative uncertainty. PCI2 thus does not meet the ideal relative 

uncertainty target but does meet the marginally acceptable 20% relative uncertainty target. PCI1 

relative uncertainty remains <10% up to ~0.20 J/cm2.  The relative quantification uncertainty of 

PCI1, while higher than that established for calibration of UV-C radiometers under ideal 

conditions 34, should still facilitate dose quantification as long as appropriate safety factors on 

applied dose (i.e., a multiplier >1) are included in the N95 treatment protocol to account for the 

propagated relative uncertainty in the dose measurement and ensure minimum doses are met.  

 We note that the PCI color changes are governed by reaction kinetics; thus, environmental 

factors (e.g., temperature and humidity) are expected to affect the rate of color change with dose 
40,41.  Additionally, we have observed PCI color instability after exposure; thus, PCIs should be 

quantified immediately (within 10-20 min of exposure for these models). Although the PCI1 

quantifiable dynamic range of <0.2 J/cm2 is not sufficient for in-process validation (1.0 J/cm2 to 

all N95 surfaces 2–4), it meets the 0.1 J/cm2 marginal threshold to assess relative doses for 

informed design of UV-C treatment systems. 

 To overcome spectrocolorimeter limitations (e.g., cost, availability, and throughput) as 

well as work towards capturing spatial information already recorded in the PCIs, we generated and 

assessed device-specific calibration curves using widely available imaging tools under controlled 

lighting conditions. The calibration curves were generated from images of PCI1 acquired using a 

flatbed scanner (Canon LiDE-400), a digital SLR camera (DSLR, Nikon D5500), and a 

smartphone (iPhone X) (DSLR and iPhone images were acquired in a light box to minimize the 

impact of ambient illumination). All tools captured raw images of the entire surface of both the 

exposed PCI as well as an unexposed reference PCI. The resulting calibration curves were then 

compared to those generated with data from the RM200QC (Figure 10.4a). Additionally, we 

compared PCI quantification using two different colorimeters – the RM200QC spectrocolorimeter 

and substantially lower-cost alternative, the Color Muse colorimeter (Figure 10.4b). The relative 

uncertainty of each color reader was also characterized as a function of dose (Figure 10.4c,d). We 

observe the highest CIEDE2000 ΔE values from measurement with the cameras. Though the 

flatbed scanner measures the lowest ΔE values, its measurements trend with those of the 

RM200QC and conveniently do not require a light box.  Color measurement literature stresses that 

careful control of lighting conditions (e.g., using an enclosed light box or contact measurement) is 

critical in order to minimize variation induced by changes in ambient lighting 22,42.  Even under 

identical lighting conditions with tight control of acquisition parameters, different imaging devices 

have different spectral sensitivities and color processing.  For this reason, device-specific 

calibration (using a stringent color reference chart with a range of known colors) has been proposed 

as an essential step for image-based color quantification for several applications 23,24,42,43.  A 

smartphone algorithm has been generated for this purpose 26, and flatbed scanners may be a 

promising, accessible approach provided raw images are acquired (e.g., with third-party software). 

Overall, these results suggest that with rigorous characterization and proper implementation, 

widely available imaging tools are appealing for spatially resolved and/or lower-cost PCI 

quantification.  
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Figure 10.4. UV-C dose quantification from PCIs is feasible with numerous different color measurement tools.  

PCI1 was used for all calibration curves. (a) Comparison of calibration curve fits of CIEDE2000 E from an 

unexposed PCI vs. UV-C dose, where PCI color is quantified using the digital SLR and iPhone X in a light box, 

RM200QC spectrocolorimeter, and flatbed scanner. Datapoints within the shaded region denote individual PCI 

measurements, line denotes best fit, and shaded region denotes 95% prediction interval on prediction of color change 

from observation of UV-C dose. PCI color is depicted by swatches indicating either the RM200QC-measured color 

values or image swatches (for the iPhone, DSLR, and scanner) in the comparison wheels. All calibration curves were 

measured in the 1500 model UV-C chamber. (b) Comparison of calibration curve fits for two colorimeters: the 

RM200QC spectrocolorimeter (N = 3 replicate datasets) and the Color Muse (N = 2 replicate datasets) colorimeter.  

Datapoints within the shaded region denote individual PCI measurements, line denotes best fit, and shaded region 

denotes 95% prediction interval on prediction of color change from observation of UV-C dose. Calibration curves 

were measured in the 1000 model UV-C chamber. (c) Relative uncertainty of dose measurements made in the 1000 

model chamber. Relative uncertainty is defined as half the width of the 95% confidence interval on UV-C dose 

measurements, divided by measured dose. UV-C dose measurements have <10% relative uncertainty from 11.3 – 

261.4 mJ/cm2 (RM200QC) or 19.2 – 168.1 mJ/cm2 (Color Muse). (d) Relative uncertainty of dose measurements 

made with all color measurement tools. All measurements were made in the 1500 model chamber except for the Color 

Muse measurements, which were made in the 1000 model chamber. 

We also used the quantification workflow to start to investigate PCI specificity to UV-C 

wavelengths (Figure 10.5). Specificity of the measurement tool to UV-C light is important because 

many UV-C sources (e.g., medium-pressure mercury or xenon arc lamps) emit wavelengths 

outside of the germicidal UV-C range 7. Even near-monochromatic UV-C sources such as low-

pressure mercury and amalgam lamps emit wavelengths >300 nm (Figure 10.1e) 44. We asked two 

questions: (1) how much of the PCI color change from low-pressure amalgam bulbs is due to non-

germicidal wavelengths, and (2) how susceptible are PCIs to perturbation by spurious solar 

exposure during transport or storage. When exposed to filtered (>300 nm) low-pressure amalgam 

illumination, one PCI (PCI1) showed negligible color change, thus meeting the <5% specification. 

In another PCI model (PCI2), the same longer-wavelength, non-germicidal components of the 

emission generated ~19% of the total color change resulting from 280 mJ/cm2 measured from the 

unfiltered source, highlighting how specificity to the germicidal range is PCI model-dependent. 

Similar results were observed when the two PCI models were exposed to natural sunlight (Figure 

10.5). These results demonstrate the importance of UV-C specificity characterization when 

assessing PCIs. We see quantitative assessment and reporting of PCI color change in response to 

well-controlled, known non-germicidal wavelengths as beneficial to PCI development. 

Specifically, PCI color change arising from exposure to common UV sources including low, 
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medium, and high-pressure mercury lamps, xenon arc lamps, and solar simulators would inform 

both end users and future PCI design iterations. 

 

 
Figure 10.5. Assessing PCI specificity to germicidal UV-C wavelengths.  PCI quantification workflow reveals 

model-dependent indicator specificity to germicidal UV-C. (a) Comparing responses from bare, unfiltered indicators 

(diamonds) to those underneath a longpass filter (circles; blocking light below 300 nm) quantifies the sensitivity of 

PCIs to >300 nm light. Dose axis denotes unfiltered 254 nm UV-C dose measured with the OAI radiometer, and 

measurements were made in the 1500 model chamber. N = 2 replicates are plotted. (b) Quantified color change after 

sun exposure of the indicators outdoors assesses indicator sensitivity to sunlight. Pink symbol outlines correspond to 

PCI1, green symbol outlines refer to PCI2. Symbol fill color depicts the sensor color of each measurement (yellow 

shows minimal color change; pink or green shows color change). Inset shows the white-balanced PCI color recorded 

over time using iPhone 8 video (not raw). Plot shows a representative replicate of N = 2 PCIs. (c) Schematic showing 

the relevant portion of the electromagnetic spectrum and the relevant wavelengths associated with the filtered and 

unfiltered measurements and sunlight.  

Characterizing UV-C dose distribution across UV-C chamber floor using PCIs. Having 

established a novel PCI quantification workflow, we next asked whether PCI measurements could 

scrutinize spatial dose uniformity within a UV-C treatment system as the first step towards 

informed design of N95 decontamination (Figure 10.1d, ii). Guiding principles of optics dictate 

that irradiance nonuniformities will be present in nearly any UV-C treatment system; however, the 

accuracy and reproducibility of UV-C measurements is hindered by a lack of standardization of 

critical sensor properties such as angular response, which can drastically impact readings 17,35 (with 

system-dependent impact). We first mapped UV-C dose within a Spectroline HCL-1500 UV-C 

source using simulation (Figure 10.6a) and 23 individual OAI 308 radiometer measurements 

(Figure 10.6b).  We observed that the radiometer under-reports irradiance and dose due to its 

nonideal angular response38; the reported readings (Figure 10.6b) are post-correction.  After 

correction, the irradiance measured near the corners of the treatment plane is ~40% of that 

measured at the center.   

We leveraged the nonuniform treatment plane irradiance to validate our quantification 

workflow by comparing PCI-measured doses (Figure 10.6c-d), quantified using the appropriate 

calibration curve depicted in Figure 10.2a) to corrected radiometer measurements (Figure 10.6b).  

The relative quantification error (|𝑑𝑜𝑠𝑒𝑃𝐶𝐼 − 𝑑𝑜𝑠𝑒𝑟𝑎𝑑𝑖𝑜𝑚𝑒𝑡𝑒𝑟| 𝑑𝑜𝑠𝑒𝑟𝑎𝑑𝑖𝑜𝑚𝑒𝑡𝑒𝑟⁄ ) for PCI1 is 7% ± 

7% (mean ± standard deviation of N = 23 spatial measurements averaged across N = 2 replicates), 
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meeting the >90% accuracy target.  In contrast, the relative quantification error for PCI2 is 28% ± 

10%, failing to meet the marginal >80% accuracy target.  While it is unclear why PCI2 performs 

so discordantly in this test, the good agreement between PCI1 and the radiometer suggests not only 

that our PCI quantification workflow can capture nonuniformities in a single UV-C exposure 

(compared with 23 radiometer exposures), but also that color difference quantification should 

facilitate new classes of measurements not feasible with radiometers. 

 

 
Figure 10.6. Spatial variation in UV-C dose across the UV-C chamber floor.  Heatmaps and histograms of 

delivered UV-C dose to locations across the treatment plane, quantified with (a) Zemax OpticStudio simulations (plot 

depicts relative dose), (b) digital radiometer (with correction factor, mean of N = 3 measurements at each location), 

(c) PCI1 (mean of N = 2 measurements at each location), and (d) PCI2 (mean of N = 2 measurements at each location).  

The PCI2 model appears to underestimate both dose and nonuniformity.  Heatmaps in (b-d) are plotted on the same 

color scale (up to the radiometer maximum measured dose), while heatmap in (a) depicts dose normalized to the 

highest value observed.  White regions with ‘×’s in (b-d) were not measured. All measurements were made in the 

1500 model chamber. 

PCI-based UV-C dose quantification on non-planar surfaces. Next, we sought to investigate 

whether PCIs could be used to quantify UV-C dose across complex 3D morphologies, where 

measurement with bulky radiometers is not possible. For accurate measurement on non-planar 

surfaces and/or in systems with uncollimated light, PCIs must have an ideal angular response (i.e., 

the dose measured by the PCI should vary as the cosine of the angle of incidence of radiation, 

according to Lambert’s cosine law14). We measured the angular response of PCIs by characterizing 

the dose measured by PCIs at a range of angles of incidence, as described previously16, and verified 

a near-ideal response (Figure 10.7), confirming that PCIs are suitable to measure UV-C dose on 

non-planar surfaces. 
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Figure 10.7. Measuring PCI angular response.  (A) UV-C output power is independent of distance (i.e., output 

differs by <5% between distances) at ≥10.2 cm from the UV-C source. For angular response measurements, the PCI 

should be placed at a distance such that UV-C output power is independent of distance. (B) UV-C dose measured by 

a PCI with differing incident light angles from a point-like UV-C source, normalized to the measured dose at 0o, 

indicates that PCIs have near-ideal cosine angular response. The mean of 3 replicates is plotted (error bars are the 

standard deviation of the replicates). 

 To highlight the impact of our workflow, we mapped relative UV-C doses across the 3D 

morphology of a Gerson 1730 N95 respirator in three orientations (Figure 10.8a) informed by the 

treatment area dose mapping (Figure 10.6). We exposed PCI1 indicators located on exterior and 

interior N95 surfaces to sub-saturating UV-C treatments (Figure 10.8b-d). Limited by PCI 

dynamic range, the exposure times were insufficient for N95 decontamination, but did measure 

relative dose delivered to different respirator regions (informed design, Figure 10.1d,iii).  We 

observe that while nonuniformities in the system alone suggest ~2.5× irradiance nonuniformity 

across the treatment plane (Figure 10.6), on-N95 measurements show that nearly 20× disparity 

exists across multiple N95s in the same treatment system (Figure 10.8b-d).   

The respirator morphology has a striking impact on delivered dose: even in the center of 

the treatment plane there are regions on the exterior (convex) N95 surface that receive only ~25% 

of the dose at the apex (Figure 10.8b).  There is similar but less dramatic nonuniformity present 

on the respirator interior (exposed concave side-up) (Figure 10.8c).  Perhaps most strikingly, there 

are regions of a respirator in the treatment plane periphery (Figure 10.8d) that receive only 6% of 

the dose at the apex of the central N95 (Figure 10.8b).  Due to the angular dependence of 
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irradiance 14 as well as respirator self-shadowing stemming from the 3D morphology with respect 

to the UV-C source, the entire N95 surface must be considered when estimating UV-C dose for 

decontamination; measuring the irradiance in an empty system does not sufficiently predict 

irradiance on the N95 surface.  Scientific evidence suggests that all N95 surfaces must receive 

1.0 J/cm2 UV-C dose for 3-log bioburden reduction of several enveloped viruses 2–4; however, 

our results show that 1.0 J/cm2 delivered to the apex of the central N95 in this system would result 

in only 0.06 J/cm2 applied to the side of an N95 placed in the periphery of the treatment plane. 

While this dose heterogeneity is certainly system- and N95 model-specific, it underscores the 

challenges of N95 decontamination and the critical importance of considering complex 3D 

geometries when designing and validating UV-C decontamination workflows. 

In contrast with single-point radiometers, each PCI also records spatially resolved doses 

(Figure 10.8e).  As many N95 decontamination implementations track N95s using permanent 

marker labelling, we assessed whether such labels might shadow underlying respirator layers by 

positioning a pattern (‘Cal’) drawn on UV-C-transmitting film overtop a PCI1 indicator during 

exposure. We observe pattern transfer onto the indicator (Figure 10.8e), suggesting that material 

underneath marker labels may not be as effectively decontaminated as unmarked regions. These 

examples of on-respirator dose quantification and spatially resolved measurement illustrate the 

novel, robust measurements PCIs can provide when combined with suitable, spatially resolved 

readout tools (vs. the single-measurement spectrocolorimeter), better informing UV-C treatment 

design.   
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Figure 10.8. Quantifying PCIs elucidates UV-C treatment questions not measurable with radiometers. (a) 

Illustration of the three sets of on-N95 measurements, mapping dose across: (1) the exterior of an N95 placed in the 

treatment plane center (highest-dose region), (2) the interior of an N95 placed in the treatment plane center, (3) the 

exterior of an N95 placed in the treatment plane periphery (lowest-dose region).  (b-d) Scanned PCI1 images and 

corresponding UV-C dose quantified from PCI1 at various respirator surface locations. Although PCI color differences 

can appear subtle, quantification reveals substantial dose variation.  Each relative dose measurement is normalized to 

the measurement at the apex of the central ‘convex-up’-oriented (exterior) respirator. Scanned images show a 

representative replicate, on-N95 heatmaps plot the mean of N = 3 measurements, while the histograms below each 

measurement plot all individual measurements. (b) Exterior of central respirator; ~3-4× dose difference is measured 

across the respirator surface. (c) Interior of central respirator. (d) Exterior of peripheral respirator. The corner-facing 

side of the N95 at the peripheral location is only exposed to 6.3 ± 1.1% of the dose delivered to the apex of the central 

respirator. (e) PCIs are 2-dimensional surface-like sensors that facilitate spatially resolved measurements.  We 

leveraged this characteristic to show that permanent marker (‘Cal’ pattern) on a UV-C-transparent film placed atop 

PCI1 can mask UV-C exposure, suggesting that markings on respirators should be minimized.  PCI1 changes from 

yellow to pink as it is exposed to higher UV-C doses; yellow regions correspond to areas shadowed by the marker. 

All measurements were made in the 1500 model chamber. 
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10.5 Conclusions 
Quantifying color from PCIs addresses urgent needs in UV-C dose measurement for (and 

beyond) N95 respirator decontamination. By tailoring established color measurement protocols to 

PCIs, we designed and validated a photochromic quantification workflow and then applied it to 

conduct measurements not robustly quantifiable with existing tools.  Novel aspects of our 

workflow include quantifying CIEDE2000 color difference metrics for PCIs, implementing 

calibration informed by chemical kinetics, and quantifying PCI dose measurement uncertainty.  

Our workflow quantified performance specifications and revealed that while performance was 

highly PCI model-dependent, one indicator model met all specifications for informed design of 

UV-C N95 treatment systems: UV-C dose measurement range up to 0.2 J/cm2 with relative 

measurement uncertainty of 6.05% at 0.1 J/cm2, <5% response to UV-A/UV-B, and >90% 

accuracy compared to a calibrated digital radiometer.  Our workflow enabled on-respirator dose 

quantification using PCIs, identifying nearly 20× dose nonuniformity across different N95 surface 

regions within a treatment system. As a result, the target dose delivered to the treatment plane 

within the UV-C system may need to be much higher than 1.0 J/cm2 to ensure that all N95 surfaces 

are exposed to ≥1.0 J/cm2. Because these dose nonuniformities across the N95 surface are model- 

and configuration-dependent, each treatment system should be characterized with the N95 models 

in situ for informed design of UV-C N95 treatment processes.  PCI calibration curves for widely 

available imaging and colorimeter tools like flatbed scanners, iPhones, and DSLRs also meet 

minimum performance specifications and facilitate accessible and/or spatially resolved dose 

measurements.  

Subsequent chapters extend the PCI dosimetry technique established here. A key limitation 

of most commercial PCIs, including the models studied here, is that they were designed for non-

porous surface decontamination, and thus saturate at substantially lower doses (< 1.0 J/cm2) than 

necessary for N95 decontamination. In Chapter 11, we investigate the use of optical attenuators of 

known UV-C transmittance to extend the dynamic range of PCIs; importantly, we characterize the 

relationship between attenuator material properties and angular response. In Chapter 12, we use 

the novel PCI dosimetry technique to make paired measurements of UV-C dose and SARS-CoV-

2 inactivation on N95 respirators, a measurement not possible with radiometers. We anticipate that 

the PCI quantification workflow will be widely applied to meet the current urgent validation need, 

facilitating (1) informed design of UV-C treatment protocols to ensure that all N95 surfaces are 

exposed to the minimum dose, (2) in-process dose validation of each cycle, and (3) characterization 

of the robustness of new PCI materials. 
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Chapter 11  
 

Optical attenuators extend dynamic range but alter 

angular response of planar ultraviolet-C dosimeters 
 
Adapted with permission from A. Su*, S. M. Grist*, A. Geldert, A. Gopal, & A. E. Herr, 

“Quantitative UV-C dose validation with photochromic indicators for informed N95 emergency 

decontamination”, PLOS One, 2021, and from A. Su*, A. Geldert*, S. M. Grist, & A. E. Herr, 

“Optical attenuators extend dynamic range but alter angular response of planar ultraviolet-C 

dosimeters”, arXiv and in revision. 

 

11.1 Abstract 
A challenge for sensors used in ultraviolet-C (UV-C) decontamination protocols of N95 respirators 

is validation that the entire N95 surface receives the minimum acceptable dose. Photochromic 

indicators (PCIs) can accurately measure UV-C dose on nonplanar surfaces, but often saturate 

below doses required to decontaminate porous, multilayered textiles such as N95s. Here, we 

investigate the use of optical attenuators to extend PCI dynamic range while maintaining a near-

ideal angular response – critical for accurate measurements when UV-C is uncollimated. Through 

an analytical model, we show that tuning attenuator refractive index, attenuation coefficient, and 

thickness can extend dynamic range, but compromises ideal angular response unless the attenuator 

is an ideal diffuser. To demonstrate this tradeoff empirically, we pair PCIs with model specular 

(floated borosilicate) and diffuse (polytetrafluoroethylene) attenuators, characterize the angular 

response, and evaluate on-N95 UV-C dose measurement accuracy of each PCI-attenuator stack in 

a UV-C decontamination system. While both borosilicate and polytetrafluoroethylene increase 

PCI dynamic range >4×, both attenuators introduce angle-dependent transmittance, which causes 

location-dependent underestimation of UV-C dose. The PCI-borosilicate and PCI-

polytetrafluoroethylene stacks underreport true on-N95 dose by 1) 14.7% and 3.6%, respectively, 

on a surface near-normal to the array of source lamps, and 2) 40.8% and 19.8%, respectively, on 

a steeply sloped location.  Overall, we demonstrate that while planar optical attenuators can 

increase PCI dynamic range, verification of near-ideal angular response is critical for accurate UV-

C dose measurement. 

 

11.2 Introduction 
Ultraviolet-C (UV-C) radiation is a key germicidal technique regularly applied in 

healthcare settings to decontaminate air1, surfaces2, and recently, N95 respirators to address the 

COVID-19 pandemic-induced shortages3,4. UV-C photons catalyze protein and nucleic acid 

photodegradation; after sufficient cumulative photon absorption (UV-C dose), compromised 

pathogens are inactivated. The UV-C dose needed for decontamination depends on the pathogen, 

substrate, and other factors5. In particular, porous and multilayered textiles such as N95 respirators 

and surgical masks and gowns require higher applied outer surface doses as compared to 

nonporous materials, to offset attenuation of UV-C reaching pathogens embedded in the inner 

material layers6,7. Decontamination efficacy is directly related to UV-C dose, and UV-C dose 
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measurements are frequently the only metric bridging laboratory viral inactivation studies and 

clinical implementation; thus, accurate UV-C dose measurements are critical for protocol 

validation. 

Validation of decontamination of N95s and other porous and/or nonplanar substrates poses 

unique UV-C measurement challenges. The ~100× higher UV-C dose required to decontaminate 

porous materials as compared to nonporous surfaces2,6,8 require UV-C sensors with sufficiently 

high dynamic range. UV-C systems often deliver system-dependent nonlinear doses over time9,10 

(Figure 11.1), precluding extrapolation from short exposures. Additionally, the complex N95 

geometry complicates measurement accuracy, as the UV-C dose received by a surface at a given 

angle of incidence θ is reduced by a factor of cos(θ) from the dose received at normal incidence 

(Lambert’s cosine law11). Thus, UV-C dose measurement accuracy depends on how proportional 

the sensor readout over angles of incidence 0° ≤ θ ≤ 90° (termed “angular response”) is to cos(θ) 

(termed “ideal response”). A sensor with an ideal response is critical for applications such as N95 

decontamination, which involves both nonplanar targets and uncollimated UV-C. However, sensor 

housing, spectral filters, and other elements in the optical path often alter angular response12 and 

sensor angular response is often non-ideal13,14, uncharacterized, or unreported.   

 
Figure 11.1. Irradiance variability over time and between UV-C systems.  Two near-identical UV-C exposure 

systems have significantly different output profiles over time, both during warm-up (left), and during long exposures 

(right). Plots depict mean (line) and standard deviation (shaded region) of the replicate measurements: N = 16 (System 

1 warm-up); N = 10 (System 2 warm-up); N = 19 (System 1 long exposure); N = 11 (System 2 long exposure). 

UV-C photochromic indicators (PCIs), which change color in response to UV-C dose, 

overcome many challenges associated with on-N95 measurements. PCIs can have an ideal angular 

response15 because PCI dose response and specificity are governed by chemistry16 rather than 

additional physical elements within the optical path. Though PCI readout is traditionally 

qualitative or at-best semi-quantitative (if a color swatch to dose reference is provided), a recent 

study developed a robust workflow to quantify UV-C dose from PCI color change to map UV-C 

dose across N95 facepieces9. However, because PCIs were originally designed to validate 

nonporous surface decontamination, UV-C doses required for porous material decontamination 

typically exceed the PCI dynamic range. Thus, an extended PCI dynamic range spanning higher 

UV-C doses is urgently needed to validate decontamination of porous materials like N95s. 

There are two approaches to extend the PCI dynamic range: (1) altering the chemistry 

governing the PCI color change, (e.g., adding reagents to modify the reaction kinetics or 

equilibrium16,17), or (2) attenuating UV-C incident on the PCI18. As a PCI-agnostic approach, 

attenuation lends itself to widespread adoption across diverse settings. However, objects within 

the optical path may alter the PCI angular response due to angle-dependent refraction, reflection, 

scattering, and absorption12,19. A non-ideal angular response will cause angle-dependent dose 

measurement errors. If the angle of incidence is known or constant, an angle-dependent correction 

factor can be determined9,20,21. However, the deformable N95 facepiece shape combined with 
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significant UV-C scattering and reflection render this correction-factor approach infeasible for 

N95 UV-C decontamination systems. 

Here, we employ theoretical and empirical approaches to investigate whether readily 

available materials can serve as optical attenuators to extend PCI dynamic range while maintaining 

measurement accuracy for N95 decontamination protocol validation. We develop an analytical 

model based on fundamental optics principles and attenuator properties to predict attenuator 

transmittance as a function of angle of incidence. Analytically and empirically with a point-like 

UV-C source, we characterize the angular response of PCIs stacked directly behind (with respect 

to the optical axis) each of two model attenuator materials: one non-diffuse and one diffuse. 

Finally, to mimic implementation in an N95 decontamination protocol, we evaluate the 

measurement accuracy of each PCI-attenuator stack on two differently sloped N95 facepiece 

locations in a decontamination chamber, where UV-C angles of incidence are unknown. We 

demonstrate that although attenuators with diffuse properties improve angular response as 

compared to non-diffuse attenuators, a model planar diffuse attenuator still alters angular response, 

which compromises measurement accuracy. In total, we develop frameworks to relate key material 

properties of optical attenuators to the dynamic range and angular response of the PCI-attenuator 

stack and assess model PCI-attenuator stacks in an example end-use case to highlight critical 

considerations when modifying planar dosimeters for measurements on nonplanar surfaces. 

 

11.3 Materials & Methods 
Materials. The attenuators used were floated borosilicate (Borofloat®, 25.4 mm width × 25.4 mm 

length × 1.1 mm ± 0.1 mm thickness, 80/50 scratch/dig quality, Precision Glass & Optics 0025-

0025-0011-GE-CA), referred to as “borosilicate”, polytetrafluoroethylene film (Teflon®, 0.51 mm 

thickness, cut into 25.4 mm squares, McMaster-Carr 8569K23), referred to as “PTFE”, and a 

mounted 1.3 OD neutral density filter (NDUV13A, Thorlabs). Irradiance measurements recorded 

in Figure 11.1 and dose measurements made in Figure 11.7 were made with a Model 308 data-

logging UV radiometer equipped with a 254 nm sensor (Optical Associates, Inc., OAI). All other 

radiometer measurements were collected using a calibrated ILT1254 UV-C radiometer with a 

Teflon dome diffuser (International Light Technologies). PCIs were UVC 100 Dosimeter dots 

(American Ultraviolet).  

For transmittance and angular response measurements, a modified handheld UV-C lamp 

(EF-140) with one BLE-2537S amalgam bulb (254 nm emission) and a UV-C-blocking plate with 

a 25.4 mm-diameter aperture installed was used as a point-like UV-C source (Spectronics). 

Irradiance variation over time and between systems (Figure 11.1) was characterized with two 

different Spectroline commercial UV-C decontamination chambers (same dimensions): a 

Spectroline HCL-1500 (‘System 1’) equipped with six low-pressure amalgam bulbs (BLE-1T155, 

Spectroline) and an XL-1500 Spectrolinker (‘System 2’) equipped with six low-pressure mercury 

bulbs (BLE-1T155, uvebay.com). PCI and PCI-attenuator stack calibration curves shown in 

Figure 11.7 were made in System 1 or System 2. All other calibration curves, as well as all on-

N95 measurements, were made in a commercial UV-C decontamination chamber (Spectronics 

XL-1000 UV-C with an array of 5 BLE-8T254 254 nm low-pressure amalgam bulbs along the 

top). All decontamination chambers either had a small custom notch in the door for the radiometer 

cord to pass through, or irradiance measurements were made by placing both the radiometer and a 

Microsoft Surface Pro tablet (equipped with TeamViewer for remote control) wrapped in UV-C 

blocking materials inside the chamber. All on-N95 measurements were made on one 3M 1860 N95 
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respirator. All analytical modelling and analyses were performed in Python or MATLAB® 

R2020b.  

Assessing temporal fluctuations in irradiance. Irradiances over time logged using the OAI 

radiometer either during system warm-up or during long-exposures after warm-up were parsed 

from the output .txt files using a custom Python script and read into MATLAB. Warm-up datasets 

approximated the variance that would be present in applied conditions because the time since 

previous use was not controlled (the datasets began with the lamps in varying states of warm-cool). 

Each dataset was analyzed to automatically detect the iteration (iend) at which lamp shutoff 

occurred (from the change from the previous measurement). The irradiance data were plotted until 

2 measurements prior to that measurement iteration (iend-2). For the system warm-up datasets, 

warm-up rise time was computed as the time for the irradiance to rise from 10% of the maximum 

recorded value to 90% of the maximum recorded value. For the long exposure datasets, the output 

degradation was assessed by extracting the irradiance degradation slope from linear least-squares 

curve fitting. 

Borosilicate transmittance measurement. To measure total transmittance through borosilicate 

(Ttotal), a radiometer placed normal to the point-like UV-C source at a distance of 127 mm recorded 

the irradiance with and without borosilicate in the optical path (Figure 11.2A). To ensure 

borosilicate is placed normal to the optical path and radiometer, borosilicate is mounted on a 

custom-made acrylic (McMaster-Carr 85635K421) platform with a 20 mm-diameter aperture 

centered over the radiometer sensor (borosilicate is placed ~9 mm in front of the top of the 

radiometer diffuser dome). The acrylic blocks all UV-C, so UV-C is incident only through the 20 

mm aperture. For homogeneous materials, the attenuation coefficient (α) can be calculated from 

the measured Ttotal and modeled Tint at 0, and the attenuator thickness (d), according to  

Eq. 11.1: 
  

𝛼 =  
−𝑙𝑛(𝑇𝑡𝑜𝑡𝑎𝑙(0°)/(𝑇𝑖𝑛𝑡1(0°)𝑇𝑖𝑛𝑡2(0°)))

𝑑
=  

−𝑙𝑛(𝑇𝑚𝑎𝑡(0°))

𝑑
 

 

Eq. 11.1 

Analytical model. The attenuation coefficient (ɑ) of borosilicate was calculated from the total 

transmittance measured at near-normal angles of incidence (Figure 11.2A). We estimated the 

refractive index natt ≈ 1.50 at 254 nm for borosilicate based on linear extrapolation of n for the two 

shortest wavelengths reported22 (~365 nm and 405 nm). We estimated natt ≈ 1.38 for PTFE, as 

reported by a manufacturer23. Integrated cosine error was calculated in MATLAB using the 

“cumtrapz” function. 

 
Figure 11.2. Schematics of measurement setups to characterize borosilicate transmittance and PCI-attenuator 

stack angular response.  (A) Borosilicate transmittance (Ttotal) at near-normal angles of incidence is measured by 

comparing irradiance measurements with and without borosilicate in the optical path. (B) Angular response of PCI-
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attenuator stacks is measured by exposing the PCI-attenuator stack to UV-C from a point-like source at different 

angles of incidence. Arrow around optical post denotes axis of rotation.  

PCI quantification.  PCIs were quantified as previously described9. Briefly, D65/10° L*a*b* 

values of PCIs were measured using an RM200QC spectrocolorimeter (X-rite®).  Color change 

with respect to an unexposed PCI was quantified using the CIEDE2000 ΔE formula9,24. To 

generate calibration curves, a radiometer and PCI were positioned within the UV-C chamber at 

planar locations of equal irradiance (Figure 11.3) to measure UV-C dose and CIEDE2000 ΔE, 

respectively. CIEDE2000 ΔE values and corresponding UV-C doses were fit to a function based 

on first-order reaction kinetics9. Unless otherwise noted, reported errors are the root-sum-square 

of standard deviations corresponding to both replicate variation and PCI quantification uncertainty. 

 
Figure 11.3. UV-C chamber floor map for calibration curve measurements.  The PCI was placed on a custom 

acrylic platform to raise the PCI to the same height as the base of the Teflon dome on the radiometer. For PCI-

attenuator stack calibration curves, the attenuator was placed directly on top of the PCI on the platform. Irradiances at 

the radiometer and PCI locations were verified to be equivalent. Rectangular cut-out near the rear panel allows the 

floor map to fit around a raised component built into the UV-C chamber.Angular response measurements 

with apertured UV-C source.  The angular responses of PCI-attenuator stacks were 

determined from the dose measured by PCIs rotated around an optical post to expose the PCIs to 

quasi-parallel UV-C rays at different angles of incidence (0°-90° in 15° increments)25 from a point-

like source (Figure 11.2B). PCI-attenuator stacks were affixed to a glass microscope slide (VWR 

48300-026) with double-sided tape (3M MMM137). The glass slide was held in a filter holder 

(Thorlabs FH2) on an optical post attached to a rotation platform (Thorlabs QRP02). To ensure 

the UV-C source was point-like, we placed the PCI-attenuator stack ~102 mm from the UV-C 

source aperture, where source power (calculated from the Keitz formula from radiometer-

measured irradiance) was independent of distance (i.e., varied by <5% between distances)10,15. We 

assumed the borosilicate and PCI-attenuator stacks received negligible reflected and scattered UV-

C, as no enclosure was used and wall paint is minimally UV-C-reflective.26 Dose was monitored 

using a radiometer at an offset, non-shadowed location; all PCIs within an angular response set 

were exposed to the same radiometer-measured dose. After UV-C exposure, the PCI-attenuator 

stack was disassembled and dose received by the PCI was immediately determined (“PCI 

quantification”).  
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On-N95 dose measurements with PCI-attenuator pairs. On-N95 dose measurements were 

made at two N95 facepiece locations: near the apex where the N95 surface is nearly normal to the 

UV-C bulb array (“low-angle”), and near the base where the N95 surface is steeply sloped (“high-

angle”). For consistent placement, high- and low-angle locations were marked on the N95, and 

facepiece deformation was minimized. During each exposure, the N95 was centered in the UV-C 

chamber, and a radiometer at a fixed location in the chamber recorded irradiance. A chamber floor 

map reduced positioning error (Figure 11.4).  

 
Figure 11.4. UV-C chamber floor map for on-N95 measurements.  Dose measurements from the radiometer were 

used to determine the true dose applied to the N95 surface based on the predetermined irradiance ratio between the 

radiometer and each on-N95 location. 

To measure on-N95 dose with PCI-attenuator stacks, PCIs were taped with the sensor side 

flush against the attenuator. The PCI-attenuator stack was then attached to the N95 facepiece using 

double-sided tape. Measured on-N95 dose was determined from PCI-attenuator calibration curves 

generated within the UV-C chamber.  To compare to the bare PCI results, PCI-attenuator 

calibration curves were generated from the same locations in-chamber. To calculate the true 

applied on-N95 dose for measurements made by PCI-attenuator stacks and PCIs exposed to UV-

C doses that exceeded the bare PCI dynamic range, we multiplied the in-situ radiometer 

measurement by the ratio of irradiance at each on-N95 location to the radiometer location. 

Irradiance ratios were predetermined from 3 replicate measurements of dose measured by a 

radiometer and bare PCIs at each on-N95 location which were concurrently exposed to lower doses 

within the bare PCI dynamic range. Bare PCI dose measurement at doses within the PCI dynamic 

range are accurate because unmodified PCIs have an ideal angular response15. We assumed the 

irradiance ratio between locations is independent of dose, as exposure times (≤ 6 min) were 

substantially shorter than the timescales over which spatial variation in bulb output has been 

observed.27 PCI dose was quantified as described above, and dose at the radiometer was quantified 

by integrating the recorded irradiance.  

 

11.4 Results & Discussion 
Design specifications relevant to pathogen inactivation. In this study, we sought to characterize 

the performance of PCIs stacked behind optical attenuators in measuring UV-C surface doses 
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required for viral inactivation throughout porous materials on nonplanar N95 facepieces. Because 

planar materials are accessible and scalable (can be cut to size from bulk material), we chose to 

study planar attenuators. We identified key performance specifications relevant to measurement 

accuracy: dynamic range and angular response (Figure 11.5A).  We define the PCI dynamic range9 

as the UV-C doses between a lower and upper limit of quantification (LLOQ and ULOQ, 

respectively) where the relative PCI quantification uncertainty is <10% (Figure 11.6). As studies 

support ≥1.0 J/cm2 for ≥99.9% inactivation of non-enveloped viruses on most N95 models28–30, 

the PCI-attenuator stack ULOQ must exceed 1.0 J/cm2 for N95 decontamination protocol 

validation. However, pathogen- and model-specific UV-C efficacy may require higher ULOQ, and 

should be determined on a case-by-case basis. Additionally, on-N95 dose has been found to vary 

by ~20× within a decontamination system9.  To maximize the continuous measurement range in 

order to characterize the full range of nonuniform doses within a system, the PCI-attenuator stack 

LLOQ must remain below the bare PCI ULOQ (0.261 J/cm2 for the PCI model and color-readout 

method used here9
; Figure 11.6).  

UV-C dose measurement accuracy on nonplanar surfaces depends on the angular response 

of the detector. Depending on attenuator material properties, transmittance may change with angle 

of incidence due to angle-dependent reflection, absorption, and degree of scattering (i.e., specular 

or diffuse reflectance and transmittance), leading to a non-ideal angular response. Because non-

ideal angular response is infeasible to correct for without prior knowledge of the angle(s) of 

incidence, we sought to identify a PCI-attenuator stack with near-ideal angular response. At a 

given angle of incidence θ, deviation from the ideal angular response is defined as the cosine error31 

(Eq. 11.2). Integration of the cosine error between 0° and 80° (integrated cosine error, Eq. 11.3, 

defined31 in ISO/CIE 19476) quantifies the overall deviation from the ideal angular response32:  
 

 
𝐶𝑜𝑠𝑖𝑛𝑒 𝑒𝑟𝑟𝑜𝑟 = 𝑓2(𝜃) = (

𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒(𝜃)

𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒(0𝑜) ∙    (𝜃) 
− 1) × 100% 

 

Eq. 11.2 

 

 
𝐼𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑒𝑑 𝑐𝑜𝑠𝑖𝑛𝑒 𝑒𝑟𝑟𝑜𝑟 = ∫ |𝑓2(𝜃)| ⋅ 𝑠𝑖𝑛(2𝜃)𝑑𝜃

80°

0

  
Eq. 11.3 

 

To match the order of magnitude of bare PCI measurement error9,10 (average error of 7%), PCI-

attenuator stack cosine error magnitude must remain ≤10% over all angles of incidence (0-90°). 
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Figure 11.5. Attenuator material properties govern dynamic range and angular response of PCI-attenuator 

stacks.  (A) 3D rendering of N95 UV-C decontamination system with 2D top-down view of chamber floor. 

Attenuators stacked in front of PCIs can extend the PCI dynamic range to measure on-N95 dose variation (shown as 

heatmap), but measurement accuracy on non-planar surfaces like N95s requires an ideal PCI-attenuator angular 

response. (B) Schematic representation of UV-C transmittance through ideal specular and diffuse attenuators at 

varying angles of incidence: UV-C enters through the air-attenuator interface (Tint1), traverses the attenuator (Tmat), 

and exits via the attenuator-air interface (Tint2). Arrow shade represents irradiance magnitude. In non-diffuse materials, 

reflection and attenuation increase with angle of incidence. In ideal diffusely transmitting materials, transmittance is 

independent of angle of incidence due to surface and volume diffuser behavior.  (C-D) Non-zero Δn yields both 

decreased (C) and angle-dependent transmittance (D) at a specular interface. (E-F) Material thickness and attenuation 

coefficient yield both decreased (E) and angle-dependent (F) transmittance in a non-diffuse material. (G) Two 

attenuator materials, borosilicate (specular) and PTFE (diffuse) extend the PCI upper limit of quantification (dashed 

vertical lines) beyond 1.0 J/cm2. 

 
Figure 11.6. Dynamic range of PCI-attenuator pairs is determined from the relative uncertainty of calibration 

curves.  (A) Calibration curves relating UV-C dose to PCI color change (CIEDE2000 ΔE). UV-C was applied to 

either bare PCIs or PCIs stacked directly underneath an attenuator (0.51 mm-thick PTFE or 1.1 mm-thick borosilicate). 
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Based on first-order reaction kinetics, a fit function (∆𝑬 = 𝒂{𝟏 − 𝒆−
𝒅𝒐𝒔𝒆

𝒃 }) is defined for each calibration curve, as 

described previously9. Shaded regions indicate the 95% prediction interval on prediction of PCI color change from 

measured UV-C dose. For bare PCIs, R2 = 0.9976, a = 46.0 (45.3, 46.7), b = 87.4 (83.6, 91.2). For PCI-PTFE, R2 = 

0.9982, a = 47.0 (46.5, 47.5), b = 407.3 (393.2, 421.4). For PCI-borosilicate, R2 = 0.9982, a = 46.7 (46.2, 47.3), b = 

605.9 (584.3, 627.5). For each calibration curve, N = 3 replicates were measured at each target dose. (B) The dynamic 

range (LLOQ to ULOQ) is defined as the dose range over which relative uncertainty in dose measurement is <10%. 

Relative uncertainty is defined as half the width of the 95% confidence interval on UV-C dose measurements, divided 

by measured dose. UV-C dose measurements have <10% relative uncertainty from 0.011 – 0.261 J/cm2 (bare PCI), 

0.057 – 1.259 J/cm2 (PCI-PTFE), and 0.085 – 1.853 J/cm2 (PCI-borosilicate). 

Optical properties governing attenuator design for measurements on non-planar surfaces. 

To inform design of an attenuator that meets the required specifications, we first sought to identify 

and relate optical properties that affect attenuator transmittance through a planar material. 

Transmittance will affect both the dynamic range and angular response of a PCI-attenuator stack. 

Attenuators may exhibit entirely specular reflection and transmission (i.e., no scattering effects, 

‘non-diffuse’), or diffuse scattering at the interface (‘surface diffusers’), within the material 

(‘volume diffusers’), or at both the interface and throughout the material. We developed an 

analytical model for total transmittance (Ttotal) through materials based on two main interactions 

(Eq. 11.4): (1) reflection and refraction at air-attenuator interfaces, which govern the transmittance 

across the interfaces (Tint1 and Tint2) and (2) attenuation throughout the attenuator thickness, which 

governs the transmittance through the attenuator volume (Tmat).  

 

 𝑇𝑡𝑜𝑡𝑎𝑙  = 𝑇𝑖𝑛𝑡1 ⋅ 𝑇𝑚𝑎𝑡  ⋅ 𝑇𝑖𝑛𝑡2 Eq. 11.4 

At each air-attenuator interface, the Fresnel equations12 (Eq. 11.5) for randomly polarized 

radiation describe Tint based on the air and attenuator refractive indices (nair and natt, respectively) 

and angle of incidence with respect to the surface normal (θair). Snell’s law33 (Eq. 11.6) governs 

the angle of refraction within the attenuator (θatt) (Figure 11.5B). 

𝑇𝑖𝑛𝑡 =  1 − {
1

2
⋅ [(

𝑛𝑎𝑖𝑟𝑐𝑜𝑠(𝜃𝑎𝑖𝑟)  −  𝑛𝑎𝑡𝑡𝑐𝑜𝑠(𝜃𝑎𝑡𝑡)

𝑛𝑎𝑖𝑟𝑐𝑜𝑠(𝜃𝑎𝑖𝑟) + 𝑛𝑎𝑡𝑡𝑐𝑜𝑠(𝜃𝑎𝑡𝑡)
)

2

 + (
𝑛𝑎𝑖𝑟𝑐𝑜𝑠(𝜃𝑎𝑡𝑡)  −  𝑛𝑎𝑡𝑡𝑐𝑜𝑠(𝜃𝑎𝑖𝑟)

𝑛𝑎𝑖𝑟𝑐𝑜𝑠(𝜃𝑎𝑡𝑡) + 𝑛𝑎𝑡𝑡𝑐𝑜𝑠(𝜃𝑎𝑖𝑟)
)

2

 ]} 
Eq. 11.5  

𝑛𝑎𝑖𝑟𝑠𝑖𝑛(𝜃𝑎𝑖𝑟)  = 𝑛𝑎𝑡𝑡𝑠𝑖𝑛(𝜃𝑎𝑡𝑡)  Eq. 11.6  

Note that the attenuator-to-air interface transmittance (Tint2) calculation requires 

interchanging nair and natt as well as θatt and θair in Eq. 11.5. Specular reflectors have a 

microscopically flat interface, such that a collimated UV-C beam will strike the material at a single 

θair that governs Tint. In contrast, due to interface roughness on surface diffusers, the surface normal 

varies randomly over distances much smaller than the length scale of interest (e.g., dimensions of 

the PCI)12. Thus, the textured interface causes collimated UV-C at any angle to actually strike the 

microscopically textured interface over a range of θair. As a result, the proportion of UV-C 

transmitted across a surface diffuser interface does not depend on the angle of incidence (Figure 

11.5B). 

Using this analytical framework, we modeled specular and diffuse interface transmittance 

as a function of both refractive index difference (Δn, Figure 11.5C) and the angle of incidence 

(θair, Figure 11.5D). Increasing Δn decreases Tint1, thus extending the dynamic range of the PCI-

attenuator stack (Eq. 11.5; Figure 11.5C). To characterize the effect of Δn on angular response, 

we evaluated Tint1 normalized to Tint1(0°) as a function of θair over varying Δn values (Figure 

11.5D). Because n of most materials34 is ≤2 and nair ≈1, we evaluated Δn ≤1. Surface diffusers 
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exhibit angle-independent transmittance at the interface regardless of Δn. However, interfaces with 

specular reflection and transmission have increasingly angle-dependent transmittance as both θair 

and Δn increase within the range of values modeled.  

Internal transmittance through the attenuator thickness (d) depends on two parameters: the 

material attenuation coefficient (α) and the optical path length through the material (L). Bouguer’s 

law33 relates Tmat to α and L (Eq. 11.7): 

 𝑇𝑚𝑎𝑡 = 𝑒(−𝛼𝐿) Eq. 11.7 

In non-diffuse materials and surface diffusers with no internal scattering, L is dependent on d and 

θatt (Eq. 11.8):  

 
𝐿 =  

𝑑

𝑐𝑜𝑠 (𝜃𝑎𝑡𝑡) 
 Eq. 11.8 

In volume diffusers, microstructures within the material scatter rays in random directions35, 

decoupling L from θatt. Thus, in volume diffusers, Tmat is independent of angle of incidence (Figure 

11.5B).  

To elucidate contributions of attenuator properties (α and d) to the magnitude and angle-

dependence of Tmat, we modeled Tmat as a function of a nondimensional parameter αd (Figure 

11.5E) and θatt (Figure 11.5F). Increasing αd decreases transmittance via increased material 

attenuation, thereby extending the PCI dynamic range (Figure 11.5E). For UV-C transmittance 

through volume diffusers at any angle, Tmat/Tmat(0°) is independent of angle of incidence regardless 

of αd. However, increasing αd for non-diffuse materials increases angular dependence of 

transmittance because 1) increasing d expands the range of optical path lengths over which 

attenuation occurs, and 2) increasing α increases the sensitivity of Tmat on varying path lengths 

(Figure 11.5F). 

Since the irradiance incident on the PCI-attenuator stack follows Lambert’s cosine law11, 

the irradiance ultimately incident on the PCI is proportional to 𝑇𝑡𝑜𝑡𝑎𝑙 ⋅ 𝑐𝑜𝑠(𝜃𝑎𝑖𝑟). Thus, PCIs 

stacked directly behind planar attenuators (relative to the optical path) will maintain an ideal 

response only if 𝑇𝑡𝑜𝑡𝑎𝑙 remains constant over 0° ≤ 𝜃𝑎𝑖𝑟< 90°. However, the parameters (Δn, d, and 

α) required to reduce attenuator transmittance and thus increase the dynamic range of the PCI-

attenuator stack concomitantly introduce angle-dependent transmittance. Thus, unless the 

attenuator diffuses UV-C sufficiently to transmit UV-C independent of angle, there is a 

fundamental tradeoff between reducing transmittance to extend dynamic range and maintaining an 

ideal cosine angular response. 

Model diffuse and non-diffuse materials extend the PCI dynamic range beyond 1.0 J/cm2. To 

investigate how attenuator material properties affect UV-C dose quantification accuracy, we chose 

to characterize the performance of PCIs stacked behind each of two widely accessible materials 

with different degrees of diffuse scattering. Floated borosilicate (“borosilicate”) has been 

demonstrated9 to extend PCI dynamic range on planar surfaces by ~5×, and thus was chosen as a 

model non-diffuse attenuator (i.e., exhibits specular reflection and transmission). 

Polytetrafluoroethylene (“PTFE”) was chosen as a model volume diffuser36, as PTFE is commonly 

used to improve angular response of radiometers within the ultraviolet range37,38. We generated 

calibration curves for PCIs and PCI-attenuator stacks to verify that chosen attenuator thicknesses 

extend the PCI dynamic range beyond 1.0 J/cm2 (Figure 11.5G, Figure 11.6). The bare PCI 

ULOQ was 0.261 J/cm2, below the 1.0 J/cm2 design specification for on-N95 dose validation and 

in line with previous studies9. We found that 0.51 mm-thick PTFE and 1.1 mm-thick borosilicate 
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increased the ULOQ to 1.259 J/cm2 and 1.853 J/cm2, respectively, thus meeting the dynamic range 

specification. Other materials, such as neutral density filters, were found to extend PCI dynamic 

range even further (Figure 11.7). While we only studied one batch of each attenuator, 

transmittance may vary by batch and should be characterized prior to implementation. 

 
Figure 11.7. Attenuators extend PCI dynamic range several-fold.  (A) Calibration curves relating UV-C dose to 

PCI color change when PCIs are bare, stacked with 1.1 mm-thick borosilicate, or stacked with a 1.3 OD neutral density 

filter. For bare PCIs, R2 = 0.998, a = 47.1, b = 80.4. For PCI-borosilicate, R2 = 0.999, a = 47.3, b = 699. For PCI-

neutral density filter, R2 = 0.998, a = 44.2, b = 2728. Color comparison wheels show PCI colors corresponding to 

doses marked along the x-axis, except in “No attenuator” case due to space constraints on the x-axis. Datapoints within 

the shaded region denote individual PCI measurements, line denotes best fit, and shaded region denotes 95% 

prediction interval on prediction of color change from observation of UV-C dose. (B) The relative uncertainty of UV-

C dose measurements for a bare PCI, PCI-borosilicate stack, and PCI-1.3 OD neutral density filter stack (from top to 

bottom, corresponding to the calibration curves plotted in panel A). 

Analytical and empirical characterization demonstrate non-ideal angular response of a 

model non-diffuse attenuator. To assess quantification accuracy of the PCI-borosilicate stack at 

different angles of incidence, we compared both the analytical and empirical angular response of 

a PCI stacked behind 1.1 mm-thick borosilicate to an ideal response. Using an apertured UV-C 

lamp to achieve near-normal angles of incidence (Figure 11.8), we measured a Ttotal of 15.63% ± 

0.06% for 1.1 mm-thick borosilicate (standard deviation of 3 replicates). We used thickness and 

measured Ttotal to predict the PCI-borosilicate stack angular response analytically, and also 

measured angular response with the point-like UV-C source.  

 
Figure 11.8. Borosilicate transmittance measurement involves a maximum angle of incidence of 10.1 from 

apertured UV-C source.  To measure the total transmittance through borosilicate at near-normal incidence, the 

maximum angle incident on the borosilicate should be minimized. Borosilicate is placed on an apertured platform in 

front of the radiometer. In our setup, the maximum angle incident on the borosilicate from the apertured UV-C source 

is ~10.1.  

As a non-diffuse material, we hypothesized that the PCI-borosilicate stack would readout 

lower UV-C doses than expected from Lambert’s cosine law, with deviations from ideal increasing 
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with angle of incidence due to angle-dependent reflection and absorption19 (Figure 11.9A). We 

calculated the integrated cosine error (Eq. 11.3) using an upper limit of integration of 75º, the last 

angle measured <80º. For the PCI-borosilicate stack, we predicted analytically and measured an 

integrated cosine error of 12.7% and 14.5%, respectfully. Both analytically and empirically, we 

observed that the UV-C dose transmitted through borosilicate to the PCI underestimates an ideal 

angular response (Figure 11.9B). To quantify the deviation from the ideal response as a function 

of angle, we calculated the cosine error (Eq. 11.2, Figure 11.9C). At angles of incidence of 15º 

and 75º, our model predicted cosine errors of -2.7% and -64.8%, respectively, and we measured 

cosine errors of -8.2% ± 3.0% and -82.9% ± 5.7%, respectively. Thus, the PCI-borosilicate stack 

deviated more from an ideal response at higher angles of incidence (Figure 11.9C), as 

hypothesized. Importantly, PCI-borosilicate only meets the angular response design specification 

(i.e., magnitude of cosine error ≤10%) at near-normal angles of incidence: 0º (due to 

normalization) and 15º empirically, and up to ~29º analytically. While angle-specific correction 

factors have been determined and applied in tightly controlled systems21, this approach is not 

feasible when the distribution of angles of incidence is not precisely known. For N95s in a UV-C 

chamber, both the 3D N95 facepiece morphology and uncollimated radiation confound application 

of an angle-specific correction factor to adjust inaccurate on-N95 UV-C dose measurements. 

 To evaluate the agreement between the analytical model and experiment, we compared the 

empirical angular response to model predictions. At 3 out of 6 non-normal angles measured, 

empirical angular response was within error (total propagated error of PCI quantification 

uncertainty and replicate variation) of model predictions (Figure 11.10A-B). The difference 

between empirical and analytical angular response was most substantial at 15° and 75° (Figure 

11.10B), where the empirical normalized angular response was 0.0531 ± 0.0291 and 0.0469 ± 

0.0147 below the model predictions, respectively. We hypothesize that the discrepancy between 

the empirical and analytical angular response arises from error in model parameters (e.g., refractive 

index, Ttotal at 0°), which will alter the predicted angular response (Figure 11.5D,F). Overall, 

however, analytical and empirical angular response measurements for the PCI-borosilicate stack 

correspond well. Both show a nonideal angular response with cosine error magnitude >10% for 

the majority of angles between 0°-90° and thus do not meet the angular response design 

specification. Negative cosine error at all non-normal angles of incidence means that the PCI-

borosilicate stack underestimates UV-C dose, though to different amounts depending on angle.  

Diffuse attenuators cause less deviation from ideal angular response. Materials like 

borosilicate that exhibit specular reflection and transmittance highlight a fundamental tradeoff 

between extending the PCI dynamic range and minimizing cosine error. In contrast, diffuse 

materials are predicted to overcome this tradeoff by reducing angle-dependent reflectance (surface 

diffusers) and/or optical path length (volume diffusers). Available in numerous thicknesses and 

sizes at relatively low cost as compared to glass diffusers, PTFE is a readily available attenuator 

material appropriate to a wide range of environments. As a volume diffuser36, we hypothesized 

that bulk scattering within PTFE would reduce path length dependence on angle of incidence. Due 

to unspecified surface roughness, we could not assume ideal surface diffuser behavior; thus, we 

modeled PTFE analytically as a volume diffuser with specular reflection and transmission at the 

interfaces (Figure 11.9D).  

To assess the accuracy of the volume diffuser analytical model and characterize the extent 

to which PTFE alters PCI angular response, we compared both the analytical and empirical angular 

response of a PCI-PTFE stack to an ideal response (Figure 11.9E-F). For UV-C angles of 

incidence ≤75°, we predicted analytically and measured an integrated cosine error of 2.7% and 
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0.97%, respectively. Both the analytical and empirical integrated cosine errors of the PCI-PTFE 

stack are smaller in magnitude than observed for the PCI-borosilicate stack, as anticipated, and are 

lower than others have measured for 0.5 mm-thick PTFE32,39. We hypothesize that the lower 

integrated cosine error observed here could arise from differing limits of integration. Due to the 

limited number of angles of incidence characterized empirically, we integrate through 75°, while 

others32,39 integrate through 85° (past the ISO/CIE 19476 definition31), incorporating contributions 

from an additional 10° over which cosine error is typically large. At each rotation angle measured 

except 90°, PCI-PTFE angular response was within error of the ideal response (Figure 11.9F), 

suggesting a near-ideal angular response.  Empirical angular response was within error of model 

predictions at <60º; at ≥60º, the empirical PCI-PTFE stack angular response was closer to an ideal 

response than model predictions (Figure 11.10C-D). We hypothesize that the empirical angular 

response of the PCI-PTFE stack was closer to ideal due to some surface diffuser behavior at the 

interface (not incorporated in the model), and/or slight curvature or non-negligible spacing 

between the deformable PTFE and PCI. Diffuser-sensor spacing and diffuser curvature have been 

shown to substantially alter the angular response of radiometers39–41.  

 
Figure 11.9. Concordance of analytical and empirical angular response of PCIs stacked with specular and 

diffuse attenuator materials.  Analytical and empirical angular response and cosine error are compared for PCIs 

stacked behind (A-C) borosilicate, a model non-diffuse material, and (D-F) PTFE, a model volume diffuser. (A) 

Analytically, both reflection at the attenuator interfaces and path-length-dependent absorption through the material 

thickness contribute to the modeled angular response of non-diffuse materials. The (B) angular response and (C) 

cosine error of PCI-borosilicate stacks shows a non-ideal angular response at all angles of incidence. (D) The analytical 

model for PTFE as a volume diffuser includes specular reflection at interfaces, but assumes constant path length (and 

thus, absorption) through the material for all angles of incidence. The (E) angular response and (F) cosine error of 

PCI-PTFE stacks illustrate near-ideal response at low angles of incidence and non-ideal angular response at high 

angles of incidence.  Error bars indicate total error, comprising both the standard deviation of replicates and the 

uncertainty of PCI measurements. 
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Figure 11.10. Analytical and empirical angular responses of PCI-attenuator pairs are concordant.  (A) 

Analytical and empirical angular response of the PCI-borosilicate stack, along with ideal angular response (cos(θ)). 

Error bars on empirical measurements indicate total propagated error (the root-sum-square combination of both PCI 

quantification uncertainty and standard deviation of 3 replicate measurements, as described previously9). (B) The 

difference between empirical and analytical angular response of the PCI-borosilicate stack at each angle of incidence 

measured. (C) Analytical and empirical angular response of the PCI-PTFE stack, along with ideal angular response. 

(D) The difference between empirical and analytical angular response of the PCI-PTFE stack at each angle of 

incidence measured. 

Quantifying error in on-N95 UV-C dose measurements by PCI-attenuator stacks. Based on 

the modeled and measured angular response measurements from the point-like UV-C source, we 

hypothesized that a PCI-PTFE stack would measure on-N95 dose more accurately than a PCI-

borosilicate stack, particularly at on-N95 locations with high angles of incidence. To test this 

hypothesis, we compared UV-C dose measured with PCIs and PCI-attenuator stacks to true applied 

dose at two locations on an N95 centered in a chamber with 5 UV-C bulbs arrayed across the top. 

The presence of multiple UV-C bulbs, as well as scattering and reflection42 in this and other 

commercial decontamination systems, stymie determination of angle of incidence distribution at 

any given location. We chose two on-N95 measurement locations which we hypothesized receive 

substantially different angles of incidence: (1) near the apex (“low-angle”; near-normal), and (2) 

near the base (“high-angle”; non-normal) (Figure 11.11A). Based on the analytical model and the 

point-like UV-C source measurements (Figure 11.9), we hypothesized that the PCI-borosilicate 

stack would underestimate UV-C dose at both N95 locations, with greater underestimation at the 

high angle location. In contrast, PCI-PTFE angular response had cosine error magnitudes <10% at 

all angles of incidence measured empirically and at angles ≤ 61o analytically, so we hypothesized 

that the PCI-PTFE stack would measure on-N95 UV-C dose accurately, with some error 

introduced at the high-angle N95 location.  
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At both on-N95 locations, UV-C dose was measured from PCI color change using PCI-

attenuator-specific calibration curves (Figure 11.5G). To evaluate the measurement accuracy, the 

true dose applied at each on-N95 location was determined by multiplying a radiometer 

measurement obtained in each exposure by the respective predetermined ratio of irradiances at 

each on-N95 location and at the radiometer (
𝐼𝑟𝑟𝑙𝑜𝑤−𝑎𝑛𝑔𝑙𝑒

𝐼𝑟𝑟𝑟𝑎𝑑𝑖𝑜𝑚𝑒𝑡𝑒𝑟
= 2.27 ± 0.06; 

𝐼𝑟𝑟ℎ𝑖𝑔ℎ−𝑎𝑛𝑔𝑙𝑒

𝐼𝑟𝑟𝑟𝑎𝑑𝑖𝑜𝑚𝑒𝑡𝑒𝑟
= 0.93 ± 0.03). 

Based on the ULOQ of the two PCI-attenuator stacks, on-N95 UV-C dose measurements up to 

~1.200 J/cm2 were characterized and compared to the true dose to evaluate the on-N95 dynamic 

range and angular response of PCI, PCI-borosilicate, and PCI-PTFE (Figure 11.11B-D). In 

agreement with the dynamic ranges measured on a planar surface (Figure 11.5G), the measured 

UV-C dose of the PCI-attenuator stacks is linearly proportional to true dose throughout the entire 

dose range tested at each on-N95 location (~0.050 to ~1.200 J/cm2, Figure 11.11C-D, top; Table 

11.1). Thus, both borosilicate and PTFE meet the design specification of extending on-N95 PCI 

dynamic range to ≥1.0 J/cm2. In contrast, UV-C dose measured by the bare PCI plateaus with 

measurement error greatly exceeding 10% at true doses above ~0.250 J/cm2 (Figure 11.11B), in 

agreement with the PCI ULOQ (Figure 11.5G).  

To evaluate overall measurement accuracy, we calculated the percent error of UV-C dose 

measurements (Figure 11.11B-D, bottom). Doses measured with the PCI-borosilicate stack 

underestimated the true dose by 14.7% ± 4.0% and 40.8% ± 3.0% at the low-angle and high-angle 

on-N95 locations, respectively (errors are the standard deviation of 18 total dose measurements at 

a given location). Thus, in agreement with our hypothesis, we found that dose measured with the 

PCI-borosilicate stack underestimated true UV-C dose to a greater extent at the more steeply 

sloped, high-angle on-N95 location. Inaccuracy in measured dose also arises due to differences in 

the distribution of angles of incidence between the calibration curve and on-N95 measurements. 

As discussed, it is infeasible to generate calibration curves or correction factors specific to each 

on-N95 location in the chamber. In contrast, doses measured with the PCI-PTFE stack only 

underestimated the true dose by 3.6% ± 6.7% and 19.8% ± 5.8% at the low-angle and high-angle 

on-N95 locations, respectively. UV-C dose measurements by the PCI-PTFE stack were more 

accurate than those by the PCI-borosilicate stack, supporting our hypothesis and model predictions 

that PCIs stacked behind diffuse materials have an angular response nearer to an ideal response 

than when stacked behind a non-diffuse material. Overall, PCI-PTFE dose measurements were 

within error of the true dose at the low-angle on-N95 location (measured dose underestimated true 

dose by 3.6% ± 6.7% over 18 measurements), in agreement with our hypothesis that PCI-PTFE 

has near-ideal angular response at low angles of incidence. We observe greater error in PCI-PTFE-

measured dose at the high-angle on-N95 location than observed at all angles measured with the 

point-like UV-C source (Figure 11.9F). The larger error at the high-angle location on-N95 may 

indicate an average angle of incidence >75º at that location, yielding a greater cosine error than 

measured with the point-like UV-C source at angles ≤75º. As discussed previously, geometrical 

factors such as slight variations in PTFE curvature, as well as the use of calibration curves not 

specific to each experimental measurement location, may have also contributed to angular 

response differences measured in the two systems. Additionally, while guidance on the acceptable 

source-to-detector distance for accurate angular response measurements varies10,43, insufficient 

distance can yield artificially high angular response43. This artifact may contribute to the near-

ideal angular response measured with the point-like source, where the maximum source-to-

detector distance was limited due to low source irradiance. On-N95, the PCI-PTFE attenuator stack 

underestimated dose to a greater extent with increasing dose, a phenomenon not observed with the 

PCI-borosilicate stack (Figure 11.11C-D). We hypothesize the dose-dependent error may arise 
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from an increasing difference between the true and applied calibration curve at higher doses 

(Figure 11.12), and/or temperature-induced changes in PTFE transmittance44 not captured in the 

PCI-PTFE calibration curve (generated off-N95) due to differences in heat dissipation on-N95.   

 
Figure 11.11. On-N95 UV-C dose measurement error depends on attenuator and on-N95 location. (A) UV-C 

dose was measured at two different on-N95 positions (top image): near the apex (“low-angle”), and on the steeply 

sloped side (“high-angle”). For PCI-attenuator stacks (PTFE or borosilicate), a PCI was placed directly underneath an 

attenuator (bottom image). On-N95 UV-C dose measurement accuracy of a (B) bare PCI, (C) PCI-borosilicate stack, 

or (D) PCI PTFE-stack was determined by comparing measured to true applied dose calculated from radiometer 

measurements and the predetermined ratio between the irradiance at the ratiometer and at each on-N95 location. 

Measured dose (top) and percent error in measured dose (bottom) were plotted against true applied dose. UV-C dose 

measurements underestimate true applied dose, particularly at the high-angle location.  

Table 11.1. Significance of linear correlation between true and measured dose for each attenuator and on-N95 

location tested. 

Attenuator & on-N95 location r2 p 

No attenuator, low-angle 0.282 0.024 

No attenuator, high-angle 0.182 0.078 

Borosilicate, low-angle 0.997 4.76e-21 

Borosilicate, high-angle 0.997 8.21e-22 

PTFE, low-angle 0.990 2.64e-17 

PTFE, high-angle 0.995 1.68e-19 
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Figure 11.12. Use of incorrect calibration curve can yield dose-dependent measurement error.  If the PCI-

attenuator stack has a non-ideal angular response, and/or if PCI reaction kinetics are dependent on environmental 

conditions such as temperature or humidity, differences in UV-C angles of incidence and environmental factors may 

yield different calibration curve shapes. Because it is infeasible to generate calibration curves for every location and 

environmental condition within the UV-C chamber to exactly match the conditions of a given measurement, the 

calibration curve used to determine dose from a measured ΔE may not represent the true calibration curve for the exact 

chamber location and environmental conditions present at the time the PCI was exposed. Use of an incorrect 

calibration curve may lead to dose-dependent measurement error.  

 

11.5 Conclusions 
Overall, both modeling and measurements in two different UV-C systems demonstrate that diffuse 

attenuators such as PTFE alter the ideal angular response of PCIs less than non-diffuse materials 

such as borosilicate, but that both types of planar attenuators cause deviation from ideal at high 

angles of incidence. Unless the material is ideally diffuse, the factors which decrease attenuator 

transmittance (thus increasing PCI-attenuator ULOQ) also increase the angular dependence of 

transmittance, yielding a fundamental tradeoff between the two design requirements of increased 

dynamic range and minimal cosine error. Both attenuators increased the PCI ULOQ by >4×, but 

the non-ideal angular response of PCI-attenuator stacks led to underestimation of measured on-

N95 dose at one or both locations. The on-N95 results highlight a critical consideration for 

designing optical attenuators: materials that lead to measurements within error of the ideal angular 

response in a controlled setting may not accurately translate to user environments. Additionally, 

cumulative UV-C exposure also affects the transmission properties of some attenuators (e.g., 

solarization of glass45), which limits reuse. Though relatively low-cost materials such as PTFE 

may be feasible for single-use applications, the stability of attenuator transmittance with increasing 

cumulative UV-C dose must be robustly characterized prior to implementation of any attenuator 

material.  Future study could consider introducing surface roughness and/or curvature to volume 

diffusers to create PCI-attenuator stacks with smaller cosine error at higher angles of incidence. 

Alternative strategies to extend PCI dynamic range, such as the development of new PCI 

formulations, are also a promising approach that may be more robust than physically attenuating 

UV-C incident on the PCI.  
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Chapter 12  
 

Mapping of UV-C dose and SARS-CoV-2 viral 

inactivation across N95 respirators during 

decontamination 
 
Adapted with permission from A. Geldert*, A. Su*, A. W. Roberts, G. Golovkine, S. M. Grist, S. 

A. Stanley, & A. E. Herr, “Mapping of UV-C dose and SARS-CoV-2 viral inactivation across N95 

respirators during decontamination”, MedRxiv and in revision. 

 

12.1 Abstract 
During public health crises like the COVID-19 pandemic, ultraviolet-C (UV-C) decontamination 

of N95 respirators for emergency reuse has been implemented to mitigate shortages. Pathogen 

photoinactivation efficacy depends critically on UV-C dose, which is distance- and angle-

dependent and thus varies substantially across N95 surfaces within a decontamination system.   

Due to nonuniform and system-dependent UV-C dose distributions, characterizing UV-C dose and 

resulting pathogen inactivation with sufficient spatial resolution on-N95 is key to designing and 

validating UV-C decontamination protocols. However, robust quantification of UV-C dose across 

N95 facepieces presents challenges, as few UV-C measurement tools have sufficient 1) small, 

flexible form factor, and 2) angular response. To address this gap, we combine optical modeling 

and quantitative photochromic indicator (PCI) dosimetry with viral inactivation assays to generate 

high-resolution maps of “on-N95” UV-C dose and concomitant SARS-CoV-2 viral inactivation 

across N95 facepieces within a commercial decontamination chamber. Using modeling to rapidly 

identify on-N95 locations of interest, in-situ measurements report a 17.4 ± 5.0-fold dose difference 

across N95 facepieces in the chamber, yielding 2.9 ± 0.2-log variation in SARS-CoV-2 

inactivation. UV-C dose at several on-N95 locations was lower than the lowest-dose locations on 

the chamber floor, highlighting the importance of on-N95 dose validation. Overall, we integrate 

optical simulation with in-situ PCI dosimetry to relate UV-C dose and viral inactivation at specific 

on-N95 locations, establishing a versatile approach to characterize UV-C photoinactivation of 

pathogens contaminating complex substrates such as N95s. 

 

12.2 Introduction 
The global shortages of N95 respirators during the COVID-19 pandemic has required crisis 

capacity strategies for decontamination and reuse of these complex, multilayered, made-for-single-

use protective textiles. With established applications in water1,2, air3,4, and non-porous surface5 

disinfection, ultraviolet-C (UV-C) germicidal (200-280 nm) irradiation was identified as a 

promising and accessible method for N95 decontamination6. Upon sufficient absorption by nucleic 

acids, UV-C inactivates pathogens by damaging their genetic material5; thus, UV-C 

decontamination efficacy is critically dependent on total received dose (integrated irradiance over 

time). The U.S. Food & Drug Administration (FDA) definition of tier 3 “bioburden reduction” 

requires sufficient UV-C dose to be applied across the N95 to yield ≥3-log10 inactivation of non-

enveloped virus7 (“log10” subsequently referred to as “log”). 
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N95s present distinct challenges for UV-C decontamination: the applied surface dose 

required to decontaminate all N95 layers is orders of magnitude higher than the dose required on 

non-porous surfaces8,9, and varies between N95 models10,11 due to substantial differences in 

material composition. UV-C decontamination protocols must ensure that all N95 surfaces receive 

sufficient dose for pathogen inactivation, while also not exceeding the exposure threshold for 

material degradation, as high cumulative doses of UV-C degrade N95 material12. Additionally, 

UV-C dose is nonuniformly distributed across the complex, 3D N95 surface due to Lambert’s 

cosine law13 and self-shadowing. Thus, UV-C distribution across N95 surfaces is highly dependent 

on N95 morphology, as well as the decontamination system and N95 positioning. Together, these 

characteristics complicate determination of the UV-C dose applied to all N95 surfaces in a 

decontamination system, impacting both research and implementation14,15. 

Effective implementation requires translation of robust research studies linking on-N95 

surface dose to viral inactivation for a given UV-C source emission spectrum and N95 model. 

However, coincident on-N95 dose and viral inactivation measurements are infeasible as the 

measurement sensor would shadow the pathogen. Furthermore, most UV-C dosimetry tools lack 

sufficient spatial resolution, throughput, and angular response for on-N95 measurements. As a 

result, UV-C dose for N95 decontamination is typically characterized indirectly. For example, to 

circumvent challenges associated with making UV-C dose measurements on non-planar surfaces, 

many studies, including a recent study of SARS-CoV-216, assess UV-C dose and viral inactivation 

on flat coupons of N95 material. N95 coupon studies determine the UV-C dose required for viral 

inactivation throughout the porous N95 material layers, but fail to capture the impact of the 3D 

facepiece shape on the received UV-C dose across the N95 surface. Other approaches use optical 

modeling to estimate the UV-C distribution across N95 surfaces from the UV-C dose measured in 

a single location, in order to relate approximate UV-C dose to SARS-CoV-2 inactivation17. Optical 

modeling is an attractive approach to study UV-C distribution, as it can recapitulate nearly any 

UV-C system to provide a high-resolution map of irradiance distribution18 via entirely user-defined 

system parameters. However, optical models alone cannot capture non-idealities such as irradiance 

fluctuations, bulb-to-bulb differences in power output, and environmental and material changes 

over time5,14,19,20. Additionally, while the modularity of optical modeling is advantageous for broad 

applicability, the model accuracy depends on both the optics expertise of the user and the accuracy 

of user-defined parameters such as the reflective and scattering properties of all materials. Thus, 

the high resolution and rapid iteration capabilities of optical simulations would be most valuable 

when coupled with in situ validation measurements.  

To this end, a promising in situ method has recently been developed to quantify on-N95 

dose using UV-C photochromic indicators (PCIs)14. PCIs complement simulation results by 

providing absolute dose measurements and empirical validation. Planar, paper-like dosimeters 

similar to and including PCIs have been shown to have ideal angular detection response21,22. The 

low cost and small, flexible form factor of PCIs supports quantitative, spatially resolved and high-

throughput on-N95 PCI dosimetry in the same exposure and in nearly the same on-N95 location 

as inoculated pathogens, minimizing confounding factors such as temporal or spatial variation14 

and angular dependence of UV-C irradiance13. Thus, PCIs may comprise a cornerstone to better 

inform safe and effective UV-C decontamination, especially when corroborated by further study 

to evaluate suitability for readout by diverse, lower-cost color readers. 

Here, to investigate the impact of UV-C dose variation on SARS-CoV-2 inactivation on 

N95s, we introduce a method to simultaneously map UV-C dose and SARS-CoV-2 viral 

inactivation across N95 respirator facepieces. We integrate two approaches for high-spatial-
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resolution on-N95 dosimetry: PCI quantification and optical modeling. We develop an optical 

modeling workflow to characterize UV-C dose distribution across N95s within a decontamination 

chamber to rapidly iterate on experimental design, and simultaneously inform and validate this 

model using in-situ PCI dose quantification. From the high-resolution simulated N95 dose maps, 

we identify pairs of proximal measurement sites receiving equivalent UV-C dose in order to 

measure UV-C dose at SARS-CoV-2 inoculation sites within the same UV-C exposure. For the 

first time, we apply quantitative in-situ PCI dosimetry to simultaneously quantify UV-C dose and 

SARS-CoV-2 inactivation across a model N95 facepiece (intra-N95) at multiple locations (intra-

chamber), providing new, practical insight into how N95 facepiece shape impacts decontamination 

efficacy. 

 

12.3 Materials & Methods 
Inter-UV-C chamber and radiometer assessment. All UV-C decontamination experiments were 

performed with Spectronics XL-1000 UV-C chambers with BLE-8T254 low pressure amalgam 

bulbs. Irradiance was measured using calibrated, NIST-traceable ILT 1254/TD UV-C radiometers 

(International Light Technologies, ILT) and corresponding ILT DataLight III meter software. A 

custom notch in the UV-C chamber doors allowed a cable to pass through for in-situ radiometer 

measurements. One chamber and radiometer were used exclusively in a biosafety level 3 (BSL-3) 

laboratory for SARS-CoV-2 inactivation experiments, while another set was used for all 

experiments outside BSL-3. The UV-C irradiance over time and space within the two chambers 

were concordant (Figure 12.1), as were measurements from the two radiometers (Figure 12.2). 

 
Figure 12.1. Two UV-C chambers have similar irradiance profiles over time and space.  (A) Irradiance at the 

center of the chamber during the first 20 minutes of exposure after turning on the UV-C bulbs (N = 2 for each 

chamber). Note decrease in output over time after bulb warm-up. (B) Heatmaps of spatial irradiance distribution within 

each chamber (average of 3 replicate measurements at each location). 
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Figure 12.2. Equivalent performance of two ILT1254 radiometers.  (A) Irradiance recorded by each radiometer 

(labeled ILT1, ILT2) when placed in the same location at the center of a UV-C chamber and exposed for 30 seconds 

in alternating fashion. (B) The irradiance data from (A) overlaid on top of one another, where t = 0 represents the start 

of each exposure. 

PCI measurements. For UV-C dose measurements, PCIs (UVC 100 Dosimeter dots, American 

Ultraviolet; 25.4 mm diameter) were cut into quarters prior to use. D65/10° L*a*b* PCI color was 

measured using an RM200QC spectrocolorimeter (X-Rite, large aperture setting) and/or Color 

Muse colorimeter (Variable, Inc, with Variable color app). The Color Muse was aligned over the 

PCI using a template (Figure 12.3).  

 
Figure 12.3. Template used to measure PCI color with Color Muse colorimeter.  Because the Color Muse lacks 

a preview function, the template ensures that a quarter-circle PCI fills the Color Muse aperture. 

PCI calibration curves, relative uncertainty, and dynamic range determination were performed as 

previously described14. Briefly, calibration curves relating PCI color change (CIEDE2000 ΔE) to 

received dose were established by placing a radiometer and a PCI at two locations of equal 

irradiance within the UV-C chamber.  PCIs were placed on a platform of similar height to the 

radiometer sensor (34 mm). The dose (calculated by integrating recorded radiometer irradiance 

over time) and CIEDE2000 ΔE measured after 9 different exposure lengths were fit to a function 

based on first-order reaction kinetics, as reported previously (a and b are fit parameters)14: 𝛥𝐸 =

 𝑎(1 − 𝑒
−𝑑𝑜𝑠𝑒

𝑏 ) (Figure 12.4A,C). 95% confidence intervals (CIs) on UV-C dose measurements 

were calculated via propagation of error from standard deviations of the fit parameters and the 

standard deviation of replicate ΔE measurements of unexposed PCIs (N = 10 and 11 for RM200QC 

measurement of PCI batches 1 and 2, respectively; N = 6 and 5 for Color Muse measurement of 

PCI batches 1 and 2, respectively). Relative uncertainty was defined as 
𝐶𝐼 𝑤𝑖𝑑𝑡ℎ

2∗𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒𝑑 𝑑𝑜𝑠𝑒
 (Figure 

12.4B,D). The dynamic range was quantified as the dose range over which the relative uncertainty 

was <10%. Batch-specific calibration curves were generated due to batch-to-batch variability 



227 

 

(Figure 12.5); calibration curves were also specific to the attenuator and colorimeter used. Custom 

MATLAB scripts performed PCI dosimetry analyses. 

To measure doses beyond the PCI dynamic range on planar surfaces, a 1.1 mm-thick 

Borofloat borosilicate glass attenuator (25.4 mm width and length, 80/50 scratch/dig quality, 

Precision Glass & Optics 0025-0025-0011-GE-CA) with 12.4% ± 0.4% UV-C transmittance was 

placed over the PCI (Figure 12.4). For one batch of 1.1 mm-thick borosilicate glass, we measured 

a UV-C transmittance of 12.4% ± 0.4%, using a Spectroline XL-1500 chamber with BLE-1T155 

bulbs and Model 308 data-logging UV radiometer with a 254 nm sensor (Optical Associates, Inc., 

OAI). While an ILT 1254 radiometer was used for all other experiments, the OAI Model 308 

radiometer was used to measure borosilicate transmittance because the Model 308 radiometer 

sensor is flat, so transmittance measurements could be made by comparing the measured irradiance 

with and without borosilicate covering the sensor. Correspondingly, a different UV-C chamber 

(XL-1500) was used for transmittance measurement because the XL-1500 had a larger notch cut 

in the door to accommodate the Model 308 radiometer sensor cable. To generate calibration curves 

of the PCI-borosilicate attenuator pair, the borosilicate was placed over the PCI during exposure 

but removed prior to PCI color measurement. The exposure times were also multiplied by a factor 

of 
1

%𝑇
 , where %T is the UV-C transmittance of the borosilicate glass, to account for the lower 

proportion of UV-C light reaching the PCI. We generated calibration curves specific to the PCI 

batch, attenuator, and colorimeter to quantify UV-C dose from PCI color change (CIEDE2000 ΔE) 

with respect to an unexposed reference (Figure 12.4, Figure 12.5).  

For all ratios of two PCI measurements (e.g., fold difference in on-N95 dose), other than 

cases where PCI measurements are normalized to a maximum PCI reading, we report total error: 

the root sum square of standard deviations associated with both replicate variation and propagated 

uncertainty in PCI dose estimation. All other error values report the standard deviation of replicate 

measurements. 
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Figure 12.4. UV-C dose quantification from PCI color change.  (A) Calibration curve relating UV-C dose to PCI 

color change (CIEDE2000 ΔE) measured with either the RM200QC spectrocolorimeter (N = 3 replicate data sets) or 

the Color Muse colorimeter (N = 2 replicate data sets). The shaded regions represent the 95% prediction interval on 

prediction of PCI color change from measured UV-C dose. Fit function is defined by Su & Grist, et al.14 based on 

first-order reaction kinetics. For the RM200QC, R2 = 0.9976, a = 46.0 (45.3, 46.7), b = 87.4 (83.6, 91.2). For the Color 

Muse, R2 = 0.9963, a = 51.7 (52.8, 50.6), b = 71.2 (66.5, 75.9). (B) Relative uncertainty of dose measurement. Relative 

uncertainty is defined as half the width of the 95% confidence interval on UV-C dose measurements, divided by 

measured dose. UV-C dose measurements have <10% relative uncertainty from 11.3 – 261.4 mJ/cm2 (RM200QC) or 

19.2 – 168.1 mJ/cm2 (Color Muse). (C) Calibration curve of PCI covered by a 1.1 mm-thick borosilicate glass 

attenuator, which extends the dynamic range. PCI color change is measured with either the RM200QC 

spectrocolorimeter (N = 3 replicate data sets) or the Color Muse colorimeter (N = 2 replicate data sets). For the 

RM200QC, R2 = 0.9982, a = 46.7 (46.2, 47.3), b = 605.9 (584.3, 627.5). For the Color Muse, R2 = 0.9960, a = 52.8 
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(51.7, 53.9), b = 495.6 (462.9, 528.3). (D) Relative uncertainty of dose measurements with 1.1 mm-thick borosilicate 

glass attenuator. UV-C dose measurements have <10% relative uncertainty from 85.0 – 1853.2 mJ/cm2 (RM200QC) 

or 295.6 – 802.6 mJ/cm2 (Color Muse). (E) Scatterplot of UV-C doses measured from the same PCI using either the 

RM200QC or ColorMuse. Error bars represent the uncertainty in the predicted dose, which arises from uncertainty in 

the calibration fit parameters and uncertainty in the ΔE measurement. (F) Scatterplot of the difference in dose 

measured by the ColorMuse and RM200QC. N = 34 PCIs.   

 
Figure 12.5. PCI calibration curve is batch-dependent. Each curve consists of 3 replicate datasets and was fit to 

the function based on first-order reaction kinetics defined by Su & Grist, et al.14 For batch 1, R2 = 0.9964, a = 46.0 

(45.2, 46.8), b = 77.6 (73.5, 81.6). For batch 2, R2 = 0.9976, a = 46.0 (45.3, 46.7), b = 87.4 (83.6, 91.2). Batch to batch 

variation may be due to changes in PCI starting color or variation in indicator reaction kinetics. 

Optical model. To create a model of the respirator compatible with the optical modeling software, 

a 3M 1860 N95 with straps removed was scanned using a Creaform Go!SCAN 3D. After additional 

pre-processing, the N95 was positioned within a CAD model of the UV-C chamber (Figure 12.6). 

The entire assembly was then imported into non-sequential mode in Zemax OpticStudio (Version: 

20.3) and exploded into individual parts. Parts not essential to the optical model (e.g., screws, 

hinges, etc.) were ignored during simulations. UV-C source and surface parameters are listed in 

Table 12.1. The N95 CAD object was converted to an absorbing detector, consistent with a 

previous study that approximated on-N95 UV-C distribution using an absorbing spherical 

detector18, and positioned and/or duplicated to match in-situ chamber locations. All simulations 

were performed with “Use Polarization”, “Scatter NSC Rays”, “Split NSC Rays” and “Ignore 

Errors” engaged. Detector data were exported and analyzed using custom MATLAB scripts. 

Because the optical model may not accurately predict absolute dose due to environmental 

fluctuations, simulation results were normalized to the maximum value within the analyzed 

domain (e.g., entire chamber and/or N95(s)).  

 
Figure 12.6. Preprocessing of scanned N95 for optical model.  (A) Scanned 3M 1860 N95 mesh model is roughly 

aligned to X-Y plane in Autodesk Fusion 360. B) The inner mesh layer facing the wearer was manually removed prior 
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to converting the model to a solid and exporting as a .STEP file. C) A CAD model of the Spectronics XL-1000 (kindly 

provided by Spectro-UV) and modified N95 .STEP file were imported into an Autodesk Inventor assembly. The 

Spectrolinker-1000 was positioned to align the bottom of the back-left corner of the chamber with the origin. The 

model N95 was aligned close to the center of the top surface of the chamber floor. The pitch angle of the N95 was 

adjusted so that the height of the nosepiece and the chin piece approximated values measured in situ. The entire 

assembly was then imported into the optical modeling software for use. 

Table 12.1. Additional optical model specifications  

UV-C source information 

Emission 254 nm, monochromatic 

Number of UV-C bulbs 5 

Filament-to-filament length 230 mm 

Diameter 3 mm 

Rays/source tube during simulations 5E7 

Reflective properties applied to chamber surfaces 

Component % reflective % diffuse scattering 

Top reflector 86 100 

Rear panel 20 90 

Front door 5 100 

Sides and bottom panel 20 90 

 

UV-C dose distribution on chamber floor. UV-C dose distribution across the chamber floor was 

characterized in situ at 15 evenly spaced locations (Figure 12.7) using PCIs as described 

previously14; briefly, all 15 PCIs were simultaneously exposed to ~100 mJ/cm2, then read with the 

RM200QC within 600 s. Peak UV-C irradiance within a 15 s exposure was also measured at 14 of 

these locations sequentially using a radiometer (the built-in chamber sensor obstructed placement 

at one location). Simulated UV-C dose at each location was extracted from the optical model using 

custom MATLAB scripts. 
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Figure 12.7. Map for in-situ measurements on chamber floor.  Irradiance and dose were measured at 14 or 15 

locations with a radiometer (colored squares) and PCIs (quarter-circles), respectively. 

UV-C dose distribution across N95 facepieces. In situ: To empirically measure on-N95 UV-C 

dose, PCIs with backing removed were adhered to the N95 facepiece, exposed, and subsequently 

removed for color quantification. To facilitate comparison to simulation, each PCI location on the 

N95 was recorded by measuring the PCI: 1) corner height (C), 2) highest point height if not corner 

height (lowest point height if corner is highest) (h), 3) rotation along the N95 surface (Φ, Figure 

12.8), and 4) lateral distance from either the nosepiece-to-chin midline or side-to-side seam. N95 

straps were removed to minimize shadowing and variability in N95 tilt. A printed floor map 

ensured reproducible N95 positioning in the chamber, with nosepieces toward the door (Figure 

12.9).  
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Figure 12.8. Optical model identifies paired measurement sites for in-situ PCI measurements.  (A) Images of 

PCIs placed on N95s taken post-UV-C exposure. While x-y-z axes are independent of view angle, rotational angles  

and  are defined relative to the view angle. B) Scatterplots of optical simulation output overlaid with outlines of PCIs 

estimated to receive similar doses, therefore identifying measurement sites. Dashed rectangular outline indicates area 

shown in C. C) High resolution plots of the PCIs and on-N95 simulation results from B projected onto a 2D plane. 

PCIs colored by average dose normalized to the maximum average PCI-measured dose, which is also indicated in 

overlying text. Axes in B) and C) show distance in mm. Due to N95 curvature, the PCI outline on the 2D projection 

may differ slightly from the true PCI footprint on an N95 in situ. We assume these differences are minimal. 
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Figure 12.9. Chamber floor map for on-N95 measurements. Map positioned on chamber floor to ensure 

reproducible placement of all physical components for on-N95 measurements. “Sensor” indicates location of built-in 

sensor within the chamber. 

Optical model: To characterize on-N95 UV-C dose from simulations, average values at specific 

in-situ PCI locations were extracted from the N95 detector simulation data using a custom 

MATLAB script. Briefly, N95 detector data were imported into MATLAB. The outline of each 

PCI was plotted on top of the simulated N95 dose map using the spatial parameters described 

above. The vertical height of the PCI (d) was then defined as |C-h|. The angle of rotation toward 

the N95 surface (α, Figure 12.8) of the PCI was calculated based on geometry (Eq. 12.1, Eq. 

12.2). When the corner is either the highest or lowest part of the PCI: 

 
𝛼 = 𝑐𝑜𝑠−1

𝑑

𝑟
 

Eq. 12.1 

where r is the radius of the PCI. 

When corner is not the highest or lowest point of the PCI,  

 
𝛼 = 𝑐𝑜𝑠−1

𝑑

𝑟 ∗ 𝑠𝑖𝑛(𝛷)
 Eq. 12.2 

where Φ is defined as the angle between the horizontal axis and highest PCI point. 

The average on-N95 value from simulation was calculated as the mean value of the data 

points contained within the PCI perimeter, determined using the “inpolygon” function on a 2D 

projection of N95 data points and PCI outlines (Figure 12.8). 

Heatmap plots. All heatmaps of UV-C dose or irradiance were generated with the ‘inferno’ 

perceptually uniform, colorblind-friendly colormap, which was created by Stéfan van der Walt and 

Nathaniel Smith and adapted from Python’s matplotlib for use in MATLAB by Ander Biguri.23 

SARS-CoV-2 preparation, handling, and TCID50 assay.  

Virus preparation and stock titration: SARS-CoV-2 stocks of the strain USA-WA1/2020 were 

obtained from the Biodefense and Emerging Infections (BEI) Research Resources Repository. 

Dulbecco's Modified Eagle Medium (DMEM, Sigma-Aldrich) containing 10% fetal bovine serum 

(FBS),100 U/mL penicillin, and 100 μg/mL streptomycin was used for all cell culture. To produce 

virus passage 1, SARS-CoV-2 stocks were amplified in Vero-E6 cells (ATCC® CRL-1586™). In 

brief, to generate passage 1, 50 μl of the BEI stock was inoculated onto confluent T-175 flasks of 

Vero-E6 cells and allowed to propagate until 50% cytopathic effect (CPE) was achieved (~48 

hours post infection) at which time cells were lysed through 1 round of freeze and thaw. CPE was 
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defined as any virus-induced cell death or change in cell morphology observed using brightfield 

microscopy. Supernatants were collected and clarified by spinning at 1500 rpm for 5 mins. The 

clarified viral supernatant was aliquoted and frozen at -80oC. Aliquots were thawed for production 

of virus passage 2, which was performed as above except using Calu-3 human lung epithelial cells 

(UC Berkeley Cell Culture Facility). The concentration of virus passage 2 stocks was assessed by 

50% tissue culture infectious dose (TCID50) assay using Vero-E6 cells and was determined to be 

8 x 107 TCID50/mL. Passage 2 cells were used for all experiments. 

N95 facepiece/coupon inoculation: All coupons or N95 facepiece viral measurement sites were 

inoculated by pipetting 3 aliquots of 16.67 μL, for a total of 50 μL, of passage 2 virus stock at 8  

107 TCID50/mL onto the N95 material. While most locations on the N95 facepiece can be 

inoculated, for the hydrophobic N95 model used in this study, we observed that beaded inoculation 

droplets would roll off of steeply sloped surfaces (e.g., base of the facepiece near the chin or 

nosepiece), precluding inoculation at some locations. Alternate droplet sizes or N95 orientations 

during drying may mitigate this challenge. The SARS-CoV-2 inoculation volume was selected to 

balance drying time and assay sensitivity. Inoculation sites were left to dry at room temperature 

for 3.5 hours in a biosafety cabinet. For paired on-N95 UV-C dose and SARS-CoV-2 inactivation 

measurements, where the PCIs were placed on the N95 prior to inoculation, we also verified that 

the N95s were not exposed to UV-C during the drying process. To do so, a PCI was positioned in 

the biosafety cabinet next to the N95 respirators while the inoculation sites dried, and the PCI color 

was measured using the RM200QC spectrocolorimeter before and after the 3.5 hour drying period 

to verify no change in color. 

Virus titration: After irradiation, inoculated coupons or N95 facepiece measurement sites were 

extracted using 12mm biopsy punches (MedexSupply ACD-P1250). N95 facepiece punches were 

incubated in stationary 24-well plates containing cell culture medium (DMEM supplemented with 

10% fetal bovine serum, 100 U/mL penicillin, and 100 μg/mL streptomycin) for ≥30 minutes. 

Viable SARS-CoV-2 virus was quantified by TCID50 assay by incubating confluent Vero E6 cells 

in 96 well plates with 10-fold serial dilutions of viral extraction sample at 37℃/5% CO2. Eight 

replicate wells were assessed per dilution. Five days after inoculation, CPE was scored visually 

under brightfield illumination using a 4✕/0.13 NA objective. Wells with CPE exhibited either 

complete destruction of the cell monolayer, or large areas of cell lysis/cell debris. TCID50 was 

calculated using the Reed-Muench method24. The limit of detection of the assay is 3.16 

TCID50/mL, which was determined by calculating the TCID50 at which no CPE is observed in any 

replicate wells. 

All study procedures were approved by the UC Berkeley Committee for Laboratory and 

Environmental Biosafety and conducted in agreement with BSL-3 requirements. 

SARS-CoV-2 dose response on N95 coupons. The UV-C dose response of SARS-CoV-2 was 

assessed by measuring viral inactivation on 3M 1860 N95 coupons inoculated with SARS-CoV-2 

and exposed to different UV-C doses. By mapping UV-C irradiance across the chamber floor, we 

identified 5 locations of equivalent irradiance at which to place a radiometer, PCI, and 3 inoculated 

N95 coupons (Figure 12.10, Figure 12.11). PCIs and coupons were placed on custom-built 

platforms to match the height of the radiometer sensor.  Platforms were built from laser-cut (HL40-

5G-110, Full Spectrum Laser) pieces of 3.175 mm-thick acrylic (McMaster Carr 85635K421), 

joined with epoxy (J-B Weld 50176). Printed maps on the chamber floor and platforms ensured 

consistent positioning from run-to-run (Figure 12.12). 
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Figure 12.10. Simulation correlates in-situ measurements of UV-C distribution across chamber floor 

correspond.  Spatial measurements across chamber floor estimated from simulation and measured in situ with a 

radiometer and PCIs. Leftmost heatmap shows locations from simulation from which values were averaged to compare 

to in-situ measurements. To map UV-C dose distribution on the chamber floor within the optical model, a rectangular 

detector with the surface area of the chamber floor was positioned at approximately the base height of the diffuser of 

the physical radiometer (35.175 mm). Small absorbing fiducials were introduced in the back left corner and above the 

built-in chamber sensor to assist with orientation during data post-processing. The average value within a 25.4 mm 

diameter circle (diameter of radiometer diffuser) at each in-situ position was determined using a custom MATLAB 

script. 

 
Figure 12.11. In-situ irradiance mapping determines coupon placement.  In-situ irradiance mapping using the 

radiometer at the coupon platform location identifies a 25.4 mm  63.5 mm region (black outline) where the irradiance 

varies < 10%. Within this area, 3 N95 coupons can fit for simultaneous exposure. Irradiance on the UV-C chamber 

heatmap is normalized to the maximum irradiance in the chamber. Irradiance on the coupon platform heatmap is 

normalized to the irradiance at the center (0 mm, 0 mm) position.  

 
Figure 12.12. Chamber floor map for coupon study.  Map positioned on chamber floor to ensure reproducible 

placement of all physical components involved in coupon study.  
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For SARS-CoV-2 inactivation experiments, 3 replicate inoculated coupons were 

simultaneously irradiated with a given UV-C dose. Given the minimal impact of expiration status 

on UV-C decontamination efficacy (Figure 12.13), expired (i.e., past the manufacturer-

recommended shelf life) N95s were used for experiments, to preserve non-expired N95s for 

healthcare workers. Coupons (15 mm × 20 mm) were cut from the edge of N95s to include the 

raised, sealed seam to minimize layer separation. The seam did not prevent the coupons from lying 

flat during UV-C exposure. To verify that heating in the UV-C chamber did not contribute to 

SARS-CoV-2 inactivation, temperature in the UV-C chamber was recorded in preliminary 

experiments (outside of BSL-3) over time using a USB temperature/RH datalogger placed at the 

center of the chamber (Digi-Sense UX-20250-42). Additionally, an inoculated ‘heating control’ 

coupon was included in the chamber under UV-C-blocking material during some exposures (175, 

300, 500 mJ/cm2), to measure the amount of SARS-CoV-2 inactivation due solely to any increase 

in chamber temperature. Both a radiometer and PCI (with borosilicate attenuator for doses beyond 

the PCI upper limit of quantification) were used to quantify in-situ UV-C dose applied during each 

exposure. Exposure time was estimated by dividing the target dose by the irradiance at the coupon 

platform (~6.4 mW/cm2 after bulb warm-up). To account for output degradation14 (Figure 12.1), 

exposure time was optimized by comparing the dose measured by the radiometer during a test 

exposure to the target dose.  

 
Figure 12.13. SARS-CoV-2 inactivation does not depend on N95 expiration status. No difference in SARS-CoV-

2 UV-C response was observed between non-expired and expired 3M 1860 N95 material coupons. N = 2 

replicates/condition. 

After each exposure, PCI(s) were measured with both the RM200QC and the Color Muse. 

Biopsies were excised from all irradiated coupons, the non-irradiated heating control coupon, and 

one unexposed control coupon stored at room temperature outside the UV-C chamber. A TCID50 

assay was performed to assess SARS-CoV-2 viability.  

Paired measurements of UV-C dose and SARS-CoV-2 inactivation on N95s. To 

simultaneously measure UV-C dose and SARS-CoV-2 inactivation on 3M 1860 N95 facepieces, 

PCIs (without attenuator) were affixed to N95s at each chosen dose measurement site, and 

accompanying SARS-CoV-2 inoculation sites outlined in advance to facilitate accurate viral 

deposition. SARS-CoV-2 was inoculated at each paired inoculation site. After drying, two N95s 

(‘corner’ and ‘front’ N95s) were placed in a UV-C chamber after bulb warm-up. To monitor dose 

during each exposure, a radiometer and PCI were also placed at their respective positions near the 

two corners of the chamber floor (Figure 12.9). After a 10 s UV-C exposure, PCIs were removed 

from the N95s and measured with both the RM200QC and the Color Muse. SARS-CoV-2 

inoculation sites as well as an unexposed room temperature control coupon were excised following 

each UV-C exposure.  
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12.4 Results & Discussion 
Measuring UV-C dose and SARS-CoV-2 inactivation on and across N95s. In this study, we 

sought to understand the impact of N95 shape and placement on SARS-CoV-2 inactivation and 

how variation in inactivation relates to UV-C dose received across the N95 surfaces (Figure 

12.14A). Building upon previous work quantitatively relating PCI color change to received UV-C 

dose14 and verifying the near-ideal angular response of PCIs21, we introduce simultaneous 

measurement of SARS-CoV-2 inactivation and UV-C dose on N95 facepieces. To increase 

accessibility of the PCI dosimetry method, we also compared the performance of a substantially 

lower-cost colorimeter to the previously reported spectrocolorimeter (Figure 12.4). Applying this 

PCI dosimetry method, we paired PCI UV-C dose measurements with SARS-CoV-2 inactivation 

measurements to characterize the received dose and resulting viral inactivation variation across 

N95 facepiece surfaces.   

Towards the study goal of assessing impact of N95 shape and placement on received UV-

C dose and SARS-CoV-2 inactivation, we first identified the dynamic range of the UV-C dose-

response curve. Only doses within this range will elucidate the variable relationship between UV-

C dose and viral inactivation. The physical setup and exposure time of N95s in a decontamination 

chamber and the SARS-CoV-2 inoculation sites were then optimized to receive doses spanning 

that dynamic range. To perform this non-trivial optimization, we implemented both in silico optical 

ray-trace modeling and in-situ experimental PCI quantification. We iterated between high-

resolution modeling predictions and the more accurate on-N95 PCI-based UV-C dose 

measurements (Figure 12.14B).  

Building and validating optical model of a UV-C decontamination system. After optically 

modeling the UV-C decontamination chamber, we observed normalized simulation dose 

measurements differ from normalized in-situ radiometer measurements by an average of 4.7% ± 

4.5% at 14 unique locations across the chamber floor (Figure 12.10). Assuming spatially invariant 

fluctuations, the normalized irradiance and normalized dose distribution within the system are 

equal. Therefore, the terms “normalized irradiance” and “normalized dose” are used 

interchangeably to compare to in-situ results, depending on the in-situ measurement approach (i.e., 

radiometer or PCI). From a 3D scan of a 3M 1860 N95 imported into the virtual UV-C chamber, 

normalized simulation measurements differ from normalized in-situ PCI measurements by an 

average of 6.0 ± 6.2% across the facepiece centrally positioned near the chamber door (‘front 

N95’) (Figure 12.14C). The largest discrepancy on the door-facing N95 surface saw simulation 

underestimate the normalized PCI dose by ~16%. For an N95 positioned in the chamber rear corner 

(‘corner N95’), simulation differed from in-situ PCI measurements by an average of 18 ± 25%, 

with the largest discrepancies again occurring on the wall-facing N95 surfaces (Figure 12.14C 

and Figure 12.15). Differences between the simulation and in-situ measurements may arise due to 

N95-to-N95 shape variability (Figure 12.16), differences between true and modeled surface 

properties, and higher relative uncertainty of low-dose PCI measurements. Overall, however, on-

N95 dose measurements correlate with simulation measurements at corresponding locations 

(Figure 12.14C). Thus, after validating the agreement between the simulation and in-situ 

measurements across both the chamber floor and an N95 in multiple chamber locations, we 

coupled the two measurement tools to design and optimize paired UV-C dose and SARS-CoV-2 

inactivation experiments, leading to the first demonstration of simultaneous on-N95 viral 

inactivation and UV-C dose measurements to date. 
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Figure 12.14. Integrated optical modeling and in-situ PCI measurement pipeline for simultaneous and near-

coincident on-N95 UV-C dose and viral inactivation measurements.  (A) Schematic highlighting how UV-C dose 

received across complex N95 surfaces can vary substantially, creating a narrow range of UV-C doses that deliver 

sufficient dose for pathogen inactivation while not exceeding the exposure threshold for material degradation. (B) In-

situ PCI measurements and optical simulation results were used in tandem to inform and rapidly iterate on 

experimental design. (C) Comparison of normalized in-situ PCI and simulated doses at seven discrete locations on 

N95s in two different chamber positions. Normalized dose difference was calculated as (simulation-PCI)/PCI. Black 

lines (y = x on left, y = 0 on right) indicate where the data would lie if PCI and simulation measurements were equal. 

Simulation tends to overestimate normalized in-situ PCI dose at low doses and underestimate in-situ PCI dose at high 

doses. 

 
Figure 12.15. Correspondence between simulated and in-situ measured on-N95 UV-C dose distribution using 

PCIs.  (A) High resolution optical model output generated using Delaunay triangulation in Matlab 

(delaunayTriangulation) represented as heatmaps of UV-C dose across an N95 at the front-center of the chamber (top) 

and an N95 in the chamber corner (bottom). B) Normalized dose at PCI locations extracted from simulation results. 

C) In-situ normalized dose measured using PCIs (average of N = 3 replicates). D) Ratio of simulated to in-situ dose.  
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All values were normalized to the highest on-N95 value, and on-N95 PCIs were false-colored to match color-mapped 

value. For PCI measurements, exposure times were chosen such that the on-N95 dose was within the dynamic range 

of the PCIs. 

 
Figure 12.16. N95-to-N95 variation in morphology.  Vertical heights from the tabletop to the seam on the nosepiece 

and chin seam of the N95, as well as to the apex. Heights are measured as the vertical distance from the nosepiece, 

apex, or chin to the tabletop directly below it. 

Establishing dose-response for SARS-CoV-2 viral inactivation by UV-C. In order to quantify 

the UV-C dose dependence of SARS-CoV-2 viral inactivation without the added complexity of 

the N95 facepiece shape, we first considered SARS-CoV-2 viral inactivation using UV-C on 

coupons of N95 material. Simulation and in-situ measurements identified and validated five 

locations in a UV-C decontamination chamber that receive equivalent UV-C irradiance (<5% 

variation, Figure 12.20A) for location-paired UV-C dose and SARS-CoV-2 inactivation 

measurements on N95 coupons. We simultaneously exposed triplicate coupons inoculated with 

SARS-CoV-2 while recording the applied dose using both a radiometer and a PCI (Figure 12.17). 

As the dynamic range of the PCIs measured with either color reader was insufficient to measure 

UV-C doses >~260 mJ/cm2 (Figure 12.20B), for these higher doses we placed 1.1-mm-thick 

borosilicate glass over the PCI on the flat PCI platform to attenuate incident UV-C irradiance and 

extend the PCI dynamic detection range.  We observed an extended upper limit of quantification 

(ULOQ) of 1853.2 mJ/cm2 for the PCI-borosilicate pair when PCI color is measured with the 

spectrocolorimeter, compared to 261.4 mJ/cm2 without the attenuator (Figure 12.4). When using 

the lower-cost colorimeter, borosilicate extended the ULOQ from 168.1 mJ/cm2 to 802.6 mJ/cm2 

(Figure 12.4). While the ULOQ of the PCI-borosilicate pair when using the lower-cost colorimeter 

was lower than some of the UV-C doses included in the SARS-CoV-2 dose-response 

measurements, we observed good agreement in estimated dose using both color readers to measure 

all PCIs in SARS-CoV-2 experiments (Figure 12.4). Borosilicate was only paired with PCIs on 
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planar surfaces (not on-N95), as borosilicate transmittance depends on incident angle, yielding 

non-ideal angular response (see Chapter 11).  

 
Figure 12.17. Correspondence between radiometer and PCI-measured UV-C doses during coupon experiments. 

PCI color change was measured with both the (A) RM200QC spectrocolorimeter, and (B) Color Muse colorimeter. 

For both color readers, N = 1 for radiometer doses <500 mJ/cm2 and N = 3 for radiometer doses >500 mJ/cm2. For 

dose measurements >168 mJ/cm2, PCIs were coupled to a 1.1 mm-thick borosilicate attenuator. Vertical and horizontal 

error bars are the standard deviation of the estimated dose measurements. At UV-C doses <1000 mJ/cm2, the PCI UV-

C dose measurements were within 10% of the radiometer measurements. PCIs underestimated dose (compared to the 

radiometer) up to 13% at ~1500 mJ/cm2, which may be due to the higher relative uncertainty in this dose range. Due 

to differences in temperature, humidity, and other environmental factors, the PCI response may also differ in the BSL-

3 environment as compared to the non-BSL-3 location where PCI calibration curves were generated. Lastly, doses 

measured with the PCI-borosilicate stack may be inaccurate due to the non-ideal angular response of borosilicate, 

which can result in errors if the PCI-borosilicate stack was placed in a different chamber location (receiving a different 

range of angles of incidence) for dose measurements than the location at which calibration curves were generated. 

To elucidate the SARS-CoV-2 dose-response curve, we measured SARS-CoV-2 viral 

activity from N95 coupons after exposure to applied UV-C doses ranging from 500-1500 mJ/cm2. 

The applied UV-C range was selected based on previous results demonstrating that ≥1000 mJ/cm2 

UV-C dose is required for 3-log inactivation of SARS-CoV-2 analogs on the majority of N95 

models tested10,25,11. For all replicates exposed to 500-1500 mJ/cm2, we observed >5-log SARS-

CoV-2 reduction on N95 coupons (Figure 12.18). Furthermore, any remaining virus was below 

the limit of detection of the TCID50 assay for all but one replicate, signifying that lower doses are 

required to identify the dynamic range of the dose-response curve of our assay.  

 
Figure 12.18. 0.5-1.5 J/cm2 UV-C yields >3-log inactivation of SARS-CoV-2 on N95 coupons.  ULOQ = upper 

limit of quantification. LLOD = lower limit of detection. Colors highlight temporally matched data (control coupons 

processed at the same time as exposed coupons). N = 3 replicates/condition.  
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We next assessed an applied UV-C dose range of 50-500 mJ/cm2. For these lower UV-C 

doses, we observed an average of >3-log reduction of viable SARS-CoV-2 virus at all doses 

(Figure 12.20B), with no significant differences observed between non-zero UV-C dose 

conditions (N = 3 replicates, Kruskal-Wallis test with Dunn’s multiple comparison test).  

We postulate that the >20× higher SARS-CoV-2 UV-C susceptibility observed in this study 

as compared to previous literature is likely attributable to two factors. First, SARS-CoV-2 was 

inoculated without a soiling agent (e.g., sweat or sebum surrogates); soiling agents can decrease 

UV-C inactivation by 1-2 logs.26,11 Second, the 3M 1860 N95 material was very hydrophobic 

(water contact angle >90°, Figure 12.19), and deposited viral samples ‘beaded’ on the facepiece 

surface. Greater UV-C decontamination efficacy has generally been observed on hydrophobic N95 

models11, which we hypothesize may be due to the greater proportion of virus inoculated on the 

outer N95 layers. Because the outer N95 layers receive more UV-C dose than inner layers9, 

inactivation on hydrophobic N95s may more closely resemble nonporous surface 

decontamination, on which lower UV-C doses (~4.3 mJ/cm2) have been shown to yield >3-log 

reduction of SARS-CoV-227. Droplet imbibition into porous matrices is a complex process that 

depends on properties of the fluid and substrate28, differences in inoculation volume and solution, 

and N95 material, all of which may influence the proportion of virus which penetrates into inner 

N95 layers. Thus, the system scrutinized here is an idealized model system and the SARS-CoV-2 

dose response behavior observed is not anticipated to represent SARS-CoV-2 inactivation in 

clinical settings, where different N95 models and soiling are expected to substantially increase the 

UV-C dose necessary.  

 
Figure 12.19. 3M 1860 N95 coupons are hydrophobic.  A ~10 µL water droplet on expired (right) and non-expired 

(left) N95 coupons has a contact angle >90, indicating high hydrophobicity. Additionally, the separation of the layers 

along the three sides without a seam may cause variable slope with respect to the UV-C source between coupons. 

Given the results and precision of the TCID50 assay (Figure 12.20B), and the anticipated 

single- or two-stage exponential inactivation of virus with increasing dose5,16,29, we expect the 

dynamic range of our measured dose-response curve to exist between 0-50 mJ/cm2.  Thus, we 

aimed to deliver UV-C doses within this range to map SARS-CoV-2 inactivation differences and 

UV-C dose nonuniformity to the complex 3D geometry of N95 facepieces (i.e., comparing among 

facepiece locations).  
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Figure 12.20. Measurement of UV-C dose required for SARS-CoV-2 inactivation on N95 coupons is informed 

by optical modeling and in-situ PCI dose measurements.  (A) Using the optical model and validating in situ, five 

locations within the decontamination chamber receiving similar UV-C doses (<5% variation between mean in-situ 

dose measurements at each location) were identified. To inform biopsy location, the optical model also assessed the 

impact of each coupon seam (modeled as 15 mm wide × 2.5 mm tall × 1 mm-thick absorbing rectangular volumes at 

the right-hand side of each coupon) on UV-C distribution. In-situ measurements were made using PCIs to 

simultaneously measure dose received at the PCI and 3 coupon locations while simultaneously recording irradiance 

with the radiometer. Mean and standard deviation are indicated for the in-situ measurements. (B) SARS-CoV-2 

recovery on N95 coupons is dependent on in-situ UV-C dose, measured using a radiometer. During UV-C exposure, 

the radiometer, PCI, and triplicate N95 coupons were each placed as shown in (A). A borosilicate attenuator was 

placed on top of PCIs to measure doses >168 mJ/cm2 due to the limited PCI ULOQ. N=3 replicates per dose. ULOQ 

= upper limit of quantification. LLOD = lower limit of detection. 

Chamber heating does not contribute to SARS-CoV-2 inactivation. To investigate whether 

heating within the chamber during treatment contributes to SARS-CoV-2 inactivation, we first 

monitored the chamber temperature during UV-C exposures using a USB temperature datalogger 

placed inside the chamber. After UV-C bulb warm-up, we measured a chamber temperature of 

~27 oC. Over an exposure time of 200 s, we observe a temperature increase of 0.016 ± 0.001 
oC/second (N = 3 exposures), which corresponds to <3.3 oC increase over the total cumulative 

exposure time of all replicates (183 seconds). Thus, we do not anticipate the total temperature 

increase to contribute to SARS-CoV-2 inactivation, as equivalent SARS-CoV-2 survival after 30 

minutes at 22°C and 37°C has been observed30. 

Furthermore, to directly verify that heating in the UV-C chamber did not contribute to 

SARS-CoV-2 inactivation, we measured SARS-CoV-2 inactivation on inoculated but non-

irradiated ‘heating control’ N95 coupons placed inside the chamber during exposures. Heating 

control coupons were placed under UV-C-blocking material within the chamber so that the non-

irradiated control coupons would be exposed to a similar increase in temperature as irradiated 

coupons, in order to isolate the effect of chamber heating on SARS-CoV-2 inactivation. Like the 

exposed and room-temperature unexposed control coupons, the inoculation site on the heating 

control coupon was excised and processed immediately after each exposure. Compared to control 

coupons kept outside of the chamber during exposures, we observed no significant difference in 

viable SARS-CoV-2 TCID50/mL (N = 3 replicates, p>0.9999, Wilcoxon matched-pairs signed rank 

test, Figure 12.21). These observations suggest that chamber heating does not contribute to SARS-

CoV-2 inactivation, as supported by literature on SARS-CoV-2 stability at measured chamber 

temperatures. 
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Figure 12.21. Chamber heating does not affect SARS-CoV-2 inactivation.  Comparison of SARS-CoV-2 survival 

on N95 coupons at room temperature and within the chamber shielded from UV-C during illumination. The inoculated 

heating control coupon was placed on a platform of the same height as the coupon and PCI platforms, and in a location 

receiving approximately the same irradiance. An acrylic cover which was verified to block all UV-C was then placed 

on top of the heating control coupon, so that the coupon would be exposed to the temperature rise in the chamber but 

not to UV-C. A PCI was placed near the heating control coupon, under the acrylic cover, to verify that the heating 

control coupon is not irradiated with UV-C. p > 0.9999, Wilcoxon matched-pairs signed rank test. 

 

On-N95 UV-C mapping informs design of near-coincident UV-C dose and SARS-CoV-2 

inactivation measurements. Having established the UV-C dose response of SARS-CoV-2 on flat 

N95 coupons, we next investigated the magnitude of N95 shape-induced UV-C dose variation, as 

received UV-C is dependent on incident angle and distance from the UV-C source. Concomitantly, 

we sought to understand how the nonuniform on-N95 UV-C dose translated to SARS-CoV-2 viral 

inactivation efficacy. We aimed to map SARS-CoV-2 inactivation differences and UV-C dose 

nonuniformity across the N95 facepiece by simultaneously quantifying on-N95 dose with in-situ 

PCI measurements and SARS-CoV-2 inactivation via TCID50. The tandem approach allowed 

simultaneous measurement at multiple locations on intact N95 facepieces: a measurement not 

feasible with radiometers or viral inactivation measurements alone.  

Because a PCI placed at the SARS-CoV-2 inoculation site would shadow the virus 

inoculum, we used optical simulation to identify pairs of adjacent measurement sites on-N95 

which receive equal dose. With paired measurement sites, the UV-C dose received by a SARS-

CoV-2 inoculation site can be monitored using a PCI placed at the proximal equivalent-dose site. 

Optical simulation rapidly reports the irradiance distribution across easily tunable N95 

configurations with high spatial resolution, facilitating identification of: (1) locations to make on-

N95 measurements that sample the range of delivered UV-C doses, and (2) measurement sites 

within each location receiving the same dose. Each location must be large enough to house two 

proximal measurement sites each ~13 mm in diameter.  
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We first used optical simulation to characterize the UV-C dose distribution across the 

surface of multiple N95s within the chamber. To increase decontamination system throughput, 

multiple N95s are often irradiated simultaneously31,32, but care must be taken to ensure all N95s 

receive sufficient dose. Additionally, N95s must be separated to prevent cross-contamination. In 

the studied decontamination system, three N95s can be staggered within the chamber (e.g., two in 

the back, one in the front). Given the lateral symmetry in dose distribution within the chamber 

(Figure 12.1, Figure 12.10), we characterized UV-C dose distribution across two N95s in the 

unique positions in this ‘maximal-throughput’ layout, which we call ‘front’ and ‘corner’ (Figure 

12.23A). From the simulated UV-C dose map across these N95s, we identified six discrete 

locations (a-f in Figure 12.23A) which sample the dose range. At locations a, b, d, and e, UV-C 

dose measured with PCIs in situ is 3.3% ± 7.6% greater than simulated dose (Figure 12.23A). At 

location f, in-situ UV-C dose is 46.4% ± 7.6% lower than simulated dose, in line with our previous 

findings that simulation overestimated in-situ dose by 78% near that location (Figure 12.15). 

Similarly, the largest difference between simulated and in-situ UV-C dose is at location c, where 

simulated dose is 26% ± 3% lower than the in-situ dose, consistent with our previous finding that 

simulation underestimated the in-situ dose by 16% near the nosepiece of the front N95 (Figure 

12.15). The discrepancy between simulation and in-situ UV-C dose measurements at select on-

N95 locations highlights the importance of complementary in-situ measurements.  

Within each location, the high-spatial-resolution map of simulated dose was used to 

identify two proposed measurement sites; dose at each site was then measured in situ using PCIs. 

Note that while measurement sites are often proximal to one another, the high-resolution 

simulation results established that some measurement sites receive the most similar dose when 

slightly offset (e.g., the sites at location b) due to the irregular N95 facepiece geometry and the 

off-center positioning of the N95s in the chamber. We observed that for locations receiving 

normalized UV-C doses >0.34 (normalized to the maximum on-N95 dose), the doses across each 

proximal pair of PCI and inoculation sites were within 6.0% of each other, both in simulation and 

when measured in situ. For normalized UV-C doses ≤0.34 (at more steeply sloped and/or 

shadowed locations), the simulated doses at each pair of measurement sites were within 11.1% of 

each other and the doses measured in situ were within 11.8% ± 6.0% of each other (Figure 

12.23B). Differences between paired sites may be larger at locations with greater curvature (e.g., 

location e), where PCI angle (and thus, received UV-C dose) is more sensitive to run-to-run 

variation in PCI placement as well as N95 morphology. At locations with normalized UV-C doses 

≤0.34, the higher relative uncertainty of PCI quantification at low doses may also contribute to a 

greater difference in dose at proximal sites. We quantified a relative uncertainty of ~20% at the 

lowest-dose (~5 mJ/cm2) location, compared to a relative uncertainty of ~5% at all other locations 

when PCIs are measured with the RM200QC (Figure 12.4B).  

Intra-chamber variation in UV-C dose and SARS-CoV-2 inactivation. Having identified 

paired on-N95 measurement sites receiving equivalent dose, simultaneous measurements of UV-

C dose and SARS-CoV-2 inactivation on intact N95s could be performed. We assessed N95s 

placed at the front and corner positions in the decontamination chamber and chose an exposure 

time such that dose received across the N95 surfaces would span the dynamic range of 0-50 mJ/cm2 

determined from the coupon study (Figure 12.20B). For analysis, both UV-C dose and SARS-

CoV-2 log reduction were normalized to the respective maximum value measured in the system 

within each replicate UV-C exposure. 

UV-C dose and SARS-CoV-2 log reduction correspond well (Figure 12.23C) and are 

positively and linearly correlated (r2 = 0.7016; p = 1.4428 x 10-5) (Figure 12.23D). SARS-CoV-2 
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dose response is still being investigated, but is expected to be primarily log-linear33,29,34,35 in 

agreement with other pathogens. While the dose response curve likely has shoulder and/or tailing 

behavior at the lower and upper ends5, these nonlinear regions may not be captured with the range 

and resolution of UV-C doses tested here. The dose required for 90% inactivation (D90) estimated 

from a linear regression on the dose-response curve (r2 = 0.78) is ~19 mJ/cm2,  higher than the D90 

of ~1.4 mJ/cm2 for dried SARS-CoV-2 on a nonporous surface33, as expected (Figure 12.22). 

 
Figure 12.22. Normalized on-N95 SARS-CoV-2dose-response curve for 2 N95 facepieces.  Normalized SARS-

CoV-2 survival is calculated as TCID50/mL divided by the time-matched negative control TCID50/mL. Red line 

illustrates the linear regression on in-situ UV-C dose and log(survival) with equation: y = -0.0531*x - 0.2045 (R2 = 

0.78). Based on linear regression, the estimated D90 dose is between 18.83 - 19.03 mJ/cm2, depending on whether the 

y-intercept value is ignored or considered, respectively.  

Similar to the coupon study, we observe varying SARS-CoV-2 inactivation among 

replicate inoculation sites receiving similar UV-C dose (1.1 ± 0.8-log difference in inactivation 

between replicates), which we hypothesize may be due to: (1) the quantal nature of the TCID50 

assay36,37, and/or (2) variability in the slope of the coupon surface caused by separation of N95 

layers along the three sides without a seam (Figure 12.19). Slight variations in the amount of virus 

inoculated, viral extraction efficiency, and excision area may also contribute to technical variation 

in measured TCID50/mL. To characterize intra-chamber variation, we quantified the fold 

difference in UV-C dose and SARS-CoV-2 log reduction across both N95 facepieces in the 

chamber. Simulation predicted a 14.9-fold difference in UV-C dose across the facepieces of both 

N95s in the chamber, and we measured in situ a dose difference of 17.4 ± 5.0-fold. This UV-C 

dose range yielded an 8.2 ± 1.4-fold difference in SARS-CoV-2 log reduction (from 0.4 ± 0.1-log 

reduction at location f to 3.4 ± 0.4-log reduction at location a). The observed 2.9 ± 0.2-log 

difference in SARS-CoV-2 survival across N95s within one chamber is substantial, given the FDA 

definition of “bioburden reduction” on N95 respirators that requires ≥3-log reduction of various 

pathogens7. To our knowledge, this is the first study to rigorously quantify both UV-C dose and 

viral inactivation at paired locations on intact N95s, to understand how UV-C dose distribution 

and resulting decontamination efficacy depend on N95 facepiece shape.  

In-process UV-C dose monitoring on chamber floor overestimates minimum on-N95 dose. 

To assess whether dose measured at a location off-N95 could be used for in-process dose 

monitoring of decontamination cycles, we characterized the relationship between on-N95 dose and 

the dose measured on at a specific location on the chamber floor. In-situ dose is often monitored 

at an off-N95 location in decontamination protocols38, as on-N95 dose measurements would 
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shadow the underlying N95 region from irradiation. To test whether UV-C dose monitoring on the 

chamber floor could serve as a proxy for the lowest dose received by N95s in the chamber, we 

compared the dose received in two of the lowest-dose locations on the chamber floor to the lowest 

dose measured on-N95. 

Based on the simulation of UV-C dose distribution across the chamber floor (Figure 

12.23A,C), we anticipated that the corners of the UV-C chamber receive the lowest on-floor dose, 

and thus we chose to measure dose at two corners using a radiometer and PCI. Compared to the 

maximum on-N95 dose measured, the doses on the floor in the chamber corners were 49.5% ± 

1.6% (radiometer location) and 44.0 ± 0.7% (floor PCI location) of the maximum on-N95 dose, 

whereas the lowest on-N95 dose measured was 6.0% ± 1.6% of the maximum on-N95 dose 

(Figure 12.23C,D). Thus, in the UV-C chamber tested here, dose monitoring on the chamber floor 

cannot serve as a proxy for the lowest on-N95 UV-C dose, even if on-floor dose is monitored in 

the lowest-irradiance locations. As can be seen in the heatmaps and values reported in Figure 

12.23C and Figure 12.23D, steeply sloped regions (particularly on the corner N95) receive 

several-fold lower dose than the lowest-irradiance location on the chamber floor. If a protocol is 

tuned only to ensure the on-floor monitoring location receives sufficient dose for decontamination, 

the N95s will not be fully decontaminated. Instead, care should be taken to quantify the 

relationship between the lowest on-N95 UV-C dose and the dose received at any in-situ monitoring 

point. This relationship can then be used to ensure that all N95 surfaces receive at least the on-N95 

target dose, as described previously14. 

Intra-N95 variation in UV-C dose and SARS-CoV-2 inactivation. In addition to characterizing 

intra-chamber variation, we also analyzed UV-C dose and SARS-CoV-2 inactivation variation 

across each individual N95. On the front N95, the apex (location a) receives the highest dose while 

the more steeply sloped regions near the base of the sides of the N95 (location b) receive some of 

the lowest doses that can be measured with our approach, given the footprint of the PCI and SARS-

CoV-2 inoculation site. Across the locations sampled on the front N95, simulation predicted a 3.0-

fold difference in UV-C dose, and we measured a 2.8 ± 0.4-fold difference in UV-C dose using 

PCIs in situ. This variation in UV-C dose yielded a 2.8 ± 1.5-fold difference in SARS-CoV-2 log 

reduction (from 1.6 ± 1.2-log reduction at location b to 3.4 ± 0.4-log reduction at location a). While 

placing the N95 directly in the center of the UV-C chamber rather than offset toward the door 

would increase UV-C dose uniformity, throughput may be reduced, as the number of N95s that 

could fit in the chamber without contacting each other would be reduced from three to one.  

Across the 3 measured locations on the facepiece of the corner N95, simulation predicted 

an 8.1-fold difference in UV-C dose and we measured a 10.2 ± 3.3-fold difference in dose. This 

variation in UV-C dose yielded a 4.9 ± 1.3-fold difference in SARS-CoV-2 inactivation (from 0.4 

± 0.1-log reduction at location f to 2.1 ± 0.7-log reduction at the maximum-dose location on the 

corner N95, which was either location d or e depending on the replicate). However, because the 

measurement locations were chosen to evenly sample the range of UV-C doses applied across both 

(front and corner) N95s, the measured locations on the corner N95 did not capture the maximum 

corner N95 dose near the apex (Figure 12.23A,C). Thus, we expect that the total variation in UV-

C dose and resulting viral inactivation on the corner N95 would be even higher than measured 

here.  

We also compared the magnitude of variation in UV-C dose and SARS-CoV-2 inactivation 

on the front and corner N95s. As compared to the front N95, the corner N95 had greater intra-N95 

variation in both UV-C dose and SARS-CoV-2 inactivation. In contrast to the front N95, which 

had an equal amount of variation (2.8-fold) in UV-C dose and SARS-CoV-2 inactivation, the 
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difference in UV-C dose (10.2-fold) was greater than the difference in SARS-CoV-2 inactivation 

(4.9-fold) on the corner N95. We hypothesize that the corner N95 receives UV-C doses which may 

be in the shoulder of the SARS-CoV-2 survival curve, where SARS-CoV-2 inactivation is not fully 

log-linear with dose5. If the corner N95 receives UV-C doses in this shoulder region, the magnitude 

of intra-N95 UV-C dose variation will be larger than the amount of variation in SARS-CoV-2 

inactivation.  

Characterization of UV-C dose distribution across N95s within a decontamination system 

is valuable for informing decontamination protocols and evaluating throughput. In our system, we 

observed substantially lower variation in UV-C dose and SARS-CoV-2 inactivation across a single 

N95, as compared to across both N95s in the chamber, which suggests that approaches to increase 

decontamination throughput should be carefully considered. Including more N95s in the chamber 

may not necessarily increase throughput as compared to a single N95 in the center of the chamber, 

as multiple N95s likely have more nonuniform on-N95 dose because they are more spread out and 

can shadow each other. Greater UV-C dose nonuniformity increases the exposure time needed for 

all N95 surfaces to reach the minimally acceptable UV-C dose, which in turn affects the total 

number of safe reprocessing cycles prior to N95 material degradation (Figure 12.14A)12. The 

simulation and in-situ dose measurement workflows we demonstrate here help inform N95 

positioning within decontamination systems to optimize decontamination cycle time, pathogen 

inactivation, and the maximum number of safe reuses. 

 
Figure 12.23. Paired on-N95 measurements of UV-C dose and SARS-CoV-2 inactivation show correlated, 

several-fold variation in dose and inactivation across one decontamination chamber.  (A) Optical simulation of 

UV-C dose distribution over two 3M 1860 N95 facepieces in the UV-C chamber, overlaid with PCIs at paired 

measurement sites for viral inactivation and dose measurement. Heatmap shows simulated UV-C dose (normalized to 

the maximum dose in the chamber). PCI fill color represents the mean dose measured with PCIs in situ across triplicate 

measurements. (B) Comparison of dose differences within paired measurement sites. Data are colored by on-N95 
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location. Horizontal error bars on measured values represent the error in estimated dose. (C) Average normalized UV-

C dose (quarter-circles) and SARS-CoV-2 inactivation (circles) at measured locations on front and corner N95, 

colored by the normalized value. Values are normalized to measurements at the apex of the front N95. Surrounding 

heatmap shows simulated UV-C dose. (D) SARS-CoV-2 inactivation on N95 facepieces is proportional to UV-C dose 

received. Selected locations on two N95 facepieces in the Spectronics XL-1000 UV-C chamber receive a 17.4 ± 5.0-

fold difference in UV-C dose, which yields an 8.2 ± 1.4-fold difference in SARS-CoV-2 log reduction. 

 

12.5 Conclusions 
In summary, we have demonstrated that the N95 facepiece shape and position within a UV-C 

decontamination system have substantial influence on the on-N95 UV-C dose distribution and 

concomitant decontamination efficacy. We introduce a workflow to combine optical modeling and 

in-situ quantitative PCI dosimetry to characterize on-N95 UV-C dose with high spatial resolution, 

high throughput, and near-ideal angular response. For the first time, we combined simultaneous 

and robust quantitative UV-C dose measurements with SARS-CoV-2 inactivation measurements 

at specific locations on N95 respirators to probe the relationship between on-N95 dose and 

pathogen inactivation within each UV-C exposure. The substantial variation in on-N95 UV-C dose 

and SARS-CoV-2 inactivation we observed in a single decontamination chamber highlights how 

nonuniform UV-C dose distribution impacts pathogen inactivation and total UV-C exposure 

(which influences N95 material degradation and the safe number of decontamination cycles). We 

further demonstrated that a lower-cost colorimeter accurately quantifies dose from PCIs, making 

the PCI quantification workflow more accessible. Additional investigation into alternative color 

metrics may extend the dynamic range of PCIs measured with lower-cost color readers. Future 

studies are needed to characterize SARS-CoV-2 dose response in more clinically relevant 

conditions, such as with the addition of soiling agents and on varying N95 models. Extending the 

dynamic range of PCIs, while maintaining a near-ideal angular response, is also critical for 

measurement of >~200 mJ/cm2 UV-C dose on-N95. Overall, the on-N95 UV-C dosimetry 

approach here facilitates characterization of decontamination protocols of any UV-C system, 

supporting system-specific validation that is critical to ensuring safe and effective N95 

decontamination. 
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Chapter 13  

 

Conclusions & Future Directions  
 

 In this dissertation, we have contributed to quantitative single-cell biology and pathogen 

inactivation studies through advancements in two measurement techniques: electrophoretic 

cytometry for single-cell proteoform characterization, and quantitative UV-C dosimetry for 

characterization and validation of UV-C decontamination processes. To advance electrophoretic 

cytometry, we have identified and developed strategies to minimize technical variation in protein 

abundance and molecular mass measurements, allowing finer biological differences to be 

distinguished. We have also extended electrophoretic cytometry to new sample types, including 

embryos, blastomeres, and subconfluent adherent cells, advancing studies of development and 

cell-microenvironment interactions. Finally, we have combined nucleic acid measurements with 

cytoplasmic proteoform measurements from the same single cell or cell cluster, establishing a new 

approach for single-cell multiomic characterization with proteoform specificity.  

To advance characterization of UV-C pathogen inactivation, we reviewed the current 

understanding of UV-C decontamination and best practices in UV-C dose measurement and 

identified a measurement gap in high-throughput quantification of UV-C dose on nonplanar 

surfaces such as N95 respirators. To address this measurement gap, we developed and applied a 

method for quantitative UV-C dose measurement from colorimetric indicators, whose small form 

factor, ideal angular response, and low cost support high-throughput UV-C dose measurements on 

N95 surfaces and other complex geometries. Robust quantitative UV-C dose measurement 

techniques help characterize and mitigate the immense device-to-device and run-to-run variation 

in UV-C dose output, supporting improved understanding and validation of UV-C 

decontamination processes.  

 This dissertation presents several proof-of-concept innovations which could be further 

improved by increasing the versatility of the approaches to be able to detect a wider range of 

molecules. For example, while the multimodal electrophoretic cytometry approach described here 

is fills a unique measurement gap in detection of both nuclear DNA or RNA and cytoplasmic 

proteoforms from the same cell, alternative approaches which can measure nucleic acids and 

proteins from both the nuclear and cytoplasmic compartments would be valuable. Methods for 

selective permeabilization of the nuclear envelope to allow nuclear proteins to electromigrate into 

the gel while retaining larger nucleic acids in the microwell may be promising, in addition to 

approaches for in situ detection of nucleic acids. There are also many future directions to extend 

the capabilities of projection electrophoresis for spatial proteomic analysis. To facilitate lysis and 

solubilization of samples with greater amounts and density of protein, such as confluent cell layers 

or tissue slices, new sample preparation approaches are key. Inspiration on approaches to isolate 

and solubilize protein from complex biological samples may be drawn from tissue clearing1, tissue 

pixelation2, expansion microscopy3, and reversible protein capture and release4 work, among other 

fields. Additionally, pathology and other spatial proteomic analysis may be advanced by 

combining projection electrophoresis of adherent cells or tissues with other histological stains or 

extracellular matrix analysis. The versatility of the UV-C dosimetry technique described here 

could also be improved by increasing the dynamic range of the technique, to measure doses needed 

to inactivate many pathogens on porous substrates which require on the order of J/cm2.  
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 Future work to extend quantitation capabilities would also be beneficial. Due to unknown, 

target-dependent protein loss, capture efficiency, and antibody binding efficiency, protein 

quantitation in electrophoretic cytometry is relative rather than absolute. Incorporation of protein 

standards or calibration curves may be valuable to facilitate absolute quantitation to compare 

expression levels of different proteins, as well as increase understanding of how protein molecular 

mass or subcellular localization influences the level of technical variation in protein abundance 

measurements. Given the range of emission spectra of UV-C sources and the range of spectral 

sensitivity of UV-C sensors, establishing standards for the way in which UV-C dose is measured 

and reported would also improve quantitative comparisons of pathogen inactivation studies and 

UV-C decontamination protocols.  

 Finally, is it important to note that there are tradeoffs to any measurement technique; many 

other approaches can complement the electrophoretic cytometry and UV-C dosimetry techniques 

described in this dissertation to advance overall understanding of single-cell biology and pathogen 

inactivation. For example, coupling electrophoretic cytometry with upstream analyses of whole 

cells (e.g., live-cell imaging) or downstream analyses of extracted proteins (e.g., imaging mass 

spectrometry) can yield rich multidimensional characterization of single cells. By offering 

increased wavelength specificity, spectroradiometry complements colorimetric UV-C dosimetry 

by enabling characterization of a pathogen’s susceptibility to different wavelengths (i.e., pathogen 

action spectrum) and the transmission of different wavelengths through porous materials, which is 

particularly important to understand and compare the efficacy of different UV-C sources (e.g., 

pulsed xenon, 222 nm far-UV-C, LEDs, and other emerging germicidal UV sources). The 

advances covered in this dissertation complement and work in parallel with other measurement 

techniques to advance quantitative biology and medicine. 
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