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Abstract 

 

Modulation of Electronic Structures and Magnetic Properties of Metal–Organic Solids 

 

by 

 

Jesse G. Park 

 

Doctor of Philosophy in Chemistry 

 

University of California, Berkeley 

 

Professor Jeffrey R. Long, Chair 

 

 

Chapter 1 provides an introduction to charge transport and magnetism in coordination solids. 

Metal–organic frameworks bear structures that offer intrinsic porosity, vast chemical and structural 

programmability, and tunability of electronic properties. As such, metal–organic frameworks offer 

a desirable chemical platform to realize and modulate long-ranged magnetic order and charge 

transport, offering numerous applications in low-density magnets, magnetic separation, quantum 

sensing, spintronics, and battery electrodes. Development of strategies towards designing metal–

organic electronic conductors and magnets have been successful and benefitted largely from a 

bottom-up approach by adopting insights from molecular coordination chemistry. Selected 

examples describing these efforts are also described in this Chapter. 

 

Chapter 2 discusses the isolation of the mixed-valence framework materials, Fe(Tri)2(BF4)x (Tri– 

= 1,2,3-triazolate; x = 0.09, 0.22, and 0.33), obtained from the stoichiometric chemical oxidation 

of the poorly-conductive iron(II) framework Fe(Tri)2, and find that the conductivity increases 

dramatically with iron oxidation level. Notably, the most oxidized variant, Fe(Tri)2(BF4)0.33, 

displays a room-temperature conductivity of 0.3(1) S/cm, which represents an increase of eight 

orders of magnitude from that of the parent material and is one of the highest conductivity values 

reported among three-dimensional metal–organic frameworks. Detailed characterization of 

Fe(Tri)2 and the Fe(Tri)2(BF4)x materials via powder X-ray diffraction, Mössbauer spectroscopy, 

IR, and UV-vis-NIR diffuse reflectance spectroscopies reveals that the high conductivity arises 

from intervalence charge transfer between mixed-valence low-spin FeII/III centers. Further, 

Mössbauer spectroscopy indicates the presence of a valence-delocalized FeII/III species in 

Fe(Tri)2(BF4)x at 290 K, one of the first such observations for a metal–organic framework. The 

electronic structure of valence-pure Fe(Tri)2 and the charge transport mechanism and electronic 

structure of mixed-valence Fe(Tri)2(BF4)x frameworks are discussed in detail. 

 

Chapter 3 presents the ligand substitution on the Fe(Tri)2 to tune the ligand field around FeII ions 

and the bulk material electronic structure. Detailed structural, magnetic, and spectroscopic 

characterizations suggest that Fe(MeTri)2 (MeTri− = 4-methyl-1,2,3-triazolate) is a rare example 

of 3D metal–organic framework that undergoes spin crossover. Spin-crossover materials undergo 

reversible changes in their electronic structure in response to external stimuli, and as such are of 
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interest for potential applications including data storage and optical switching devices. The 

characteristic spin-crossover temperature for Fe(MeTri)2 occurs at ~265 K, more than 200 K lower 

than the corresponding temperature in the parent material Fe(Tri)2, highlighting the utility of 

simple linker functionalization in modulating the functional properties of this new subclass of 3D 

spin-crossover materials. 

 

Chapter 4 details the metal substitution on the Fe(Tri)2 to modify the electronic and magnetic 

properties. In particular, a mixed-valence chromium(II/III) triazolate compound exhibits itinerant 

ferromagnetism and a magnetic order at TC = 225 K, representing the highest ferromagnetic 

ordering temperature yet observed in a metal–organic framework. The itinerant ferromagnetism 

proceeds via a double-exchange mechanism, resulting in a barrierless charge transport below TC 

and a large negative magnetoresistance of 23% at 5 K. These observations suggest applications for 

double-exchange-based coordination solids in the emergent fields of magnetoelectrics and 

spintronics. 



i 
 

Table of Contents 

 
Acknowledgement .......................................................................................................................... ii 
Dedication ...................................................................................................................................... iv 

Chapter 1: Introduction to Charge Transport and Magnetism in Coordination Solids 

Section 1.1. Introduction ................................................................................................................. 2 
Section 1.2. Electronic Conductivity of Metal-Organic Frameworks ............................................ 3 
Section 1.3. Mixed-Valence in Coordination Solids ...................................................................... 5 
Section 1.4. Magnetic Exchange in Coordination Compounds ...................................................... 9 
Section 1.5. Designing High Temperature Metal-Organic Magnets ............................................ 10 

Section 1.6. References ................................................................................................................. 15 

Chapter 2: Charge Delocalization and Bulk Electronic Conductivity in the Mixed-Valence 

Metal–Organic Framework Fe(1,2,3-triazolate)2(BF4)x 
Section 2.1. Introduction ............................................................................................................... 22 
Section 2.2. Experimental Information ......................................................................................... 23 
Section 2.3. Results and Discussion ............................................................................................. 23 

Section 2.4. Conclusions and Outlook .......................................................................................... 34 
Section 2.5. Acknowledgement .................................................................................................... 34 

Section 2.6. References ................................................................................................................. 34 
Chapter 2 Supporting Information ................................................................................................ 39 

Chapter 3: Tuning Spin Crossover in a Three-Dimensional Metal–Organic Framework via 

Linker Functionalization 

Section 3.1. Introduction ............................................................................................................... 63 
Section 3.2. Experimental Information ......................................................................................... 64 
Section 3.3. Results and Discussion ............................................................................................. 66 

Section 3.4. Conclusions and Outlook .......................................................................................... 73 
Section 3.5. Acknowledgement .................................................................................................... 73 

Section 3.6. References ................................................................................................................. 74 
Chapter 3 Supporting Information ................................................................................................ 78 

Chapter 4: Magnetic Ordering through Itinerant Ferromagnetism in a Metal–Organic 

Framework 
Section 4.1. Introduction ............................................................................................................... 97 
Section 4.2. Results and discussion .............................................................................................. 98 

Section 4.3. Conclusions ............................................................................................................. 103 
Section 4.4. Methods................................................................................................................... 103 
Section 4.5. Acknowledgements ................................................................................................. 105 

Section 4.6. References ............................................................................................................... 106 
Chapter 4 Supporting Information .............................................................................................. 109 

 
  



ii 
 

Acknowledgement 

 
First, I thank my parents, Soyeon Kim and Changwoo Park. My mom is a selfless woman 

who has dedicated her life to raising her sons with indescribable love and care. After her marriage 

after graduating from a university with a master’s degree, my parents came to US for graduate 

studies. Soon after I was born, my mom decided to postpone her study and focus on raising me for 

many reasons now I am starting to understand. Growing up, I moved between schools in Korea 

and US multiple times as my parents thought it is important for me to get exposed to different 

cultures and language. While my dad stayed in Korea to support my family, my mom, who rarely 

spoke English, was brave enough to always travel together with her sons. While I grew mature 

from my experiences, I was a person of mixed culture and language and often seen as a foreigner 

in both countries. In every moment of difficulty and confusion, it was through my mom’s love that 

I was able to always bring myself together and stay strong. On the other hand, my dad is a brave 

and respectable man. I am always amazed when I hear about his stories pursuing graduate studies 

and financially supporting my mom and his two sons. If I were him, I would have probably starved 

myself to death. Even when his whole family traveled to US for a long time, my dad lived alone 

in Korea never failing to keep balance in his jobs and family. My dad is extremely family oriented 

and taught me all the valuable manners and values for maintaining a healthy family. At the same 

time, my dad has been highly influential on encouraging me to be engaged and curious about 

nature, which helped me tremendously during my research. When I was young, I remember my 

dad showing me liquid nitrogen to freeze random things and letting me take Litmus papers home 

to test the acidity of rainfalls. However, my uncontrollable curiosity has sometimes led me to do 

many stupid things in my life, but dad rarely punished me if they were not of bad intentions. I 

thank my dad for his patience and keeping me in his family until this day. 

I have had many influential mentors growing up. Starting in a college, Dr. Priest was my 

academic advisor and an insightful mentor in my personal life who got me in love with studying 

organic chemistry, introduced me to different scientific novels, taught me how to communicate 

with professors, provided advice regarding academic and personal issues outside office hours, and 

suggested joining the Harris research group. While working for Dave, I found chemical research 

to be highly enjoyable. It was fascinating to transform classroom knowledge in inorganic 

chemistry into synthesizing new transition metal coordination compounds that not only show 

beautiful colors but also diverse magnetic properties(!). Working in the Harris group as an 

undergraduate research assistant, I was welcomed and given trust that I was eventually allowed to 

pursue an independent research with my own research topic. When I was discouraged from 

research, I remember Dave telling me that regardless of the performance, if I try hard and learn 

something new each day, I should be proud of myself. During the times of mental hardship, Dave 

listened to my concerns and kindly offered to help whenever I needed it. I thank Dave for his 

countless support during my undergraduate and graduate studies. In the Harris group, I also met 

two fascinating post-docs, Dr. Ie-Rang Jeon and Dr. John Anderson. They taught me a large 

portion of my current synthetic techniques and research habits. I thank Ie-Rang and John for all 

the research advice and knowledge that constitute me today. I am also thankful to have met Prof. 

Christopher Chang, Prof. Richard Anderson, Prof. John Arnold, and Prof. Jeffrey Neaton during 

my qualifying exam. I learned to think critically and communicate effectively during discussions 

with other scientists. Most importantly, graduate school requires ceaseless speculation, learning, 

and endurance, and Prof. Jeffrey Long provided patience and encouragements for me to find a 

good balance and keep focused on research. Before coming to Berkeley, I was used to spending 



iii 
 

time alone and learning from textbooks, and I lacked ability to communicate science. When 

preparing for presentations at group meetings, I used to prepare scripts and memorize them word-

by-word. Jeff provided feedbacks and suggestions to help me improve with making effective slides, 

giving presentations, and answering questions. I was able to improve tremendously in the graduate 

school, thanks to Jeff’s encouragements and trust. Jeff also genuinely congratulates and rewards 

his students for their work. During a holiday party, Jeff taught me to make the best gin tonic. Since 

then, it has become one of my favorite drinks. I thank Jeff for all his support during my graduate 

study and giving me an opportunity to work in a group of talented scientists. 

I am thankful to have met excellent co-workers while working in the Long group. Prof. 

Fernande Grandjean and Prof. Gary Long were my first Mössbauer collaborators on my first paper 

in the Long group. I am often appalled by looking back at my first several drafts on the manuscript. 

However, they kindly provided thorough scientific and grammatical edits not just limited on the 

Mössbauer section but also on overall manuscript. I learned a lot, and I am also thankful for the 

valuable discussions through emails and from their visits to Berkeley. During my fourth year in 

Berkeley, I had a chance to travel to Oak Ridge National Laboratory with a neutron diffraction 

collaborator, Prof. Mark Green. During our free time, Mark told me fascinating stories on traveling 

different countries, gaining a faculty position at a university at a young age, Girl with Balloon by 

Banksy, and so on. I thank Mark for traveling together and teaching me neutron diffraction. I thank 

my computational collaborators, Brianna Collins and Prof. Jason Goodpaster, for welcoming my 

visit at University of Minnesota and having discussions on computational methods and electronic 

structure calculations. I also thank Prof. Rodolphe Clérac for insightful discussions on spin-

crossover materials and discussions on magnetic coordination solids. 

The Long group consists of talented, hard-working students and scientists. First, I thank 

my year-mates. Soon after joining the Long group, Daniel Lussier became my close friend. We 

had countless conversations supporting each other during stressful moments. Dan has now become 

an expert in actinide chemistry, and I am happy and look forward to your groundbreaking results 

soon open to the world. I enjoyed eating Thai food, going to the animal farms, and taking care of 

Mössbauer instrument with Job Chakarawet. Michael Ziebel have been an inspiring and talented 

scientist protecting our conductivity subgroup teammate against the outnumbering students of 

molecular magnetism. I thank Collin Gould for his help with organic chemistry and awesome 

presentations on single-molecule magnets. Henry Jiang is an IR expert in the Long group. It was 

fun to talk about computer games and how old we are now and no longer have functional fingers 

to compete with youngsters. Ari Turkiewicz is the most humorous among my year-mates and his 

works on incorporating metal clusters in MOFs truly inspired me. Lucy Darago and Michael 

Aubrey helped me get started in the lab and served as my mentors on magnetism and conductivity 

in MOFs. Julia Oktawiec taught me all about Rietveld refinements. Ever Velasquez always took 

beautiful SEM images of my MOFs, and I enjoyed talking to him while traveling to the SEM 

facility across the campus from Lewis Hall. I thank Hiroyasu Furukawa and David Jaramillo for 

spending time and happily teaching me everything about gas adsorption in MOFs. Ryan Murphy 

is my Juul friend, and it was always inspiring to discuss frustrated magnetism with him. Alexandre 

Vincent, Kennedy McCone, Hyunchul Kwon, and Danh Ngo are other talented members in 

conductivity and magnetism subgroup. I look forward to their awesome scientific discoveries. 

Last but not least, I would like to thank all my friends including Morgan Seidel, Richard 

Kwon, Michael Shin, and Kyunjun Park, my brother Joseph Park, my partner Soomin Woo who 

is always there for me, my beautiful dog Cola, and those who I couldn’t mention. Everyone has 

shaped me into who I am right now and thank you for supporting me during my time in Berkeley.  



iv 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Dedicated to my parents, Changwoo and Soyeon



1 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter 1: Introduction to Charge Transport and 

Magnetism in Coordination Solids 
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1.1 Introduction 

 

With a global shift towards a zero-carbon economy and emerging green technologies, the 

development of high-performance magnets and electrical conductors has become ever more 

important. For instance, the intermetallic solid-state materials Nd2Fe14B and SmCo5 remain the 

best permanent magnets, with exceptional magnetic coercivity and remanent magnetization.1-3 

However, the production of these rare-earth magnets is largely limited by the shortage on supply 

from mostly China and environmental hazards associated with rare-earth mining and processing.4 

Indeed, the United States Department of Energy has included rare-earth minerals as critical 

materials for national security and has initiated the Rare Earth Alternatives in Critical 

Technologies program to develop cost-effective alternatives to rare-earth magnets.5,6 Furthermore, 

improvements on the magnetic properties of these solid-state materials have been limited by the 

intrinsic challenges associated with their top-down, empirical syntheses. 

As an alternative, metal–organic frameworks are an interesting class of materials in which 

metal ions or clusters are bridged by organic linkers to form a crystalline lattice with permanent 

porosity.7 The building blocks of metal–organic frameworks can be easily substituted to access a 

wide range of crystal structures and to tune chemical and physical properties.8-12 Through judicious 

choice of metal ion and organic linker from a tremendous library of coordination complexes and 

organic molecules, metal–organic frameworks offer an ideal platform to develop multifunctional 

materials with various intriguing properties, such as long-range magnetic order,13,14 spin 

crossover,15-18 and charge transport,19-21 offering numerous applications in memory storage, 

spintronics, magnetoelectrics, displays, and batteries. Furthermore, metal–organic frameworks 

that are responsive to the insertion of gases, solvents, ions, and other small molecules may find 

applications in magnetic and chemiresistive sensing and separation media.22-27 

Despite these promising applications, the vast majority of metal–organic frameworks are 

electronic insulators and lack long-range magnetic order. However, tremendous success has 

recently been made on the development of conductive and magnetic metal–organic 

frameworks.19,21 In 2009, the first conductive metal–organic framework, Cu[Cu(pdt)2] (pdt = 2,3-

pyrazinedithiolate), was discovered.28 Since then, the field has grown rapidly in the last decade, 

with multiple reports of metal–organic frameworks that now exhibit metallic conductivities. 

Similarly, numerous strategies have been developed for synthesizing magnetic coordination solids. 

The first molecule-based ferromagnets [Cp*2M
III](TCNE)–• (MII = MnIII, FeIII; Cp*– = 

pentamethylcyclopentadienyl anion; TCNE = tetracyanoethylene) were shown to exhibit magnetic 

order up to  8.8 K.29-31 Now, coordination solids that exhibit magnetic order beyond room-

temperature include V(TCNE)xyCH2Cl2 (x  2; y  0.5) and Cr(pz)2•0.7LiCl (pz = pyrazine).32,33 

The dissertation is dedicated to the design and synthesis of magnetic and conductive metal–

organic frameworks using insights learned from molecular coordination chemistry with a bottom-

up approach. Further, demonstrates that metal and ligand substitution is a viable strategy to tune 

electronic structures and physical properties. Chapter 1 provides a general overview of electronic 

conductivity and magnetism and highlights previous efforts to synthesize conductive and magnetic 

coordination solids with selected examples. 
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1.2 Electronic Conductivity of Metal-Organic Frameworks 

General overview of conductivity 

The electrical resistance, R, describes the opposition to the electrical current flowing 

through an object, described by the Ohm’s law: 

 

𝑅 =  
𝑉

𝐼
; 𝐺 =  

1

𝑅
=  

𝐼

𝑅
 (1) 

 

where V is voltage and I is current. The conductance, G, is a reciprocal of the resistance and has 

the unit of Siemen (S), which is the inverse of Ohm (–1) The resistivity, , is the resistance 

normalized for the sample dimension and specific to the physical composition of the material: 

 

𝜌 =  𝑅
𝐴

𝑙
; 𝜎 =  

1

𝜌
 =

𝑙

𝑅𝐴
 (2) 

 

where A is the cross-sectional area and l is the length of the sample. The resistivity and conductivity 

have the units of   cm and S cm–1, respectively. In an anisotropic system with non-uniform current 

and electric field, Equation 2 must be modified to a more general form: 

 

𝜌 =  
𝐸

𝐽
; 𝜎 =  

1

𝜌
 =

𝐽

𝐸
 (3) 

 

where E and J are the magnitude of electric field vector and the current density vector at a particular 

position in a material, respectively. Indeed, under a constant electric field and current, they will 

adopt a scalar quantity, defined as 

 

𝐸 =  
𝑉

𝑙
; 𝐽 =  

𝐼

𝐴
  (4) 

 

Substituting Equation 4 into Equation 3, 

 

𝜌 =  
𝑉𝐴

𝑙𝐼
;  𝜎 =

𝑙𝐼

𝑉𝐴
 (5) 

 

Now, applying Ohm’s law to Equation 5 yields the identical expression to Equation 2. At a certain 

position and time, the current density of a charge carrier is described as 

 

𝑗 =  𝑞𝑛𝑣 (6) 

 

where j is the current density vector, q is the fundamental charge of a charge carrier, n is the 

volumetric density, v is the average drift velocity of charge carriers. Under a constant electric field, 

drift velocity of a charge carrier is related to its mobility,  , as shown in Equation 7: 

 

𝑣 =  𝜇𝐸  (7) 

 

Finally, using Equations 3, 6, and 7, the total conductivity of a material can be expressed using 

Equation 8: 

𝜎 =  ∑ 𝑞𝑛𝜇  (8) 
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Overview of efforts to design conductive metal−organic frameworks 

Metal–organic frameworks such as Zn4O(bdc)3 (bdc2– = 1,4-benzenedicarboxylate), known 

as MOF-534 and shown in Figure 1.1, are typically synthesized as electronic insulators. Most of 

them are constructed by using closed-shell organic ligands and metal ions that are poor sources of 

charge carriers. Furthermore, maintaining crystallinity and porous structures of metal–organic 

frameworks relies on the reversible binding of hard metal ions and ligands, resulting in the ionic 

electronic structure that further limits the charge carrier mobility.35-37 As evident from Equation 8, 

the lack of charge carrier concentration and mobility results in the low electronic conductivity that 

is typical of metal–organic frameworks.  

Despite the challenges, tremendous efforts have been made towards synthesizing 

electronically conductive metal–organic frameworks by utilizing synthetic tunability and unique 

pore structures.19-21 For instance, metal–organic frameworks based on various redox-active ligands 

such as tetrathiafulvalene, anthracene, naphthalene, and naphthalenediimide provide efficient 

through-space charge-transport pathways from π–π stacking interactions between the linkers.38-43 

Furthermore, it was also shown that the electronic conductivity of an insulating metal–organic 

framework can also be tuned via post-synthetic incorporation of redox-active guest molecules into 

the framework cavity.44-47 In one example, incorporation of tetracyanoquinodimethane molecules 

into Cu paddlewheel metal–organic frameworks was proposed to increase the number of charge 

carriers and transport pathways.46,47 The major successes in the synthesis of conductive metal–

organic frameworks were made possible through utilizing strong d–π conjugation with covalent 

bonds between metal ions and ligands that feature delocalized π systems.48-57 For instance, a two-

dimensional framework Cu3(bht) (bht6– = benzenehexathiolate) constructed from square-planar 

CuII ions bridged by bht6– ligands was shown to exhibit a metallic conductivity of 2,500 S cm–1 

and a high charge mobility of ~100 cm2 V–1 s–1.55-57 Interestingly, Cu3(bht) undergoes a magnetic 

phase transition to a superconducting state below 0.25 K.57 

 

 
Figure 1.1. Crystal structure of MOF-5, Zn4O(bdc)3, adapted from ref. 34. Cyan, red, blue, and 

gray spheres represent Zn, O, N, and C atoms, respectively; H atoms are omitted for clarity. 
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1.3 Mixed-Valence in Coordination Solids 

Mixed-valence 

 Mixed-valence compounds consist of metals or ligands that exist in more than one formal 

oxidation state, often featuring electronic coupling and electron transfer, or intervalence charge 

transfer (IVCT), between the mixed-valence centers.58-60 Depending on the degree of electronic 

coupling, mixed-valence compounds can be classified according to the classification scheme 

devised by Robin and Day and further analyzed using a two-state model by Hush and co-

workers.61,62 

Class I mixed-valence systems lack electronic coupling between mixed-valence centers 

and exhibit charge-localized sites. Class II systems feature different optical and electronic 

properties from increased electronic coupling. An energy coordinate diagram for a symmetric 

mixed-valence system may be described as Figure 1.2. While the mixed-valence centers remain 

valence-trapped in the ground state, the electrons can be transferred over a barrier with the 

activation energy given as 

 

𝐸𝑎 =  
𝜆

4
− 𝐻𝑎𝑏 +

𝐻𝑎𝑏
2

𝜆
=

(𝜆 − 2𝐻𝑎𝑏)2

4𝜆
 

 

where  is the reorganization energy and Hab is the electronic coupling parameter. Class II systems 

adopt Hab value of 0 < Hab <  with the ground state described by a double-well potential. With 

strong electronic coupling (Hab > ), Class III systems feature a ground state with a single energy 

minimum, corresponding to full electron delocalization where each mixed-valence center adopts 

an average, intermediate oxidation state. Characteristic intense intervalence charge transfer 

absorption bands can be observed in the mid-infrared, near-infrared, and visible regions of the 

optical spectra. 

 

 
Figure 1.2. Energy-coordinate diagrams for symmetric Class I, II, and III mixed-valence 

systems.  is the reorganization energy, Eop is the absorption band maximum for the intervalence 

charge transfer transition, Hab is the electronic coupling parameter, and Ea is the energy barrier to 

electron transfer.  

 

While mixed-valence compounds are prevalent in nature, the Cruetz-Taube complex, 

[(NH3)5Ru(pz)Ru(NH3)5]
5+ (pz = pyrazine), was the first synthetic mixed-valence complex  to be 



6 
 

reported (Figure 1.3).63,64 The Cruetz-Taube ion consists of two RuII/III ions with octahedral 

coordination geometry bridged by a pz ligand and 10 amine molecules completing the coordination 

sphere. Metal-ligand bond distances are similar for both RuII/III ions, suggesting valence 

delocalization with each Ru ion having a fractional oxidation state of +2.5. The Cruetz-Taube 

complex exhibits a strong intervalence charge transfer absorption in the near-infrared region of the 

absorption spectrum, and the Cruetz-Taube complex can be classified as a borderline Class II-III 

mixed-valence system from the Hush analysis. This remarkable valence delocalization can be 

attributed to the combination of strong orbital overlap between RuII/III 4dπ and pz π* orbitals and 

the small reorganization energy required for the intervalence charge transfer as the result of the 

mixed-valence low-spin d5/6 electronic configuration and the symmetric coordination sphere of 

RuII/III ions. 

 

 
Figure 1.3. Crystal structure of the Cruetz-Taube complex, [(NH3)5Ru(pz)Ru(NH3)5]

5+, adapted 

from ref. 65. Orange, blue, and gray spheres represent Ru, N, and C atoms, respectively; H atoms 

and counterions are omitted for clarity. 

 

Extending mixed-valence chemistry to metal–organic frameworks 

 Design insights derived from molecular complexes can be employed to construct extended 

coordination solids with closely spaced mixed-valence metal centers and favorable intervalence 

charge transfer, thereby engendering bulk electronic conductivities.21,66 For instance, post-

synthetic reduction of Fe2(BDP)3 (BDP2– = 1,4-benzenedipyrazolate) using potassium 

naphthalenide affords KxFe2(BDP)3 (0<x<2).67,68 Notably, Fe2(BDP)3 consists of one-dimensional 

chains of octahedral FeIII chains bridged by 2-pyrazolate ligands. The post-synthetic reduction 

results in mixed-valence FeII/III ions with the insertion of potassium ions in the framework cavity 

for charge-balance (Figure 1.4).68,69 Analogous to the Cruetz-Taube complex, KxFe2(BDP)3 

(0<x<2) comprises mixed-valence FeII/III ions with a symmetric coordination environment and 

low-spin d5/6 electronic configuration, giving rise to a small reorganizational energy and favorable 

intervalence charge transfer. Furthermore, strong hybridization of FeII/III 3dπ and pyrazolate π* 

orbitals can provide an efficient one-dimensional charge transport pathway. Reduction of half of 

the FeIII ions yields delocalized charge carriers, with the material K0.98Fe2(BDP)3 shown to exhibit 

a peak charge mobility of e = 0.84 cm2 V–1 s–1 and an estimated single-crystal four-contact 

conductivity of ~7×102 S/cm at 300 K—nearly 10,000-fold increased conductivity compared to 

that of the parent Fe2(BDP)3 framework (9.6×10–3 S/cm). This large increase highlights that post-

synthetic redox chemistry to engender mixed-valence centers and strong intervalence charge 

transfer is a promising approach for modification of electronic structures and conductivities of 
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extended coordination solids with a variety of charge transport pathways, as also exemplified by 

other previous reports.21,66 

 

 
Figure 1.4. Crystal structure of KxFe2(BDP)3 (0<x≤2), adapted from ref. 69. Orange, green, blue, 

and gray spheres represent Fe, K, N, and C atoms, respectively; H atoms are omitted for clarity. 

 

 While metal-based mixed-valence is prevalent in solid-state materials and molecular 

compounds, extended coordination solids offer a fascinating platform to access ligand-based 

mixed-valence and investigate the resulting bulk properties.19,21,70-79 For instance, numerous efforts 

have utilized ligand-centered mixed-valence to synthesize conductive metal–organic frameworks, 

such as reports on ferric semiquinoid frameworks.76-79 In particular, the three-dimensional 

framework (NBu4)2Fe2(dhbq)3 (dhbq2–/3– = 2,5-dioxidobenzoquinone/1,2-dioxido-4,5-

semiquinone) is constructed by octahedral high-spin FeIII ions bridged by dhbqn– ligands (Figure 

1.5).79,80 During the synthesis, two of the three dhbq2– ligands undergo a spontaneous reduction by 

FeII ions to form mixed-valence dhbq2–/3– ligands. Furthermore, two NBu4
+ cations per formula 

unit are inserted in the framework cavity for charge balance. As the result of the ligand mixed-

valence, (NBu4)2Fe2(dhbq)3 was shown to exhibit an appreciable electronic conductivity of 0.16(1) 

S cm–1 at 298 K. Post-synthetic reduction of (NBu4)2Fe2(dhbq)3 using sodium naphthalenide 

resulted in the reduction of dhbq2– to dhbq3– ligands and yields Na0.9(NBu4)2Fe2(dhbq)3. As 

expected, the reduced framework exhibits a decreased electronic conductivity of 0.0062(1) S Scm–

1 at 298 K due to the lack of ligand-centered mixed-valence.  
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Figure 1.5. Crystal structure of (NBu4)2Fe2(dhbq)3, adapted from ref. 79. Orange, red, and gray 

spheres represent Fe, O, and C atoms, respectively; H atoms and NBu4
+ cations are omitted for 

clarity. 

 

Polarons 

 The electronic structures of many conductive mixed-valence metal–organic frameworks 

can be described by small polarons. A polaron is a localized charge carrier within a potential well 

in a dielectric crystal through polarization or displacement of the surrounding lattice ions.81-87 As 

such, a polaron  can be envisioned as a charge carrier surrounded by a polarized cloud of phonons. 

The strength of the electron-phonon coupling determines the width of the polarized cloud or the 

depth of the potential well, which can distinguish small and large polarons. Transport of small 

polarons within a crystal carries a lattice distortion. In other words, diffusion of small polarons 

proceed through phonon-assisted tunneling or hopping. The mobility of small polarons are reduced 

compared to the free charge carriers and exhibit a positive dependence on temperature. In contrast, 

large polarons have a large effective mass that reduces scattering from phonon fields to maintain 

coherent transport and high mobility. Therefore, large polarons resemble free charge carriers with 

their mobilities having negative dependences on temperature. 

Variable-temperature conductivity measurements can be used to understand the electronic 

structure of a material consisting of small polarons. In crystalline systems where small polarons 

form impurity mid-gap states of uniform distribution and similar energy, the thermally activated 

hopping of charge carriers would occur between the nearest-neighboring states with a constant 

value for an activation process. The temperature dependence of electronic conductivity in such 

systems follows the Arrhenius equation for nearest-neighbor hopping: 

 

𝜎(𝑇) =  𝜎0𝑒
−(

𝐸𝑎
𝑘𝑏𝑇

)
 

 

where  is the pre-exponential factor and Ea is the activation energy. In many other systems 

including amorphous semiconductors and doped conductive polymers, the impurity mid-gap states 

may acquire a random distribution of position and energy. In this case, charge transport would no 

longer follow the Arrhenius behavior with a constant activation energy. At high temperatures, 
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thermal energy allows various phonon modes that can assist a hopping process between the 

nearest-neighbor mid-gap states of a large energy difference. At low temperatures, the phonon 

modes freeze out, and the charge carrier can only hop between mid-gap states of similar energies 

with a larger hopping distance. The variable-temperature conductivity data can be modelled using 

an equation for variable-range hopping: 

 

𝜎(𝑇) =  𝜎0𝑒−(
𝑇𝑎
𝑇

)𝑧

 

 

with 

  

𝑧 =  
1

1 + 𝑑
 

 

where d is the dimensionality of the charge transport, and with 

 

𝜎0 =  𝑒2𝑁(𝐸𝐹)𝑅𝑣𝑝ℎ 

 

where 𝑁(𝐸𝐹) is the density of states at the Fermi energy, R is the average hopping distance, and 

vph is typical phonon frequency, and with 

 

𝑇0 =  
(8𝛼)3

9𝜋𝑘𝑁(𝐸𝐹)
 

 

where  is inverse localization length. For a three-dimensional system, the temperature dependent 

variable-range hopping conductivity equation transforms into Mott’s variable-range hopping 

equation with the conductivity proportional to T–1/4.88 

 

1.4 Magnetic Exchange in Coordination Compounds 

Goodenough–Kanamori rules 

The dominant type of magnetic exchange in coordination solids consisting of paramagnetic 

metal centers bridged by diamagnetic ligands is superexchange coupling. According to the 

Goodenough–Kanamori rules, the strength and sign of magnetic interaction is determined by the 

orientation and degeneracy of the interacting metal and ligand orbitals.89-91 Consider a case of a 

linear Mn+–O2––Mn+ fragment, where two equivalent metals with half-filled d orbitals are bridged 

by a single oxygen atom. If an unpaired electron in the left metal ion has a spin-up configuration, 

then any partially transferred electron density from the O p orbital must have a spin-down 

configuration according to the Pauli exclusion principle, thus leaving spin-up electron density in 

the right metal ion. The unpaired electron of the right metal ion will have a spin-down 

configuration, leading to an anti-parallel alignment—or antiferromagnetic coupling—of the metal-

centered electronic spins. A parallel alignment—or ferromagnetic coupling—is also possible 

through superexchange when the M–O–M angle is 90. In this case, two metal-based d orbitals 

overlap with two orthogonal O p orbitals. When the left metal has spin-up unpaired electrons, the 

first O p orbital will donate spin-down electron density, leaving an “excess” spin-up electron 

density. Spin correlation within the O ligand favors a parallel spin-up alignment of the electronic 

spin on the second O p orbital. As such, this second p orbital will donate spin-down electron 
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density and yield a spin-up configuration for the unpaired electrons on the right metal ion. The 

Goodenough–Kanamori rules also states that the superexchange between a metal ion with half-

filled orbitals and a metal ion with empty or filled orbitals will be ferromagnetic. While this 

generalized scheme is useful for explaining the magnetism of many solids with simple chemical 

structures, such as metal oxides and Prussian Blue analogues, accurately and precisely predicting 

the magnetic properties of other coordination solids is challenging. For example, a deviation in a 

metal–ligand bond angle can lead to competing antiferromagnetic and ferromagnetic interactions. 

 

Spin-polarization mechanism 

 The magnetic properties of many conductive and magnetic coordination solids that feature 

paramagnetic metal ions bridged by organic ligands with conjugated  systems may be understood 

by the spin-polarization mechanism.92-96 In systems with strong overlap between metal d and 

ligand p orbitals, an electronic spin of an atom can polarize the electron cloud on the nearest-

neighbor atoms such that they acquire an antiparallel alignment of the spins. For instance, a spin-

polarization mechanism is responsible for inducing antiferromagnetic and ferromagnetic 

interactions between metal ions bridged by pyrazine and pyrimidine, respectively. More generally, 

the magnetic interactions between metal ions bridged by even and odd numbers of atoms are 

antiferromagnetic and ferromagnetic, respectively. 

 

1.5 Designing High Temperature Metal−Organic Magnets 

Strong superexchange via short bridging ligands 

Analogues of the pigment Prussian blue have been targeted and extensively studied as 

potential room-temperature bulk magnets.13,14 The parent compound Prussian blue, 

Fe4[Fe(CN)6]3xH2O, is historically the first synthetic coordination solid that was widely used in a 

number of paints and fabrics for its deep blue color.97-100 Prussian blue has a cubic framework 

structure with alternating low-spin FeII and high-spin FeIII ions bridged by cyanide ligands (Figure 

1.6). In the idealized structure, FeII and FeIII ions are coordinated to the carbon and nitrogen atoms 

of the cyanide ligands, respectively. As a ligand, cyanide is a good -acceptor with low-lying * 

orbitals that can accept electron density from metal ions via back-bonding, thereby facilitating a 

relatively strong magnetic coupling between the paramagnetic metal ions via a superexchange 

mechanism.13,14 While Prussian blue ferromagnetically orders below 5.6 K,101,102 substitution of 

the metal ions can dramatically improve the magnetic ordering temperature in the analogous 

compounds.13,14,103-107 The exchange interaction between metal ions through a cyanide bridge can 

be estimated to be either ferromagnetic or antiferromagnetic if the interacting spins belong to the 

orbitals of the same or different symmetry, respectively. Intuitively, the strongest 

antiferromagnetic superexchange may be expected from the nearest-neighboring metal ions having 

t2g
3-t2g

3 electronic configurations. Furthermore, the exchange coupling constant, J, between the 

nearest neighbor metal centers, M and M´, can be calculated by using the approximate mean-field 

expression derived from the Langevin, Weiss, and Néel equation:108 

 

𝑇𝑐 =  
√𝑧𝑀𝑧𝑀′|𝐽|√𝑥𝑆𝑀(𝑆𝑀 + 1)𝑆𝑀′(𝑆𝑀′ + 1)

3𝑘𝐵
 

 

where Tc is the magnetic ordering or correlation temperature, z is the number of nearest neighbors, 

S is the local spin on each metal center, and kB is the Boltzmann constant. Indeed, various Prussian 

blue analogues have been synthesized and shown to exhibit high magnetic ordering temperatures. 
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In particular, KV[Cr(CN)6]2H2O exhibits a ferrimagnetic ordering temperature of TN = 376 K 

from strong antiferromagnetic coupling between VII and CrIII ions, with a computationally 

determined exchange coupling constant of J = –241 cm–1.103,105 Efforts to further increase the 

magnetic ordering temperature in Prussian blue analogues, include utilizing 4d and 5d late 

transition metals in combination with early 3d transition metals to enhance exchange coupling.109-

112 

 

 
Figure 1.6. Idealized crystal structure of Prussian blue adapted from ref. 100. Orange, blue, and 

gray spheres represent Fe, N, and C atoms, respectively. 

 

Direct exchange via paramagnetic bridges  

Substitution of diamagnetic linkers with paramagnetic organic ligands can lead to increased 

magnetic ordering temperatures in metal–organic magnets. For instance, paramagnetic metal ions 

can engage in direct magnetic exchange with the spin-carrying ligand orbitals, leading to a further 

enhanced magnetic interaction or communication between the spin centers compared to the 

systems that rely on relatively weak superexchange coupling. Indeed, many examples of radical-

bridged dinuclear transition metal compounds have been shown to exhibit strong magnetic 

exchange couplings, as high as –900 cm–1.113-115 The large library of molecular examples 

containing organic radical bridges can serve as basis for designing metal–organic magnets with 

high magnetic ordering temperatures. Furthermore, metal–organic magnets consisting of large 

paramagnetic organic ligands are highly desirable for their synthetic tunability and modular 

chemical, electronic, and magnetic structures.  

 Tremendous efforts have been dedicated to synthesizing organonitrile radical-bridged 

compounds such as tetracyanoethylene (TCNE)13,14,32,116-126 and tetracyanoquinodimethane 

(TCNQ)13,14,23,24,127-130 ligands. In particular, TCNE features low-lying  * orbitals and can thus 

accept an electron to form the TCNE–• radical anion. The first structurally characterized metal–

TCNE magnet was the two-dimensional compound [Fe(TCNE)(MeCN)2](FeCl4), which consists 

of layers of octahedral FeII ions equatorially bridged by 4-TCNE–• radical anions (Figure 1.7).125 

This compound exhibits a metastable antiferromagnetic ordering below 90 K due to the interlayer 

antiferromagnetic coupling between ferrimagnetic [Fe(TCNE)(MeCN)2] layers, with 
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antiferromagnetic interactions between FeII and 4-TCNE–• radical spins. At 50 K, this two-

dimensional Fe-TCNE compound exhibits magnetic hysteresis with a coercive field of 1730 Oe. 

 Similarly, the ability to facilitate strong magnetic interactions with TCNE–• radical anions 

was further confirmed by the room-temperature magnet V(TCNE)xyCH2Cl2 (x  2; y  0.5) with 

the experimentally accessible ferrimagnetic ordering temperature of TNexp ~ 370 K, due to thermal 

decomposition.32,131-136 Furthermore, chemical vapor deposition techniques can be utilized to yield 

a high-quality thin film of V(TCNE)x (x  2) that exhibits a theoretical ferrimagnetic ordering 

temperature of TN ~ 600 K and coherent magnon transport.137,138 While V(TCNE)xyCH2Cl2 (x  

2; y  0.5) is amorphous, the chemical structure of the material is proposed to be similar to that of 

a related material Mn(TCNE)1.5(I3)0.50.5THF (Figure 1.7).126,131 In contrast to most of the three-

dimensional metal–TCNE compounds that exhibit dimerization of TCNE–• during crystallization 

to form diamagnetic [C4(CN)8]
2– linkers within the framework lattice, Mn(TCNE)1.5(I3)0.50.5THF 

consists of octahedral MnII ions bridged by six different, fully radical TCNE–• anions. The 

compound Mn(TCNE)1.5(I3)0.50.5THF exhibits ferrimagnetically orders below TN = 171 K, and 

the presence of long-range magnetic order was confirmed through ac magnetic susceptibility 

measurements. This ferrimagnetic order can be attributed to direct antiferromagnetic coupling 

between MnII ions and TCNE–• radical anions. Similarly, numerous studies including X-ray 

absorption spectroscopy, conductivity, magnetic studies have been performed to understand the 

electronic structure and the origin of high magnetic ordering temperature of 

V(TCNE)xyCH2Cl2.
139-142 While V(TCNE)xyCH2Cl2 has octahedral VII ions also bridged by six 

TCNE–• anions, the diffuse 3d orbitals of VII compared to that of MnII can form a stronger metal-

ligand orbital overlap and engage in a stronger metal-radical magnetic exchange, ultimately 

leading to the observed high magnetic ordering temperature. 

 

              
Figure 1.7. Crystal structure of [Fe(TCNE)(MeCN)2](FeCl4) (left) and 

Mn(TCNE)1.5(I3)0.50.5THF (right) adapted from ref. 125 and 126, respectively. Orange, pink, blue, 

and gray spheres represent Fe, Mn, N, and C atoms, respectively; H atoms, THF molecules, and 

counterions are omitted for clarity. 

 

The recent a report of Cr(pz)20.7LiCl (pz = pyrazine) prepared through post-synthetic 

chemical reduction of trans-CrCl2(pz)2 highlights the efforts of utilizing paramagnetic linkers to 
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engender high-temperature magnetic order in metal–organic magnets.33,143,144 The parent trans-

CrCl2(pz)2 framework features two-dimensional sheets consisting of octahedral CrIII ions 

equatorially bridged by pz linkers, with the terminal coordination sites completed by Cl– anions 

(Figure 1.8). During the synthesis of trans-CrCl2(pz)2, spontaneous reduction of half of the neutral 

pz linkers to radical anions by CrII ions during synthesis results in the ligand mixed-valence. As 

the result, trans-CrCl2(pz)2 exhibits a room-temperature electronic conductivity of 32 mS/cm and 

ferrimagnetic order below ~55 K due to an antiferromagnetic direct exchange between spins on 

CrIII 3d and pz–• * orbitals. In contrast, Cr(pz)20.7LiCl consists of four pz–• radical anions 

bridging square planar CrII ions to form two-dimensional sheets and intercalated LiCl salts within 

the layers. Notably, Cr(pz)20.7LiCl holds the record magnetic ordering temperature of TN = 515 

K among any structurally characterized metal–organic magnets. Compared to the parent trans-

CrCl2(pz)2 compound, the large increase in the magnetic ordering temperature can be attributed to 

the increased number of spin centers and metal-ligand pairings engaged in the direct magnetic 

exchange and strong hybridization of metal and ligand orbitals. Furthermore, the magnetic 

anisotropy of square planar CrII ions and the two-dimensional bulk structure of Cr(pz)20.7LiCl 

contributes to the observation of a large coercivity of 0.75 T at 300 K. 

 

                 
Figure 1.8. Crystal structure of trans-CrCl2(pz)2 (left) and Cr(pz)20.7LiCl (right) adapted from 

ref. 143 and 33, respectively. Purple, neon green, blue, and gray spheres represent Cr, Cl, N, and 

C atoms, respectively; H atoms and counterions are omitted for clarity. 

 

Ferromagnetism via itinerant charge carriers 

The third promising, yet much less investigated, strategy for designing a metal–organic 

magnet with a high magnetic ordering temperature is via itinerant magnetism. In fact, many solid-

state materials with high magnetic ordering temperatures are based on this mechanism.145 For 

instance, in 1951, Zener developed the double-exchange mechanism to explain the high 

temperature ferromagnetism and metallic conductivity in the mixed-valence manganese 

perovskites La(1-x)AxMnO3 (A
2+ = Ca, Sr, Ba).146-148 As shown in Figure 1.9, mixed-valence MnIII/IV 

ions have partially filled eg orbitals that are strongly hybridized with the 2p orbitals of the bridging 

O2– anion. When a spin-up electron is transferred between eg orbitals, it is more energetically 

favorable for other d electrons in the half-filled t2g orbitals to be aligned parallel to the itinerant 

spin-up electron, in accordance with Hund’s rule. This leads to the simultaneous observation of 
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ferromagnetism and barrierless electron transfer. Double exchange is responsible for the colossal 

magnetoresistance observed in the manganese perovskites, and they have been heavily 

investigated for spintronics applications.149-153  

 

 
Figure 1.9. Double-exchange mechanism in mixed-valence manganese perovskites. Each 

manganese ion features an octahedral coordination environment, in which the  energies of the 3d 

orbitals are split into t2g and eg sets. Red and black arrows depict electrons and path of electron 

transfer, respectively. 

 

 While the double-exchange phenomenon is commonly observed in many solid-state 

materials such as magnetite, cobaltite, and Heusler alloys, it is a much rarer occurrence in 

molecular compounds and coordination solids with organic bridging ligands.154-159 Indeed, double 

exchange in metal–organic magnets is highly desirable for simultaneously allowing high magnetic 

ordering temperature and the use of various diamagnetic organic linker. Double exchange in a 

molecular complex consisting of an organic bridge was first observed in a mixed-valence 

divanadium imidazolate complex, [(PY5Me2)2V2(-5,6-dmbzim)]4+ (PY5Me2 = 2,6-bis(1,1,-

bis(2-pyridyl)ethyl)pyridine; 5,6-dmbzim– =  5,6-dimethylbenzimidazolate) (Figure 1.10).160 

Upon an oxidation of the valence-pure [(PY5Me2)2V2(-5,6-dmbzim)]3+, [(PY5Me2)2V2(-5,6-

dmbzim)]4+ acquires mixed-valence VII/III ions with d2/3 electronic configurations. Importantly, the 

complex features symmetric, compact, and conjugated imidazolate ligands that link the mixed-

valence VII/III ions. Also, strong overlap of diffuse V t2g and imidazolate * ligand orbitals provide 

an efficient platform for a favorable intervalence charge transfer. This mixed-valence divanadium 

imidazolate complex exhibits optical spectroscopic properties consistent with Class II/III mixed-

valence and magnetic data supporting high spin S=5/2 ground state with an electron exchange 

parameter of B = 122 cm–1. 

 The complex [(Me3TPyA)2Fe2(L)]3+ (Me3TPyA = tris((6-methyl-2-pyridyl)-methyl)amine; 

LH2 = 2,5-di(2,6-dimethylanilino)-3,6-dibromo-1,4-benzoquinone) provided the second example 

of double exchange through an organic ligand between mixed-valence metal centers (Figure 

1.10).161 The mixed-valence [(Me3TPyA)2Fe2(L)]3+ complex is obtained through a chemical 

oxidation of one of the FeII ions in [(Me3TPyA)2Fe2(L)]2+. Similar to [(PY5Me2)2V2(-5,6-

dmbzim)]4+, the double-exchange mechanism in [(Me3TPyA)2Fe2(L)]3+ yields Class II/III mixed-

valence and is responsible for the stabilization high spin S = 9/2 ground state. Interestingly, 

[(Me3TPyA)2Fe2(L)]3+ also exhibits single-molecule magnet behavior below 5 K, with a relaxation 

barrier of Ueff = 14(1) cm–1. While the obtained electron exchange parameter of B = 69(4) cm–1 is 

significantly smaller than that of the mixed-valence divanadium imidazolate complex, 
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[(Me3TPyA)2Fe2(L)]3+ exhibits the largest metal-metal separation of 8.029(4) Å yet observed in 

any double-exchange molecular compounds. 

 

                
Figure 1.10. Crystal structures of [(PY5Me2)2V2(-5,6-dmbzim)]3+ (left) and 

[(Me3TPyA)2Fe2(L)]3+ (right) adapted from ref. 160 and 161, respectively. Orange, teal, brown, 

red, blue, and gray spheres represent Fe, V, Br, O, N, and C atoms, respectively; H atoms are 

omitted for clarity. 
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2.1 Introduction 

 

Metal–organic frameworks are modular, three-dimensional network solids constructed 

from metal ions and rigid, polytopic organic linkers.1 This modularity can endow metal–organic 

frameworks with impressive porosities, surface chemistry, and chemical stability,2 and, 

consequently, these frameworks are being extensively investigated for applications ranging from 

gas separations and storage to drug delivery.3 Within the past decade, engendering bulk electronic 

conductivity in metal–organic frameworks has also become of interest as a means of extending 

their potential application as battery electrode materials, electrochemical sensors, and 

electrocatalysts.4 

However, many of the features that render metal–organic frameworks advantageous as 

porous storage and separation materials also present a challenge to their application in electronic 

devices that require high conductivity. Indeed, the characteristically low crystal densities of metal–

organic frameworks imply large distances between atoms along most lattice vectors. Such 

materials inherently favor electronic structures with particularly weak band dispersion because 

valence orbital overlap (an ad hoc indicator of bulk dispersion) diminishes exponentially with 

interatomic distance.5 Thus, charge carriers in metal–organic frameworks can generally be 

expected to have extremely large effective masses yielding local electronic structures of a near-

molecular nature.6 Indeed, to date there have been only a few literature examples of metal–organic 

frameworks that exhibit both permanent porosity and a high electronic conductivity.7  

Among many notable efforts to increase charge transport in these materials, one attractive 

strategy is the development of frameworks consisting of either repeating mixed-valence, redox-

active metal centers or redox-active linkers.8,9 The use of mixed-valency can at a minimum locally 

improve charge mobility on neighboring atoms; in most mixed-valence frameworks, the electronic 

substructures are indeed localized and may reasonably be described as small polarons, akin to an 

isolated Marcus-type coupling interaction.10 Nonetheless, with a contiguous path along at least one 

dimension of the framework lattice, the resulting hopping-type charge mobility can still engender 

a relatively high conductivity.10a,11 For instance, a ferric semiquinoid-quinoid framework was 

recently shown to exhibit a three-dimensional conductivity of 0.16 S/cm, arising from a 

combination of ligand-based mixed-valence supported by 3d-π orbital interactions through 

bridging iron(III) centers.9g Likewise, a number of other frameworks have been found to be 

conductive owing to charge delocalization across mixed-valence ligand centers.9  

Metal-centered mixed-valence has been extensively investigated in many solid state 

systems, such as iron oxides, iron sulfides, iron cyanides, Prussian Blue compounds, manganese 

perovskites, and titanates, to name a few.12 In addition, mixed-valence first-row transition metal 

coordination solids have been shown to exhibit electronic delocalization.13 Engendering high 

electronic conductivity in three-dimensional metal–organic frameworks by taking advantage of 

metal-centered valence delocalization may thus hold promise. However, early examples of such 

frameworks have typically displayed conductivity values much lower than frameworks with 

ligand-centered charge carriers, and thus there is likely much room for improvement.7g,8 

In pursuit of promising systems with the potential for exhibiting metal-centered mixed-

valence, we identified the framework Fe(tri)2 (tri– = 1,2,3-triazolate), a previously reported 

material with an intriguing electronic structure arising from octahedrally-coordinated FeII centers 

bridged by π-acidic azolate ligands (Figure 2.1).8c Previously, Fe(tri)2 was reported to exhibit an 

intrinsic conductivity of 7.7 × 10−5 S/cm, which further increased to 1.0 × 10−3 S/cm following 

vapor diffusion of I2 through the material. This reported conductivity for the as-synthesized Fe(tri)2 
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is surprisingly high, given the closed-shell nature of low-spin iron(II) and the triazolate linker, as 

noted elsewhere.7g,14 As such, Fe(tri)2 was determined to be an excellent candidate for exploring 

the relationship between metal-centered mixed-valence and conductivity in a porous solid.  

Herein, we present the rigorous air-free synthesis of Fe(tri)2, together with its mixed-

valence derivatives, Fe(tri)2(BF4)x (x = 0.09, 0.22, and 0.33), obtained through post-synthetic 

stoichiometric oxidation reactions. Physical characterization then enables insight into the charge 

transport behavior underlying the impressive enhancement in the conductivity of these materials 

with increasing oxidation level. 

 

2.2 Experimental Information 

 

General Considerations. Unless otherwise noted, all manipulations were carried out in an 

argon atmosphere in an Mbraun MB200MOD glovebox. Glassware was oven-dried at 150 °C for 

at least 4 h and allowed to cool in an evacuated glove box antechamber prior to use. 

Dimethylformamide (DMF), acetonitrile (MeCN), and dichloromethane were dried using a 

commercial solvent purification system made by JC Meyer Solvent Systems and stored over 3- or 

4-Å molecular sieves prior to use. Anhydrous FeCl2 beads (99.9% purity) were purchased from 

Sigma-Aldrich. The 1,2,3-triazole ligand (98% purity) was purchased from VWR International 

LLC, deoxygenated with three freeze-pump-thaw cycles, and stored over 4-Å molecular sieves 

prior to use. The synthesis of Fe(tri)2 was carried out using a modification of the previously 

reported procedure.8c Instead of performing the reaction in an evacuated sealed tube, it was carried 

out in an Ar-filled glovebox using 20-mL vials. Thianthrenium tetrafluoroborate was synthesized 

as previously described.15 Carbon, hydrogen, and nitrogen elemental analyses were obtained from 

the Microanalytical Laboratory at the University of California, Berkeley. Inductively-coupled 

plasma atomic emission spectrometry (ICP-AES) analysis for iron and boron were obtained from 

Galbraith Laboratories, Inc.  

Synthesis of Fe(1,2,3-triazolate)2(BF4)0.33. A purple solution of thianthrenium 

tetrafluoroborate (0.158 g, 0.520 mmol) in 10 mL of MeCN was added to neat pink crystalline 

powder Fe(tri)2 (0.200 g, 1.04 mmol) and the mixture was stirred at 25 °C for 16 h. The resulting 

suspension was filtered to yield a light brown powder. The powder was washed by soaking in two 

successive 15-mL aliquots of MeCN for 24 h, and was then dried under reduced pressure (13 µbar) 

at 120 °C for 48 h to yield 0.222 g (97% yield) of product as a brown microcrystalline solid. Anal. 

Calcd for FeC4H4N6B0.33F1.32: C, 21.78; H, 1.83; N, 38.09. Found: C, 21.78; H, 1.78; N, 37.6. ICP-

AES Found: Fe:B, 1:0.33.  

Synthesis of Fe(1,2,3-triazolate)2(BF4)x (x = 0.025, 0.05, 0.09, 0.22). Similar procedures 

were followed as above. See Supporting Information for details. 

 

2.3 Results and Discussion 

 

Synthesis and Characterization of Fe(tri)2. The synthesis of Fe(tri)2 was carried out in 

20-mL vials in a glovebox under an Ar atmosphere, in a modification of the previously reported 

procedure.8c Special caution was taken during the synthesis and handling of Fe(tri)2, as even slight 

air-exposure or the use of a partially oxidized FeCl2 source led to the isolation of an orange or light 

brown colored powder, instead of the pale pink powder characteristic of the valence-pure phase. 

Successful synthesis of phase-pure Fe(tri)2 was confirmed by powder X-ray diffraction 
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analysis,8c,16 and Le Bail refinement of the diffraction data enabled identification of the space 

group as Fd3̅m and resulted in a lattice parameter of a = 16.6423(6) Å. 

 

 
 

Figure 2.1. The Fe–N sublattice (left) and a tetrahedral secondary building unit of Fe(tri)2 (right). 

Orange, blue, and grey spheres represent Fe, N, and C atoms, respectively; H atoms have been 

omitted for clarity. 

 

The structure of activated Fe(tri)2 was obtained by Rietveld refinement of the synchrotron 

powder X-ray diffraction pattern (see Figure S2.6) and is composed of octahedral FeII centers 

bridged by µ3-1,2,3-triazolate ligands (Figure 2.1). Here, two crystallographically-distinct FeII 

centers form tetrahedral pentanuclear repeat units that share vertices to form a diamondoid 

structure type. A single, adamantane-like cage of the structure is depicted in Figure 2.1. The Fe1–

N1 and Fe2–N2 distances, where Fe1 and Fe2 correspond to the tetrahedral corner and center 

iron(II) sites, respectively, are 1.961(2) and 1.977(3) Å, consistent with Fe–N distances for 

compounds with low-spin FeII ions and strong-field ligands.17 Metal–organic frameworks 

exhibiting low-spin FeII centers are quite rare in the literature, although there have been several 

reports suggesting that triazolate-based ligands can stabilize low-spin octahedral FeII centers in 

zero-,18 one-,19 and three-dimensional20 coordination compounds. 

Slow-Scan Cyclic Voltammetry of Fe(tri)2. Slow-scan cyclic voltammetry experiments 

were carried out to investigate the redox behavior of Fe(tri)2. This technique has been commonly 

used to characterize redox-active intercalation solids.21 By observing the current response arising 

from scanning potentials with sufficiently slow rates, it is possible to probe the process of bulk ion 

insertion into a solid. In addition, a precise stoichiometry of the entire active material can be 

determined by current integration.  

By using the equipment described in the Supporting Information, a slow-scan cyclic 

voltammogram (CV) of Fe(tri)2 was obtained (Figure 2.2). Oxidation and reduction processes 

occur between 2.9-3.3 and 2.6-3.2 V vs Li0/+ with corresponding charge capacities of 30.8 and 28.2 

mAh/g, respectively. The oxidative feature most likely corresponds to oxidation of the FeII centers 

to FeIII and the voltage composition profile obtained for Fe(tri)2 between 2.6 and 3.4 V suggests 

that Fe(tri)2(BF4)x can be oxidized quasi-reversibly from x = 0 to x = 0.22 with an efficiency of 
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92% (Figure S2.2). The predicted stoichiometry is lower than expected for complete oxidation of 

the FeII centers that would correspond to x = 1, potentially owing to the small pore size of Fe(tri)2, 

which may limit BF4
− ion insertion.  

 

 
 

Figure 2.2. Slow-scan cyclic voltammogram of Fe(tri)2 collected at a scan rate of 50 µV/s in an 

electrolyte solution of 1 M LiBF4 in propylene carbonate. Lithium was used as a reference and 

counter electrode. 

 

Scheme 2.1. Post-synthetic chemical oxidation of Fe(tri)2 with thianthrenium tetrafluoroborate. 

 
 

Chemical Oxidation of Fe(tri)2. Motivated by the quasi-reversible FeII/III redox features 

observed in the slow scan CV of Fe(tri)2, we performed stoichiometric chemical oxidations of the 

framework using thianthrenium tetrafluoroborate in MeCN (Scheme 2.1). Reaction of Fe(tri)2 with 

0.1, 0.25, and 0.5 equivalents of the oxidant resulted in isolation of light brown, brown, and dark 

brown microcrystalline powders, respectively. For the products isolated using 0.1 and 0.25 

equivalents of oxidant, ICP-AES analysis revealed Fe:B ratios of 1:0.09 and 1:0.22, respectively, 

indicating near-stoichiometric conversions. However, when 0.5 equivalents of oxidant were added, 

the solution was observed to retain the purple color of unreacted thianthrenium tetrafluoroborate 

even after the reaction had proceeded for 16 h, suggesting that oxidation of Fe(tri)2 did not go to 

completion. Indeed, analysis of the product isolated from this reaction via ICP-AES revealed a 

Fe:B ratio of only 1:0.33, consistent with a sub-stoichiometric oxidation. We note that x = 0.33 is 

the stoichiometry expected if each adamantyl-like pore within the framework structure is filled 

with a single BF4
− ion.  

Brunauer Emmet-Teller (BET) surface areas of 230, 70, and 50 m2/g were calculated for 

the activated Fe(tri)2(BF4)x materials with x = 0.09, 0.22, 0.33, respectively, using N2 adsorption 
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data collected at 77 K (Figure S2.3). Here, the diminishing surface areas are consistent with the 

increasing presence of charge-balancing BF4
− anions in the pores relative to the parent Fe(tri)2 

framework, which exhibits a BET surface area of 370 m2/g. The very low surface area determined 

from a type II isotherm of Fe(tri)2(BF4)0.33 suggests that the compound is essentially non-porous, 

consistent with the lack of any calculated accessible surface area (see Table S2.1), and therefore 

that N2 adsorption occurs solely on the outer surfaces of the crystallites. Both ICP-AES and N2 

adsorption isotherm data indicate that the pore size of Fe(tri)2 precludes counteranion insertion 

beyond 0.33 equivalents and therefore further oxidation.  

 

 
 

Figure 2.3. Powder X-ray diffraction patterns for Fe(tri)2 and Fe(tri)2(BF4)x obtained with a 

wavelength of 1.5418 Å. 

 

Characterization of the activated Fe(tri)2(BF4)x (x = 0.09, 0.22, 0.33) materials using 

powder X-ray diffraction revealed that the parent framework structure is maintained upon 

oxidation, with no evidence of decomposition (Figure 2.3). Le Bail refinement of the diffraction 

patterns yielded lattice parameters of a = 16.6136(7), 16.5140(5), and 16.4368(5) Å for x = 0.09, 

0.22, and 0.33, respectively, indicating a contraction of the unit cell upon chemical oxidation 

(Table S2.2). A plot of lattice constants vs x follows a nearly linear trend that is qualitatively 

consistent with Vegard’s law (Figure S2.5), implying that each Fe(tri)2(BF4)x material behaves as 

a single phase with a homogenous distribution of BF4
− ions. 

The crystal structures of activated Fe(tri)2(BF4)0.33 at 300 and 100 K determined by 

Rietveld refinement using synchrotron powder X-ray diffraction patterns (see Figures S2.7 and 

S2.8) are shown in Figures S2.9 and S2.10, respectively, and reflect a slight contraction of the unit 

cell with decreasing temperature (See Table S2.3 for the fit parameters). However, the significant 

structural distortion that would be anticipated to accompany charge localization is not apparent. 

Comparing the structures of Fe(tri)2 and Fe(tri)2(BF4)0.33 obtained at 300 K, a small decrease occurs 

in the Fe1–N1 distance from 1.961(2) to 1.938(3) Å, as expected for a partial oxidation of low-

spin iron(II) to low-spin iron(III).17 In contrast, the Fe2–N2 distance changes only negligibly (i.e., 

within error) from 1.977(3) to 1.971(3) Å, suggesting that oxidation occurs primarily at the corner 

Fe1 sites. Given that the two unique iron sites experience similar ligand fields based upon the 
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Mössbauer spectrum of Fe(tri)2 (vida infra), the apparent preferential oxidation at the Fe1 site may 

result from the geometrical constraints imposed at the iron ions, with low-spin iron(III) favoring 

the corner Fe1 site due to a greater freedom there to distort away from an ideal octahedral 

coordination geometry. A slight contraction of the unit cell and the corresponding supertetrahedra 

occurs upon framework oxidation, as is evidenced by a decrease in the Fe1∙∙∙Fe1 separation from 

5.8869(4) to 5.8263(8) Å. Difference Fourier maps generated from the Fe(tri)2(BF4)0.33 diffraction 

data also indicated the presence of charge-balancing BF4
− ions, with a single ion present in the 

pores of the framework. These BF4
− ions refine to full occupancy, again suggesting that oxidative 

insertion of further BF4
− ions is not possible in Fe(tri)2.  

Mössbauer Spectroscopy. The 57Fe Mössbauer spectra of Fe(tri)2 and Fe(tri)2(BF4)x 

obtained at 290 K are shown in Figure 2.4 (see Table S2.4 for the corresponding fitting 

parameters). At 290 K, Fe(tri)2 exhibits a single component spectrum that was best fit with a 

narrow symmetric quadrupole doublet with a linewidth, Γ, of 0.267(5) mm/s, an isomer shift, δ, of 

0.385(1) mm/s, and a small quadrupole splitting, ΔEQ, of 0.084(7) mm/s. Each of these parameters 

are consistent with the presence of low-spin iron(II)12c in a highly symmetric pseudo-octahedral 

nitrogen coordination environment. Although the measured linewidth is similar to the calibration 

linewidth of the spectrometer, the two inequivalent crystallographic iron(II) sites in Fe(tri)2 are not 

resolved in the spectrum. This absence suggests that the two iron(II) sites in Fe(tri)2 experience 

very similar ligand fields.   

The 290 K Mössbauer spectra of Fe(tri)2(BF4)x also exhibit very similar narrow quadrupole 

doublet components that are assigned to the Fe2 low-spin iron(II) site (Figure 2.4, red lines; the 

corresponding hyperfine parameters are given in Table S2.4). However, an additional absorption 

at approximately −0.1 mm/s clearly begins to grow in as x increases. This absorption was fit as 

part of a symmetric doublet (Figure 2.4, blue lines) and the corresponding hyperfine parameters 

are given in Table S2.4. For all values of x, the isomer shift of this component is smaller than that 

of the red component, which suggests that the blue component can be assigned to the Fe1 

intermediate valence iron(II/III) ion. The percent areas of the blue quadrupole doublets were found 

to be 16.2(5), 50.8(6), and 66.67 % for x = 0.09, 0.22, and 0.33, respectively, in reasonable 

agreement with twice the expected iron(III) stoichiometry (based upon the empirical formula for 

each material). Hence, at 290 K the blue doublets are assigned to valence averaged low-spin 

iron(II/III) sites, between which the delocalized electron is averaged on the Mössbauer timescale 

of ~10–8 s22 (corresponding to the period of the precession of the iron-57 nuclear quadrupole 

moment within its electron electric field gradient). For x = 0.22 and 0.33, Mössbauer spectra 

collected at various temperatures down to 5 K (vida infra), reveal that this feature persists down to 

150 and 100 K, respectively. 
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Figure 2.4. Mössbauer spectra of Fe(tri)2 and Fe(tri)2(BF4)x obtained at the indicated temperatures. 

The component doublets correspond to low-spin iron(II) (red trace), valence-delocalized low-spin 

iron(II/III) (blue trace), localized low-spin iron(II) (green trace), and localized low-spin iron(III) 

(black trace).   
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A consideration of the structural data obtained from powder X-ray diffraction studies 

suggests this valence averaging most likely occurs over the four Fe1 tetranuclear vertices that 

surround the central Fe2 crystallographic site at a distance of 5.8263(8) Å (see the right portion of 

Figure 2.1). Additionally, from an examination of the triazolate ligand resonance structures, it is 

clear that electronic coupling between the two N1 sites via π-3d orbital conjugation would be 

preferable over coupling between N1 and N2, despite the closer corresponding Fe1∙∙∙Fe2 distance. 

At room temperature, these valence-averaged Fe1 sites are indistinguishable by crystallography 

and Mössbauer spectroscopy. Furthermore, since the Fe1 centers occupy shared vertices in the 

extended structure, they are likely responsible for promoting charge mobility between adjacent 

supertetrahedra and ultimately throughout the entire crystal. While such delocalization behavior 

has been observed previously in minerals and molecular compounds containing mixed-valence 

FeII/III centers, this is a rare example of such an observation in a metal–organic framework.12,13  

To further support the above assignments and investigate the electron delocalization, 

Mössbauer spectra were also obtained for Fe(tri)2(BF4)0.22 and Fe(tri)2(BF4)0.33 at various 

temperatures between 5 and 295 K (see Figure S2.11 and Figure 2.4, respectively, and Table S2.4 

for the corresponding fit parameters). At 5 K, no electron delocalization is expected and the 

Mössbauer spectra of both Fe(tri)2(BF4)0.22 and Fe(tri)2(BF4)0.33 were accordingly fit with three 

doublets: one assigned to the static, low-spin iron(II) site, Fe2 (red trace), and two assigned to the 

portion of the Fe1 sites that are low-spin iron(II) and low-spin iron(III) at some point on the 

Mössbauer time scale (green and black traces, respectively). These assignments assume that Fe2 

has a static valence and does not participate in the electron delocalization. At 5 K, the sum of the 

percent areas of the green and black doublets is equal to the percent area of the blue doublet at 290 

K, which strongly supports electron localization at 5 K. In contrast, the observation of the blue 

doublet at 290 K strongly supports electron delocalization at 290 K for x = 0.22 and 0.33.  

The Mössbauer spectra of Fe(tri)2(BF4)0.22 at 150 and 200 K and of Fe(tri)2(BF4)0.33 at 100 

K are more complex, as is revealed in the absorption profile around −0.5 mm/s (Figure S2.11 and 

Figure 2.4, respectively). At these temperatures, the spectra were fit with four quadrupole doublets: 

the narrow red doublet assigned to the Fe2 low-spin iron(II) site, green and black doublets assigned 

to valence localized Fe1 low-spin iron(II) and iron(III) sites, and the blue doublet assigned to 

valence averaged Fe1 low-spin iron(II/III). For x = 0.22, the percent area of the valence average 

blue doublet increases from 15% at 150 K to 51% at 295 K, indicating increased valence 

delocalization with increasing temperature. Indeed, the variable-temperature conductivity 

behavior of Fe(tri)2(BF4)x material (vida infra) may be closely correlated to this temperature 

dependent valence-localization observed in the Mössbauer spectra of x = 0.22 and 0.33. Additional 

discussion of the Mössbauer spectra, including the temperature and the x dependence of the 

spectral parameters, can be found in the Supporting Information.  

Magnetic Properties of Fe(tri)2(BF4)0.33. Variable-temperature dc magnetic susceptibility 

data were collected in order to investigate the possibility of magnetic ordering in Fe(tri)2(BF4)0.33. 

Under an applied magnetic field of 1 T, the 300 K value of the molar magnetic susceptibility (χM) 

times T is 0.406 emu·K/mol, significantly higher than the value of 0.124 emu·K/mol expected for 

0.33 equivalents of low-spin (S = 1/2) iron(III) per mole of framework (Figure S2.12). We attribute 

this difference to substantial contributions from higher-spin excited states, and the field-

dependence of the χMT product is consistent with such contributions (Figure S2.12). With 

decreasing temperature, χMT decreases gradually from 300 to 20 K and abruptly below 20 K to 

reach a value of 0.105 emu·K/mol at 3 K. Such behavior is suggestive of antiferromagnetic 

interactions between low-spin FeIII centers and, indeed, a Curie-Weiss fit to a plot of 1/χM versus 



30 
 

T in the high-temperature regime (Figure S2.13) yielded a Curie constant of C = 0.514 emu⋅K/mol 

and a Weiss temperature of θ = −80.9 K, consistent with a dominant antiferromagnetic interaction. 

However, no long-range magnetic ordering was observed down to 3 K (see Figure S2.14).  

 

 
 

Figure 2.5. Diffuse reflectance UV-vis-NIR (top) and infrared spectra (bottom) of Fe(tri)2 and 

Fe(tri)2(BF4)x. The diffuse reflectance spectra were normalized to the intensity of the weak d–d 

transition band. The infrared peak corresponding to a stretching mode of BF4
– is shown with a 

dashed line. 

 

UV-Vis-NIR Diffuse Reflectance Spectroscopy. UV-Vis-NIR diffuse reflectance spectra 

of Fe(tri)2(BF4)x (x = 0.0, 0.09, 0.22, 0.33) are shown at the top of Figure 2.5. A weak absorption 

band in the spectrum for Fe(tri)2 at νmax = 19,900 cm−1 is assigned to a low-spin FeII d–d transition, 

and with increasing oxidation and the introduction of FeIII centers into the framework this band 

shifts to higher energies. Note that the Fe(tri)2(BF4)x spectra in Figure 2.5 were normalized to the 
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d–d transition intensity of Fe(tri)2 for ease of comparison, as this spectral feature remains similar 

across the four compounds, in contrast to the intensity changes in the other bands.  

Although Fe(tri)2 exhibits no significant absorption in the near-IR region, substantial broad 

absorption bands are apparent between 5,000 and 10,000 cm−1 and increase in relative intensity 

with oxidation in Fe(tri)2(BF4)x. These features can be attributed to an intervalence charge transfer 

(IVCT) transition between iron(II/III) centers, but due to the detection limit of the UV-vis-NIR 

instrument, the diagnostic low-energy edge of the IVCT absorption could not be observed.23 We 

speculate that the IVCT bands of Fe(tri)2(BF4)x extend out to the mid-IR region, as suggested in 

Figure 2.5.  

The UV-vis-NIR spectrum of Fe(tri)2 also exhibits broad, intense absorption bands at 

higher νmax values of 27,200 and 31,000 cm−1, which we assign to metal-to-ligand charge transfer 

(MLCT) transitions.18a With increasing oxidation, the MLCT bands substantially decrease in 

intensity relative to the d-d transitions. Whereas the increasing relative intensity of IVCT transition 

is consistent with an increasing charge carrier density with oxidation, a decreasing relative 

intensity of MLCT transition results from a decreasing concentration of FeII centers that participate 

in the π back-bonding.  

Infrared Spectroscopy. The IR spectra of Fe(tri)2 and Fe(tri)2(BF4)x collected under a N2 

atmosphere also exhibit remarkably different features (Figure 2.5, bottom). The IR spectrum of 

Fe(tri)2 displays a flat baseline with sharp features corresponding to discrete vibrational modes 

arising primarily from the triazolate ligand. In contrast, the IR spectrum of Fe(tri)2(BF4)0.09 features 

a broad absorption band in the mid-IR region that becomes stronger with increasing oxidation to x 

= 0.22 and 0.33. This absorption most likely originates from low-lying electronic excitations 

extending into the mid-IR region of the spectrum. A strong absorption of this type that increases 

with decreasing photon energy may suggest an optical band gap approaching zero. However, 

because band dispersion in the Fe(tri)2 system is expected to be low, the origin of the feature is 

perhaps better described as a nearly continuous distribution of localized mid-gap states.13a,14,24 

Indeed, similar features have been observed in the IR spectra of polaronic materials, such as charge 

transfer salts25 and mixed-valence, pyrazine-bridged RuII/III and OsII/III porphyrinate coordination 

solids.13a While these broad band absorptions may mask the original vibrational modes present for 

Fe(tri)2, a discernible new feature is observed at 1,044 cm−1,  corresponding to a stretching mode 

of BF4
−.26 As expected, the relative intensity of this peak increases with increasing degree of 

oxidation and increasing BF4
− content of a material.  

Electronic Conductivity of Fe(tri)2. By using ac impedance spectroscopy, two-contact 

electronic conductivity was measured on a pressed pellet of Fe(tri)2 in a screw cell with polished 

copper electrode contacts (Figure S2.15). The resulting Nyquist impedance plot was fit with a 

model circuit (Figure S2.16) to estimate the dc conductivity. In contrast to the previously reported 

electronic conductivity of 7.7 × 10−5 S/cm for Fe(tri)2, we obtained a much lower value of less than 

7 × 10−9 S/cm. Estimation of the dc conductivity by an I-V sweep (±32.7 V/cm) resulted in an 

ohmic response and a similarly low value of 1 × 10−10 S/cm (Figure S2.17). This low conductivity 

is more consistent with that expected for a valence-pure material containing octahedral iron(II) 

ions with a low-spin t2g
6eg

0 electron configuration, ions that are separated by large distances 

(Fe1···Fe1 = 5.8869(4) Å). We suspect that the reported conductivity of 7.7 × 10−5 S/cm was 

measured not on pure Fe(tri)2 but rather on a partially oxidized sample, as the previous study 

reported Fe(tri)2 to be air stable and therefore did not follow the rigorous air-free procedures 

employed herein. A recent report suggesting trace FeIII impurities in Fe(tri)2 also supports this 

conclusion.14 Additionally, the measured conductivities for samples of Fe(tri)2 oxidized with small 
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quantities (0.025 and 0.05 equiv) of thianthrenium tetrafluoroborate display a significant increase 

in conductivity (see Table S2.5, Figure 2.6 inset, and Figure S2.18). Indeed, even oxidizing just 

2.5% of the iron(II) centers to iron(III) is sufficient to explain the previously reported conductivity 

values. 

 

 
 

Figure 2.6. Variable-temperature conductivity data for Fe(tri)2(BF4)0.33. Blue and red circles 

represent measurements taken during cooling and warming, respectively. An Arrhenius fit to the 

data, as described in the Supporting Information, is shown by the black curve. (Inset) Plot of room-

temperature conductivities versus x in Fe(tri)2(BF4)x (blue circles) and a fit for the doping 

dependence of conductivity for polaronic Mott insulators (black line). The fit parameters are 

discussed in the Supporting Information. 

 

Two-contact, dc electronic conductivities were also measured on pressed pellets of 

Fe(tri)2(BF4)x. Room temperature conductivities of 0.03(2), 0.2(1), and 0.3(1) S/cm were measured 

for x = 0.09, 0.22, and 0.33, respectively, and were found to be ohmic within ±8.9 V/cm of an open 

circuit (Table S2.5, Figure S2.18). This increase in conductivity with oxidation level is also 

consistent with our Mössbauer and UV-vis-NIR spectroscopy data. In particular, the increasing 

intensities of the valence-averaged feature in the 290 K Mössbauer spectra and the IVCT bands 

suggest an increasing carrier concentration with oxidation that engenders a bulk electronic 

conductivity, possibly accompanied by an increase in carrier mobility.  

As shown in the inset of Figure 2.6 and described in the Supporting Information, the room-

temperature conductivity values of Fe(tri)2(BF4)x (x = 0.025-0.33) were fit to a model describing 

the doping dependence of conductivity for Mott insulators with polaronic hopping transport.10,27 

This model derives from Mott’s formula for the temperature dependence of the conductivity for 

variable-range hopping transport (Equation 1, d is dimensionality): 

                                 (𝑇)  =  0e−(
𝑇0
𝑇

)
1

1+𝑑
               (1) 

Both the 0 and T0 parameters are dependent on the electron density of states at the Fermi level, 

N(EF), according to the following proportionalities: 

              0  ∝  𝑁(𝐸F)   (2) 
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and 

               𝑇0  ∝  
α3

𝑁(𝐸F)
    (3) 

where −1 is the localization length. If oxidation leads to stoichiometric creation of mid-gap states, 

N(EF) should be proportional to x and therefore: 

           𝑙𝑛()  ∝  𝑥−(
1

1+𝑑
)
  (4) 

The satisfactory fit of the doping dependence of the conductivity is consistent with a polaronic 

hopping-based transport model and an increase in carrier concentration upon oxidation of the FeII 

centers. To the best of our knowledge, the observed conductivity of 0.3(1) S/cm for 

Fe(tri)2(BF4)0.33 is among the highest for three-dimensionally conducting metal–organic 

frameworks; the iron(III) semiquinoid-quinoid framework is reported to display a conductivity of 

0.16(1) S/cm.9g In addition, it is worth highlighting that a near 108 enhancement in conductivity 

has been achieved simply through the stoichiometric oxidation of a closed-shell type, insulating 

metal–organic framework.  

Variable-temperature conductivity measurements were performed on Fe(tri)2(BF4)0.33 over 

the temperature range of 30-300 K, as shown in Figure 6, and the data exhibit a trend that is 

consistent with that observed in the variable-temperature Mössbauer spectra. For example, the 

conductivity is highest at the highest temperature measured, 300 K, the same temperature at which 

the valence-delocalized feature observed in the Mössbauer spectra displays its maximum percent 

area. Upon decreasing the temperature, the conductivity decreases gradually and then rapidly 

below 90 K. Similarly, the Mössbauer spectrum of Fe(tri)2(BF4)0.33 obtained at 100 K exhibits a 

decrease in the intensity of the valence-delocalized FeII/III doublet concomitant with the emergence 

of new FeII and FeIII features, indicating a localization of the charges responsible for the observed 

conductivity. Thus, the decreased conductivity at low temperature likely results of low hopping 

frequencies of localized charge carriers. The conductivity data suggest that complete localization 

of charge carriers occurs near or below 30 K, consistent with the disappearance of the valence-

delocalized feature in the Mössbauer spectrum for this material at 5 K. 

The variable-temperature conductivity data for Fe(tri)2(BF4)0.33 were fit assuming an 

Arrhenius temperature dependence to determine the activation energy for charge hopping, as is 

shown in Figure 2.6 and S2.19. However, fitting the data with a single line revealed that the ln(σ) 

vs 1/T plot is not perfectly linear, indicating that the activation energy changes with temperature. 

It was possible instead to fit the high and low temperature data independently to extract activation 

energy values of 57.1 and 52.3 meV, respectively, with a crossover between these two regimes 

occurring at ~90 K. These activation energies are relatively small compared to other conductive 

MOFs (which display values typically on the order of 0.1-1 eV),7g likely due to factors such as the 

strong electronic coupling between low-spin iron centers mediated by the diffuse empty π* orbitals 

of the triazolate ligand and the highly isotropic crystal structure. The existence of two temperature 

regimes with distinct activation energies for Fe(tri)2(BF4)0.33 likely originates from the valence 

localization behavior characterized at low temperature by Mössbauer spectroscopy (vida supra and 

Table S2.4). The observed contraction of the unit cell with decreasing temperature (see Table 

S2.3), and the corresponding decrease in iron-iron distances, may also contribute to the observed 

decrease in activation energy at ~90 K.  
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2.4 Conclusions and Outlook 

 

The foregoing results demonstrate that the Fe(tri)2 framework, although previously 

reported8c to be air-stable and moderately conductive, is in fact extremely sensitive to oxidation 

and in pure form exhibits very low conductivity that is consistent with the insulating behavior 

expected for low-spin octahedral iron(II) ions bridged by 1,2,3-triazolate linkers. This work thus 

serves to emphasize that special caution is imperative when handling and studying the conductivity 

of redox-active metal–organic frameworks, because even small valence impurities can result in a 

drastic enhancement of conductivity. We have also shown that the conductive frameworks 

Fe(tri)2(BF4)x (x = 0.09, 0.22, 0.33) can be readily obtained via stoichiometric chemical oxidation 

of Fe(tri)2, and that these materials exhibit enhancements in conductivity up to eight orders of 

magnitude over that of the parent framework. Further, Fe(tri)2(BF4)0.33 exhibits an electronic 

conductivity of 0.3(1) S/cm, which is one of the highest values reported to date for a three-

dimensional metal–organic framework. The electronic conductivities notably derive from a high 

degree of charge delocalization between octahedral low-spin iron(II) and iron(III) centers, as 

revealed by Mössbauer spectroscopy. Ongoing studies will seek to examine other metal-triazolate 

frameworks, as well as how linker donor atoms may be varied to further enhance the conductivity 

of oxidized variants of Fe(tri)2 through the use of substituted 1,2,3-triazolates. 
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Quinoid Magnets Ordering up to Tc = 105 K via Heterogenous Redox Chemistry. J. Am. Chem. 

Soc. 2017, 139, 4175. (j) Ziebel, M. E.; Darago, L. E.; Long, J. R. Control of Electronic Structure 

and Conductivity in Two-Dimensional Metal-Semiquinoid Frameworks of Titanium, Vanadium, 

and Chromium. J. Am. Chem. Soc. 2018, 140, 3040. 

(10) (a) Roth, S.; Carroll D. One-Dimensional Metals: Conjugated Polymers, Organic Crystals, 

Carbon Nanotubes and Graphene; Wiley-VCH: Singapore, 2015. (b) Launay, J.-P.; Verdaguer, M. 

Electrons in Molecules: From Basic Principles to Molecular Electronics; Oxford University Press: 

Oxford, 2013.  

(11) Epstein, A. J.; Rommelmann, H.; Abkowitz, M.; Gibson, H. W. Frequency Dependent 

Conductivity of Polyacetylene. Mol. Cryst. Liq. Cryst. 1981, 77, 81. 

(12) (a) Litterst, F. J.; Amthauer, G. Electron Delocalization in Ilvaite, a Reinterpretation of Its 
57Fe Mössbauer Spectrum. Phys. Chem. Miner. 1984, 10, 250. (b) Prassides, K. Mixed Valency 

Systems: Applications in Chemistry, Physics and Biology; Springer: Netherlands, 1991. (c) 

Grandjean, F.; Samain, L.; Long, G. J. Characterization and Utilization of Prussian Blue and Its 

Pigments. Dalton Trans. 2016, 45, 18018. 

(13) (a) Collman, J. P.; McDevitt, J. T.; Leidner, C. R.; Yee, G. T.; Torrance, J. B.; Little, W. A. 

Synthetic, Electrochemical, Optical, and Conductivity Studies of Coordination Polymers of Iron, 

Ruthenium, and Osmium Octaethylporphyrin. J. Am. Chem. Soc. 1987, 109, 4606. (b) Ding, X.-

Q.; Bominaar, E. L; Bill, E.; Winkler, H.; Trautwein, A. X.; Druëke, S.; Chaudhuri, P.; Wieghardt, 

K. Mössbauer and Electron Paramagnetic Resonance Study of the Double-Exchange and 

Heisenberg-Exchange Interactions in a Novel Binuclear Fe(II/III) Delocalized-Valence 



37 
 

Compound. J. Chem. Phys. 1990, 92, 178. (c) Narvor, N. L.; Toupet, L.; Lapinte, C. Elemental 

Carbon Chain Bridging Two Iron Centers: Syntheses and Spectroscopic Properties of 

[Cp*(dppe)Fe-C4-FeCp*(dppe)]n+•n[PF6]
–. X-Ray Crystal Structure of the Mixed Valence 

Complex (n = 1). J. Am. Chem. Soc. 1995, 117, 7129. (d) Behera, J. N.; D’Alessandro, D. M.; 

Soheilnia, N.; Long, J. R. Synthesis and Characterization of Ruthenium and Iron-Ruthenium 

Prussian Blue Analogues. Chem. Mater. 2009, 21, 1922. (e) Gaudette, A. I; Jeon, I.-R.; Anderson, 

J. S.; Grandjean, F.; Long, G. J.; Harris, T. D. Electron Hopping through Double-Exchange 

Coupling in a Mixed-Valence Diiminobenzoquinone-Bridged Fe2 Complex. J. Am. Chem. Soc. 

2015, 137, 12617. (f) Ma, X.; Lin, C.-S.; Zhu, X.-Q.; Hu, S.-M.; Shen, T.-L.; Wu, X.-T. An 

Unusually Delocalized Mixed-Valence State of a Cyanidometal-Bridged Compound Induced by 

Thermal Electron Transfer. Angew. Chem. Int. Ed. 2017, 56, 1605. 

(14) Sun, L.; Hendon, C. H.; Park, S. S.; Tulchinsky, Y.; Wan, R.; Wang, F.; Walsh, A.; O’Keeffe, 
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Chapter 2 Supporting Information 

 

S2.1 Additional Experimental Data 

 

Synthesis of Fe(1,2,3-triazolate)2(BF4)0.22. A purple solution of thianthrenium tetrafluoroborate 

(0.0788 g, 0.260 mmol) in MeCN (10 mL) was added to the neat pink crystalline powder Fe(tri)2 

(0.200 g, 1.04 mmol) and the suspension was stirred at 25 °C for 16 h. The resulting suspension 

was filtered to yield a light brown powder. The powder was washed by soaking in MeCN for 24 h 

(2 × 15 mL) and then dried under reduced pressure (13 µbar) at 120 °C for 48 h to yield 0.208 g 

of brown powder (95%). Anal. Calcd for FeC4H4N6B0.22F0.88: C, 22.76; H, 1.91; N, 39.82. Found: 

C, 22.4; H, 2.21; N, 38.4. ICP-AES Found: Fe:B, 1:0.22. 

 

Synthesis of Fe(1,2,3-triazolate)2(BF4)0.09. The same procedure as above was followed for the 

synthesis of Fe(1,2,3-triazolate)2(BF4)0.09 with Fe(tri)2 (0.200 g, 1.04 mmol), thianthrenium 

tetrafluoroborate (0.0303 g, 0.100 mmol), and MeCN (10 mL) to afford 0.204 g of brown powder 

(98%). Anal. Calcd for FeC4H4N6B0.09F0.36: C, 24.05; H, 2.02; N, 42.07. Found: C, 23.79; H, 2.12; 

N, 40.29. ICP-AES Found: Fe:B, 1:0.09. 

 

Synthesis of Fe(1,2,3-triazolate)2(BF4)0.05. The same procedure as above was followed for the 

synthesis of Fe(1,2,3-triazolate)2(BF4)0.05 with Fe(tri)2 (0.200 g, 1.04 mmol), thianthrenium 

tetrafluoroborate (0.0158 g, 0.052 mmol), and MeCN (10 mL) to afford 0.191 g of brown powder 

(94% yield). Anal. Calcd for FeC4H4N6B0.05F0.2: C, 24.47; H, 2.05; N, 42.81. Found: C, 24.67; H, 

2.12; N, 42.51.  

 

Synthesis of Fe(1,2,3-triazolate)2(BF4)0.025. The same procedure as above was followed for the 

synthesis of Fe(1,2,3-triazolate)2(BF4)0.025 with Fe(tri)2 (0.200 g, 1.04 mmol), thianthrenium 

tetrafluoroborate (0.0788 g, 0.026 mmol), and MeCN (10 mL) to afford 0.192 g of brown powder 

(95% yield). Anal. Calcd for FeC4H4N6B0.025F0.1: C, 24.75; H, 2.08; N, 43.29. Found: C, 25.06; H, 

1.90; N, 43.42.  

 

From our synthetic experience with metal triazolate systems, we believe that a slight mismatch in 

the elemental analysis data of x = 0.22 and 0.09 is most likely from defects, also supported by the 

elemental analysis data of other metal triazolates.1 Indeed, data may be fitted well by considering 

metal/ligand vacancies. 

 

Powder X-ray Diffraction Data Collection and Rietveld Refinement. Samples were packed 

into 1.0 mm borosilicate glass capillary tubes and flame-sealed for measurements. Diffraction data 

were collected during an overnight scan in the 2θ range of 3-60° with 0.02° steps using a Bruker 

AXS D8 Advance diffractometer equipped with Cu-Kα radiation (λ = 1.5418 Å), a Lynxeye linear 

position-sensitive detector, and mounting the following optics: Göbel mirror, fixed divergence slit 

(0.6 mm), receiving slit (3 mm), and secondary beam Soller slits (2.5°). The X-ray generator was 

set at 40 kV and 40 mA. 

A standard peak search, followed by indexing via the Single Value Decomposition 

approach,2 as implemented in the software package TOPAS-Academic,3 yielded the approximate 
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unit cell dimensions. Precise unit cell dimensions were determined by performing a structureless 

Le Bail refinement in the software package TOPAS-Academic. 

For Rietveld refinements of structural models, high-resolution X-ray powder diffraction 

data was collected at Beamline 17-BM-B at the Advanced Photon Source (APS) at Argonne 

National Laboratory. Diffraction patterns were collected between 300 and 100 K with a 

wavelength of 0.45241(4) Å. The previously reported crystal structure of the isostructural Cd(tri)2,
4 

with Cd(II) ions replaced by Fe(II) ions, was used as a starting structural model for Rietveld 

refinements of Fe(tri)2 and Fe(tri)2(BF4)0.33. Prior to the refinement, precise unit cell parameters 

were obtained by Le Bail fitting implemented in TOPAS-Academic. During the refinement of the 

Fe(tri)2(BF4)0.33 patterns, difference Fourier maps were generated. Positive electron densities in 

the shape of a tetrahedral molecule were observed in the pores, suggesting the presence of 

unaccounted for [BF4]
− anions. Boron and fluorine atoms were placed at the corresponding 

coordinates of the observed electron densities. Upon the introduction of [BF4]
− anions, a large 

improvement of the refinement parameters was observed.  

For both Fe(tri)2 and Fe(tri)2(BF4)0.33, hydrogen atoms were placed on calculated positions, 

assuming a fixed aromatic C–H distance of 1.09 Å. In the final stage of the refinements, all atomic 

positions (with the exception of special positions and the atomic coordinates of the H atom) and 

thermal and unit cell parameters were fully refined and convoluted with the sample and instrument 

parameters and Chebyshev background polynomials. Calculated diffraction patterns for the final 

structural models of Fe(tri)2 and Fe(tri)2(BF4)0.33 are in excellent agreement with the experimental 

diffraction pattern as is seen in the Rietveld refinement plots in Figure S2.4-2.6 and the 

crystallographic details reported in Table S2.2. 

 

Surface Area Measurement and Calculation. Samples were transferred in an N2-filled glovebox 

to a pre-weighed analysis tube and capped with a Transeal. The samples were then transferred to 

a Micromeritics Smart VacPrep instrument, evacuated, and heated to 120 °C at 5 °C per minute 

for 3 days, at which the pressure was stabilized at 13 µbar. N2 isotherms at 77 K were measured 

using UHP-grade gas sources. For the determination of surface areas, the Langmuir and BET 

methods were applied using the adsorption branches of the N2 isotherms, assuming a N2 cross-

sectional area of 16.2 Å2/molecule; BET areas were calculated in the pressure range with values 

of ν(P0-P) increasing with P/P0, according to the method reported by Walton and Snurr.5 We would 

like to propose that the apparent lack of porosity in x = 0.22 material most likely results from the 

[BF4]
− distribution in the pores, a distribution that may prevent N2 access to the pores. CO2 

adsorption isotherm data at 195 K was collected for x = 0.22 material and is shown in Figure S2.23. 

The BET surface area was calculated to be 70 m2/g, which is consistent with the value obtained 

from the N2 adsorption data. 

The theoretical surface area of Fe(tri)2(BF4)0.33 was calculated using the open-source 

software Zeo++ version 0.36 accessible through Lawrence Berkeley Laboratory (LBNL) and the 

crystal structure of Fe(tri)2(BF4)0.33 was refined from the high-resolution powder X-ray diffraction 

data collected at 300 K. A probe of radius of 1.2 Å was used to calculate the accessible surface 

area. Non-accessible surface area corresponds to the surface area inside inaccessible pockets. 

 

Electrochemical Methods. Materials were characterized electrochemically in an argon-filled 

glovebox. A custom built, airtight three-electrode cell was constructed using a ½ inch diameter 

Swagelok PFA union tee and Ti current collectors. Lithium metal was smeared onto the counter 

and reference electrodes and polished to a mirror finish. Working electrodes were prepared by 
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drop casting a suspension of 60 wt% sample, 30 wt% conductive carbon Super P (Alfa Aesar), and 

10 wt% PVDF (Sigma Aldrich) onto carbon cloth discs (Fuel Cell Earth). Cells were assembled 

with 1 M LiBF4 propylene carbonate electrolyte solution soaked quartz fiber separating the 

electrodes. Slow-scan cyclic voltammograms were collected at 50 µV/s using a Bio-Logic VMP-

3 multipotentiostat fitted to an argon glovebox. Data were analyzed with EC-Lab v10.41 software 

package from Bio-Logic. 

 

Mössbauer Spectroscopy. Zero-field, Fe-57 Mössbauer spectra were recorded in a constant 

acceleration spectrometer (See Co., Edina, MN) between room temperature and 5 K in a Janis 

Research Co. cryostat (Willmington, MA). Prior to the measurement, the spectrometer was 

calibrated at 295 K with 𝛼 -iron foil. The Fe(tri)2 framework was gently ground and mixed 

homogenously with boron nitride for dilution of the iron concentration to 2 wt%. Approximately 

50 mg of powder mixture was placed in a nylon washer and sealed between multiple layers of 

commercially available Scotch tape under an inert atmosphere, prior to introduction into the 

spectrometer in air, to avoid oxidation of the air-sensitive compound. 

All the Mössbauer spectra were fitted with Lorentzian symmetric quadrupole doublets. In 

some cases, the absence of sharp features in the experimental spectra limited the number of 

adjustable parameters. Hence, to avoid overparametrization of the fits, some parameters were 

constrained to be equal, such as the linewidths of the three or four components in the complex low-

temperature fits. Further, the percent areas of the components were constrained to expected 

reasonable values in these low-temperature fits. Finally, in a few cases, some hyperfine parameters 

were fixed at reasonable values, without any detectable loss in the quality of the fit. All fits are 

characterized by reduced 2 values that are slightly less than one. 

The temperature dependence of the spectral parameters of Fe(tri)2(BF4)0.22 is shown in 

Figure S2.21. As expected, the isomer shift of the valence average blue doublet is intermediate 

between the isomer shifts of the valence localized green and black doublets.7 As expected from 

the second-order Doppler shift, all isomer shifts decrease with increasing temperature. The solid 

lines are the result of a Debye model for a solid8,9 and yield Mössbauer temperatures, M, of 

905(101), 456(107), and 447(46) K, for the red, green, and black doublets. A Mössbauer 

temperature of 450(100) K was estimated for the blue doublet. These temperatures are 

characteristic of the high-energy phonons in the vibrational spectrum of the iron ions. The Fe2 

static, low-spin iron(II) site exhibits a larger M than the “dynamic” Fe1 low-spin iron(II) site and 

low-spin iron(III) site. Most likely the presence of a shared electron between the two Fe1 sites ions 

leads to a decrease in phonon energy, i.e., to a less rigid structural environment. 

In Fe(tri)2(BF4)0.22 the quadrupole splitting, EQ, of both low-spin iron(II) doublets, the red 

and green components, are essentially independent of temperature, as expected, because there is 

no valence contribution to EQ from the t2g
6 electronic configurations of these iron(II) ions; the 

observed EQ results solely from a lattice contribution to the electric field gradient, a contribution 

that typically exhibits little temperature dependence. The observed EQ of the valence averaged 

blue doublet is intermediate between that of the valence localized green and black doublets. 

The logarithm of the absorption area was fit with the Debye model for a solid and yields a 

Debye temperature, D, of 225(15) K. The difference between the Debye and Mössbauer 

temperatures8,9 results from the different phonon-energy ranges probed by these two temperatures. 

It is quite usual to observe M that are two or three times the D value. It should be noted that, the 

M and D values of the static Fe2 site observed herein for Fe(tri)2(BF4)0.22 are very similar to 

those observed in another metal organic framework containing both iron(II) and iron(III) ions, 
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namely KxFe2(BDP)3, where BDP2– is 1,4-benzenedipyrazolate.10 In conclusion, the temperature 

dependence of the Mössbauer spectral parameters of Fe(tri)2(BF4)0.22 strongly supports the analysis 

of the remaining spectra. 

The compositional dependence of the 290 K Mössbauer spectral parameters of 

Fe(tri)2(BF4)x is shown in Figure S2.22. The red Fe2 low-spin iron(II) site isomer shift and 

quadrupole splitting are independent of x, an independence that confirms that the Fe2 site does not 

participate in the electron delocalization. There is a small dependence on x for the blue valence 

average doublet, a dependence that may be related to small changes in the crystallographic 

structure with x. Finally, the percent area of the blue doublet increases with increasing x, in 

agreement with an increase in conductivity. 

 

Pressed Pellet Room-Temperature Conductivity Measurements. Electrical conductivity of the 

sample pressed with the home-built copper screw cell (Figure S2.15) was determined through both 

the I-V measurements and electrochemical impedance spectroscopy using a Bio-Logic VMP-3 

multipotentiostat fitted into an argon atmosphere glovebox. Data were analyzed with the EC-Lab 

v10.41 software package from Bio-Logic. I-V profiles were collected for a ±1 V voltage window 

and fitted with Ohm’s law, V = I·R, where V is the voltage, I is the current, and R is the resistance. 

Resistance and volume of the pressed-pellets were used to calculate the conductivity, σ, of the 

sample by using the equation, σ = L/(R·A), where L and A are thickness and contact area of a 

cylindrical pellet, respectively. For impedance measurements, unless otherwise noted, all data was 

collected at 250 mV AC and 0 V DC bias with a frequency sweep range of 1 MHz to 1 Hz with 

sampling 15 points per decade, averaging 10 measurements per frequency. Data were fit to a model 

circuit in Figure S2.16, assuming electrons are the only mobile species, as [BF4]
− anions do not 

have mobility in dry pressed-pellets. 

 

Pressed Pellet Variable-Temperature Conductivity Measurements. In an argon atmosphere 

glovebox, a sample was pressed into a pellet using a home-built copper screw cell (Figure S2.15). 

The screw cell was sealed using a Torr Seal@ low vapor pressure epoxy which makes an airtight 

seal. Conductivity measurements were performed in a Quantum Design MPMS2 SQUID 

magnetometer equipped with a cryostat. A standard sample rod was modified to accommodate two 

26 AWG silver coated copper cables sealed at the top of the rod with an air tight Swagelok fitting 

and a Torr Seal@ low vapor pressure epoxy. The sample cell was attached to the SQUID rod and 

introduced into the SQUID chamber. A Bio-Logic SP200 potentiostat was used to collect I-V 

profiles at different temperatures for a ±1 V voltage window. To obtain an activation energy for a 

charge transport, variable-temperature conductivity data were fit to the Arrhenius equation, 𝜎 =

 𝜎0 · e
–(

𝐸𝑎

𝑘𝐵𝑇
)
, where σ is the conductivity, σ0 is the pre-exponential factor, Ea is the Arrhenius 

activation energy, kB is the Boltzmann constant, and T is the temperature.  

To fit the compositional dependence of the conductivity of Fe(tri)2(BF4)x, the following 

equation was used,11 

ln(𝜎) =  𝑐 · (
𝑥

𝑥𝑠𝑎𝑡
)

−(
1

1+𝑑
)

+  ln(𝜎𝑠𝑎𝑡) 

where c is a unitless constant, x is the doping level in Fe(tri)2(BF4)x, xsat is the saturation level for 

redox doping, d is the dimensionality, and 𝜎𝑠𝑎𝑡 is the saturation conductivity. Because of the small 

number of doping levels, five, it is necessary to reduce the number of adjustable parameters, four, 

in the above equation. First, the simplest model was chosen by fixing the dimensionality, d, equal 
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to one. Because c and xsat are two factors of a product, they are 100 % correlated and cannot be 

simultaneously and unequivocally determined. Because c and 𝜎𝑠𝑎𝑡 are parts of two terms in a sum, 

they are also highly correlated. Hence, it is imperative to fix one of these three parameters. Because 

the oxidation of Fe(tri)2 is saturated through the insertion of 0.33 BF4
– anion, xsat was fixed equal 

to 0.33. With these assumptions, c and 𝜎𝑠𝑎𝑡 refine to –3.7(2) and 19(11) S/cm, respectively, with 

a correlation coefficient of –0.908. If the oxidation of Fe(tri)2 can be achieved with a smaller anion 

than BF4
–, xsat is expected to be greater than 0.33. 

Because of the 100 % correlation between c and xsat, all fits, with xsat fixed between 0.33 

and 1.0, show the same goodness of fit with c varying between –3.7(2) and –2.1(1) and with 𝜎𝑠𝑎𝑡 

always equal to 19(11) S/cm. Indeed, the low precision on the adjusted parameters can only be 

improved by additional measurements at different doping levels. 

 

Magnetic Measurements. A sample was prepared by adding crystalline powder of 

Fe(tri)2(BF4)0.33 (43.7 mg) to a 5 mm i.d. / 7 mm o.d. quartz tube containing a raised quartz platform. 

Solid eicosane was added both to cover the sample to prevent crystallite torqueing and to provide 

good thermal contact between the sample and the cryostat. The tube was fitted with a Teflon 

sealable adapter, evacuated on a Schlenk line, and flame-sealed under static vacuum. The solid 

eicosane was then briefly melted in a water bath held at 40 °C. Magnetic susceptibility 

measurements were performed using a Quantum Design MPMS-XL SQUID magnetometer. 

Diamagnetic corrections were applied to the data using Pascal’s constants to give 𝜒
D = 

−0.00008826 emu/mol (Fe(tri)2(BF4)0.33) and 𝜒
D = –0.00024306 emu/mol (eicosane).  

 

Other Physical Measurements. UV-visible-NIR diffuse reflectance spectra were collected using 

a CARY 5000 spectrophotometer interfaced with Varian Win UV software. The samples were 

held in a Praying Mantis air-free diffuse reflectance cell. Barium sulfate powder was used as a 

non-adsorbing matrix. The Kubelka-Munk conversion (F(R) versus wavenumber) of the raw 

diffuse reflectance spectrum (R versus wavenumber) was obtained by applying the formula F(R) 

= (1 − R)2/2R.  

Thermogravimetric analysis (TGA) was performed on a TA Q5000 instrument in a flow of 

dinitrogen at a heating rate of 2 °C/min between 26 and 540 °C. A suspension of sample powder 

in hexane was transferred via pipette to a pre-weighed pan in an argon glovebox. The pan 

containing a suspension was kept inside a vial. As soon as the vial was taken out of an argon 

glovebox, it was cooled to 77 K using a liquid nitrogen bath. Prior to starting a measurement, the 

pan containing a sample in a frozen hexane matrix was quickly transferred to the TGA instrument. 

Infrared spectra were collected on a Perkin Elmer Spectrum FT-IR/FT-FIR spectrometer 

with an attenuated total reflectance accessory (ATR) with a home-built N2 glove bag attachment 

for air-sensitive compounds. 
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Table S2.1. Calculated surface areas of Fe(tri)2(BF4)x (x = 0 and 0.33) from N2 adsorption isotherm 

data and crystal structures. 

 

Table S2.2. Structureless Le Bail refinement fit parameters to room-temperature powder X-ray 

diffraction patterns of Fe(tri)2(BF4)x (x = 0, 0.09, 0.22, and 0.33). 

 

Table S2.3. Rietveld structure refinement parameters to variable-temperature high resolution 

powder X-ray diffraction patterns of Fe(tri)2(BF4)x (x = 0, 0.33). 

Surface Area Fe(tri)2 Fe(tri)2(BF4)0.33 

Langmuir / m2g–1 562 240 

BET / m2g–1
 370 

50 

 

Calculated Accessible / m2g–1 5571 0 

Calculated Non-accessible / m2g–1 – 129 

Compound Fe(tri)2 Fe(tri)2(BF4)0.09 Fe(tri)2(BF4)0.22 Fe(tri)2(BF4)0.33 

Crystal system Cubic 

Space group Fd–3m 

a / Å 16.6423(6) 16.6136(7) 16.5140(5) 16.4368(5) 

Rp / % 1.347 1.885 1.361 1.296 

Rwp / % 0.897 1.404 0.899 0.886 

V / Å3 4609.4(5) 4585.6(6) 4503.6(4) 4440.7(4) 

GOF 4.114 4.629 4.140 4.032 

Compound Fe(tri)2 Fe(tri)2(BF4)0.33 

Temperature 300 K 100 K 300 K 

Crystal system Cubic Cubic Cubic 

Space group Fd–3m Fd–3m Fd–3m 

a / Å 16.65075(17) 16.4500(3) 16.4794(3) 

Rp / % 2.731 4.286 4.325 

Rwp / % 3.914 6.100 6.334 

V / Å3 4616.38(14) 4451.4(3) 4475.4(3) 

GOF 2.368 3.445 3.571 
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Table S2.4. Temperature Dependence of the Mössbauer Spectral Parameters.a  

Complex T, K δ, mm/sb ΔEQ, mm/s Γ, mm/s Area, % Area (%ε), mm/s Assignment 

Fe(tri)2 290 0.385(1) 0.084(7) 0.267(5) 100 1.65(1) Fe2, LS Fe(II) 

Fe(tri)2(BF4)0.09 290 0.371(2) 0.101(5) 0.269(2) 83.8(5) 3.63(1) Fe2, LS Fe(II) 

  0.25(1) 0.34(3) 0.269(2) 16.2(5) - Fe1, Fe(II/III) 

Fe(tri)2(BF4)0.22 295 0.388(4) 0.07(2) 0.24(2) 49(2) 1.520(1) Fe2, LS Fe(II) 

  0.17 0.3 0.448 51(2) - Fe1, Fe(II/III) 

 290 0.382(1) 0.105(3) 0.227(5) 49.2(6) - Fe2, LS Fe(II) 

  0.17 0.356(6) 0.448 50.8(6) - Fe1, Fe(II/III) 

 200 0.41(2) 0.09(3) 0.29(1) 50 2.44(2) Fe2, LS Fe(II) 

  0.23(3) 0.53(6) 0.29(1) 18 - Fe1, Fe(II/III) 

  0.32(4) 0.20(7) 0.29(1) 16  Fe1, LS Fe(II) 

  0.09(5) 0.77(9) 0.29(1) 16  Fe1, LS Fe(III) 

 150 0.416(4) 0.101(9) 0.291(5) 50 2.60(1) Fe2, LS Fe(II) 

  0.270(9) 0.64 0.291(5) 15 - Fe1, Fe(II/III) 

  0.37(1) 0.16(2) 0.291(5) 17.5 - Fe1, LS Fe(II) 

  0.10 0.8 0.291(5) 17.5 - Fe1, LS Fe(III) 

 100 0.44(1) 0.03(9) 0.343(9) 50 2.79(2) Fe2, LS Fe(II) 

  0.40(3) 0.12(6) 0.343(9) 25 - Fe1, LS Fe(II) 

  0.13(1) 0.86(2) 0.343(9) 25 - Fe1, LS Fe(III) 

 75 0.443(2) 0.03(4) 0.341(2) 50 2.92(1) Fe2, LS Fe(II) 

  0.376(4) 0.12(1) 0.341(2) 25 - Fe1, LS Fe(II) 

  0.140(4) 0.922(8) 0.341(2) 25 - Fe1, LS Fe(III) 

 50 0.447(1) 0.004(20) 0.340(1) 50 2.980(5) Fe2, LS Fe(II) 

  0.385(2) 0.096(6) 0.340(1) 25 - Fe1, LS Fe(II) 

  0.140(2) 0.967(4) 0.340(1) 25 - Fe1, LS Fe(III) 

 25 0.439(4) 0.03(3) 0.326(6) 50 3.05(2) Fe2, LS Fe(II) 

  0.39(1) 0.14(3) 0.326(6) 25 - Fe1, LS Fe(II) 

  0.140(6) 1.04(1) 0.326(6) 25 - Fe1, LS Fe(III) 

 5 0.441(3) 0.08(1) 0.318(5) 50 3.17(1) Fe2, LS Fe(II) 

  0.386(7) 0.18(2) 0.318(5) 25 - Fe1, LS Fe(II) 

  0.143(4) 1.088(8) 0.318(5) 25 - Fe1, LS Fe(III) 

Fe(tri)2(BF4)0.33 290 0.375(6) 0.07(1) 0.264(4) 33.33 3.39(1) Fe2, LS Fe(II) 

  0.173(3) 0.466(6) 0.272(2) 66.67 - Fe1, Fe(II/III) 

 100 0.43 0.139(2) 0.28 43(1) 4.65(1) Fe2, LS Fe(II) 

  0.167(4) 0.89(1) 0.35 13.2(4) - Fe1, Fe(II/III) 

  0.320(2) 0.273(3) 0.28 22.0(3) - Fe1, LS Fe(II) 

  0.132(2) 1.337(3) 0.28 22.0(3) - Fe1, LS Fe(III) 

 5 0.460(2) 0.128(2) 0.263(2) 34 5.28(1) Fe2, LS Fe(II) 

  0.354(2) 0.219(3) 0.263(2) 33 - Fe1, LS Fe(II) 

  0.140(1) 1.380(1) 0.263(2) 33 - Fe1, LS Fe(III) 
aStatistical fitting uncertainties are given in parentheses; the true errors may be twice as large. The 

absence of an uncertainty indicates that the parameter was constrained to the value given. bThe 

isomer shifts are given relative to α-iron foil measured at 290 K. 
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Table S2.5. Summary of room-temperature conductivities of Fe(tri)2(BF4)x (x = 0, 0.025, 0.05, 

0.09, 0.22, and 0.33). 

x 0 0.025 0.05 0.09 0.22 0.33 

Contact Area (cm2) 0.054(1) 0.055(1) 0.055(1) 0.059(1) 0.058(1) 0.056(1) 

Pellet Thickness (cm) 0.153(2) 0.102(2) 0.103(2) 0.174(2) 0.152(2) 0.098(2) 

Conductivity (S/cm) 1 × 10−10 2 × 10−5 2 × 10−3 0.03(2) 0.2(1) 0.3(1) 

 

  

 
Figure S2.1. Thermogravimetric analysis scan of Fe(tri)2(BF4)0.33. The initial drop in weight 

percent is due to evaporation of a hexane matrix used to prevent air exposure during sample loading. 

 

 
Figure S2.2. Voltage composition profile obtained for Fe(tri)2. 
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Figure S2.3. N2 adsorption isotherms for Fe(tri)2(BF4)x for x = 0.09 (red circles), 0.22 (blue circles), 

and 0.33 (green circles) measured at 77 K. Closed and open data points represent adsorption and 

desorption, respectively. 

 

 
Figure S2.4. Powder X-ray diffraction patterns of Fe(tri)2(BF4)x (x = 0, 0.09, 0.22, and 0.33) with 

the fit (black) generated from structureless Le Bail refinements. The wavelength was 1.5418 Å. 
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Figure S2.5. Le Bail refinement of the room temperature lattice constant vs x in Fe(tri)2(BF4)x (x 

= 0, 0.09, 0.22, and 0.33) with a linear fit (red), a = −0.64(5)x + 16.65(1) with R2 = 0.983.  

 

 
Figure S2.6. Rietveld refinement of powder x-ray diffraction data for activated Fe(tri)2 obtained 

at 300 K. Measured scattered intensity, best fit, and the difference plot are shown with blue dots 

and red, gray lines, respectively. Figures-of-merit (as defined by TOPAS): Rwp = 3.914%, Rp = 

2.731%, GoF = 2.368. The wavelength was 0.45241(4) Å.  
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Figure S2.7. Rietveld refinement of powder x-ray diffraction data for activated Fe(tri)2(BF4)0.33 

obtained at 300 K. Measured scattered intensity, best fit, and the difference plot are shown with 

blue dots and red, gray lines, respectively. Figures-of-merit (as defined by TOPAS): Rwp = 6.334%, 

Rp = 4.325%, GoF = 3.571. The wavelength was 0.45241(4) Å. 

 

 
Figure S2.8. Rietveld refinement of powder x-ray diffraction data for activated Fe(tri)2(BF4)0.33 

obtained at 100 K. Measured scattered intensity, best fit, and the difference plot are shown with 

blue dots and red, gray lines, respectively. Figures-of-merit (as defined by TOPAS): Rwp = 6.100%, 

Rp = 4.286%, GoF = 3.445. The wavelength was 0.45241(4) Å. 
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Figure S2.9. Powder X-ray diffraction structures of Fe(tri)2(BF4)0.33 obtained at 300 K, which 

display its secondary building unit (top) and pore structure (bottom).  Orange, grey, blue, pink, 

and green spheres represent Fe, C, N, B, and F atoms, respectively. Hydrogen atoms are omitted 

for clarity. 
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Figure S2.10. Powder X-ray diffraction structures of Fe(tri)2(BF4)0.33 obtained at 100 K, 

displaying its secondary secondary building unit. Orange, grey, blue, pink, and green spheres 

represent Fe, C, N, B, and F atoms, respectively. Hydrogen atoms are omitted for clarity. 
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Figure S2.11. Temperature dependence of the Mössbauer spectra of Fe(tri)2(BF4)0.22. 
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Figure S2.12. Variable-temperature magnetic susceptibility times temperature (𝜒MT versus T) data 

for Fe(tri)2(BF4)0.33 collected under variable applied dc fields.  

 

 
Figure S2.13. Variable-temperature magnetic susceptibility (𝜒M) data for Fe(tri)2(BF4)0.33 

collected under the applied dc field of 10000 Oe. Data plotted as 1/𝜒M versus temperature. Curie-

Weiss fit to the data between 300 and 150 K is shown by a black solid line, with fitting parameters 

described in the main text. 
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Figure S2.14. Variable-field magnetization for Fe(tri)2(BF4)0.33 obtained at 3 K. 

 

 

 
Figure S2.15. Laboratory-constructed two-point conductivity measurement apparatus. 
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Figure S2.16. Nyquist plot of Fe(tri)2 (blue) and the fit obtained using a model circuit (red). The 

model circuit assumes that electrons are the only type of mobile species. The deviations observed 

are due to the instrumental uncertainties at low frequencies. 

 

 
Figure S2.17. Cyclic voltammogram of Fe(tri)2 (blue) and the linear fit (red). 
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Figure S2.18. I-V plots of Fe(tri)2(BF4)x displaying Ohmic response between ±1 V measured at 

room temperature. 

 

 
Figure S2.19. Temperature dependence of the conductivity of Fe(tri)2(BF4)0.33. Blue and red 

circles represent cooling and warming, respectively. Upper plots correspond to Arrhenius fits of 

the data from 30 to 300 K and lower plots correspond to fits from 90 to 300 K (orange line) and 

from 30 to 90 K (purple line). 
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Figure S2.20. Variable temperature I-V plots of Fe(tri)2(BF4)0.33 displaying Ohmic response 

between ±10 V/cm for selected temperatures. Similar linear behaviors were observed for all 

investigated temperatures. 



58 
 

 
Figure S2.21. Temperature dependence of the Mössbauer spectral parameters of Fe(tri)2(BF4)0.22. 
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Figure S2.22. Compositional dependence of the 290 K Mössbauer spectral parameters of 

Fe(tri)2(BF4)x. 
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Figure S2.23. CO2 adsorption isotherm of Fe(tri)2(BF4)0.22 at 195 K. Closed and open data points 

represent adsorption and desorption, respectively. 
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Chapter 3: Tuning Spin Crossover in a Three-Dimensional 

Metal–Organic Framework via Linker Functionalization 
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3.1 Introduction 

 

The ability to manipulate electronic structure through synthesis is of fundamental importance for 

the development of new multifunctional materials. Spin-crossover compounds have attracted 

much research interest in this regard, owing to proposed applications in spintronics and 

information storage, as well as in sensors and displays.1-6 Broadly speaking, these compounds 

feature octahedral 3d4–3d7 metal centers that undergo interconversion from a low-spin to a high-

spin electronic state in response to external stimuli, such as temperature, pressure, or light—a 

conversion accompanied by changes in crystallographic, optical, electronic, and magnetic 

properties. Importantly, the spin-crossover phenomenon can become cooperative when there is 

suitable communication between metal centers, giving rise to an abrupt spin transition and, in a 

number of cases, a pronounced thermal hysteresis.2,7-14 Initial studies of this thermal memory effect 

focused on molecular compounds wherein cooperativity is induced by elastic intermolecular 

interactions,1,9,15,16 although theoretical and experimental efforts have expanded to include one-, 

two- and three-dimensional coordination solids,8,17-19 which can exhibit enhanced cooperativity 

arising from multiple bridging metal centers in close proximity. For example, one-dimensional 

iron(II) triazolate chains have been shown to exhibit spin crossover above 300 K with a thermal 

hysteresis on the order of ~10 K.8,18-20  

Coordination solids with higher dimensionality can exhibit further enhanced cooperativity and 

desirable spin-crossover properties. Three-dimensional (3D) systems in particular can support a 

high concentration of bridging metal centers and provide a relatively rigid matrix that minimizes 

or even obviates factors responsible for the large variability in the spin-crossover properties in 

lower dimensional systems, such as sample aging and solvent loss.13,21-25 A number of 3D solids 

have been discovered to date that exhibit cooperative spin crossover near or above room-

temperature and, in some cases, a large thermal hysteresis with a ΔT as high as 95 K. 17,18,26-35 

Many of these systems exhibit guest molecule dependent properties and, as such, are potentially 

promising for applications as sensors.17,29-35 However, the same materials are not ideal for 

applications that require reproducible, consistent spin crossover over a large number of working 

cycles, such as in displays or switching. Additionally, despite the many conceivable advantages 

offered by 3D spin-crossover materials, the vast majority of studies to date have focused on 

Hofmann-type solids of the form {Fe(L)n[M(CN)4]}.17,18,33-35 The pursuit of novel 3D structure 

types, for instance featuring all organic bridges, may enable more fine-tuning of the electronic 

structure and spin-crossover properties. 

Metal–organic frameworks (MOFs) are a family of 3D coordination solids that are 

particularly appealing for the study of the spin-crossover phenomenon. Indeed, MOFs can be 

prepared using numerous combinations of metal cations and polytopic organic linkers,36 and their 

diverse chemical and electronic structures can be further modified via metal or ligand 

substitution37-39 and post-synthetic redox chemistry.40-42 Recently, the framework Fe(Tri)2 (Tri− = 

1,2,3-triazolate)43,44 was reported to exhibit a spin transition upon warming to around 570 K with 

an unprecedentedly large thermal hysteresis of ΔT ≈ 110 K,45 highlighting that systems featuring 

only organic linkers can exhibit even stronger cooperativity than has typically been accessible in 

Hofmann-type compounds.35 Herein, we show that simple substitution of the linker in Fe(Tri)2 

with 4-methyl-1,2,3-triazolate (MeTri−) affords another example of a MOF exhibiting spin 

crossover near room temperature, as characterized using in situ synchrotron powder X-ray 

diffraction, optical and Mössbauer spectroscopies, and magnetic susceptibility measurements. 
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However, cooperativity in Fe(MeTri)2 is substantially diminished, likely the result of steric 

interactions between methyl groups within the pores of the material. 

 

 

3.2 Experimental Information 

 

General Considerations. Unless otherwise noted, all manipulations were carried out in an 

argon atmosphere in an Mbraun MB200MOD glovebox. Glassware was oven-dried at 150 °C for 

at least 4 h and allowed to cool in an evacuated glovebox antechamber prior to use. N,N-

dimethylformamide (DMF) was dried using a commercial solvent purification system made by JC 

Meyer Solvent Systems and stored over 3- or 4-Å molecular sieves prior to use. Anhydrous 

methanol was purchased from EMD Millipore Corporation, sparged with argon and stored over 3-

Å molecular sieves prior to use. Anhydrous FeCl2 beads (99.9% purity) were purchased from 

Sigma-Aldrich. The 4-methyl-1H-1,2,3-triazole ligand (95% purity) was purchased from Enamine 

ltd, diluted with anhydrous DMF, deoxygenated with three freeze-pump-thaw cycles, and stored 

over 4-Å molecular sieves prior to use. Carbon, hydrogen, and nitrogen elemental analyses were 

obtained from the Microanalytical Laboratory at the University of California, Berkeley.  

Synthesis of Fe(4-methyl-1,2,3-triazolate)2. To a 20 mL glass scintillation vial containing 

a solution of FeCl2 (0.256 g, 2.02 mmol) in DMF (5 mL) was added a solution of 4-methyl-1H-

1,2,3-triazole (0.503 g, 6.05 mmol) in DMF (5 mL). The vial was sealed with a 

polytetrafluoroethylene-lined cap and heated at 120 °C for 3 d. The resulting suspension was 

cooled to 25 °C and filtered with a Nylon membrane filter to yield a light-yellow powder. The 

powder was washed by soaking in DMF (3 × 15 mL) and then in methanol (4 × 15 mL), and was 

then dried under dynamic vacuum (<10 µbar) at 130 °C for 48 h to yield 0.257 g (58%) of product 

as a light yellow powder. Anal. Calcd for FeC6H8N6: C, 32.75; H, 3.67; N, 38.20. Found: C, 32.38; 

H, 3.37; N, 38.07. 

Powder X-ray Diffraction Data Collection and Structure Refinement. High-resolution 

X-ray powder diffraction data was collected on desolvated microcrystals of Fe(MeTri)2 at 

Beamline 17-BM-B at the Advanced Photon Source (APS) at Argonne National Laboratory. 

Diffraction patterns were collected between 350 and 100 K with a wavelength of 0.45212 Å. The 

previously reported crystal structure of the isostructural Fe(Tri)2
44 was used as the initial structural 

model for the Rietveld refinements of Fe(MeTri)2. Prior to the refinement, accurate unit cell 

parameters were obtained by Pawley refinement implemented in TOPAS-Academic.46 During the 

refinement of the Fe(MeTri)2 diffraction patterns, difference Fourier maps were generated. 

Positive electron densities were observed in the pores, and a carbon was placed at the 

corresponding coordinate of the observed electron densities. The chemical occupancy of the 

carbon was initially allowed to freely refine and was close to 0.5 and was fixed as 0.5 in the 

subsequent refinements. Hydrogen atoms were placed on calculated positions, assuming a fixed 

aromatic C–H distance of 1.09 Å. In the final stage of the refinements, all atomic positions (with 

the exception of special positions and the coordinates of the hydrogen) and thermal and unit cell 

parameters were fully refined and convoluted with the sample and instrument parameters and 

Chebyshev background polynomials. Calculated diffraction patterns for the final structural models 

of Fe(MeTri)2 at 350 and 100 K are in excellent agreement with the experimental diffraction 

patterns (Figures S3.3 and S3.4, Table S3.1). 

For the diffraction patterns collected between 230 and 270 K, in which two distinct phases 

were observed, multiphase Rietveld analyses were performed by using structural models for the 
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low- and high-temperature phases at 100 and 350 K, respectively. The analysis enabled 

determination of percent compositions of the two structural phases (see Figure 3.4). Parameters 

obtained from Rietveld refinement of the data collected at 350 and 100 K are given in Table S3.1 

of the Supporting Information. 

Fe(MeTri)2 Surface Area Measurement and Calculation. In an N2-filled glovebox, a 

sample was transferred to a pre-weighed analysis tube and capped with a Transeal. The sample 

was then transferred to a Micromeritics Smart VacPrep instrument, evacuated, and heated to 130 

°C at 5 °C/min for 3 d, at which the pressure was stabilized at 1.3 µbar. A N2 adsorption isotherm 

at 77 K was measured using UHP-grade gas (Figure S3.7). For the determination of surface area, 

Langmuir and BET methods were applied using the adsorption branch of the N2 isotherm, 

assuming a N2 cross-sectional area of 16.2 Å2/molecule; the BET area was calculated in the 

pressure range with values of ν(P0−P) increasing with P/P0, according to the method reported by 

Snurr.47 

The theoretical surface area of Fe(MeTri)2 was calculated using the open-source software 

Zeo++ version 0.3248 accessible through Lawrence Berkeley Laboratory. The structure of 

Fe(MeTri)2 determined from the Rietveld refinement of the high-resolution powder X-ray 

diffraction data collected at 350 K exhibits disordered methyl substituents. In an effort to obtain a 

more realistic crystal structure that better depicts the actual pore structure of Fe(MeTri)2, Materials 

Studio49 was used to lower the space group from Fd3̅m to P213, methyl substituents originating 

from disorder were removed from the asymmetric unit, and hydrogen atoms were added to 

expected positions. The obtained model structure (Figure S3.8) was used for the theoretical surface 

area calculation. A probe of radius of 1.2 Å was used to calculate the accessible surface area (Table 

S3.2). The non-accessible surface area corresponds to the surface area inside inaccessible pockets. 

Optical Measurements. Surface reflectivity measurements were performed with a home-

built system at the Centre de Recherche Paul Pascal, operating between 10 and 300 K and in a 

spectrometric range from 400 to 1000 nm. A halogen-tungsten light source (Leica CLS 150 XD 

tungsten halogen source adjustable from 0.05 mW cm−2 to 1 W cm−2) was used as the spectroscopic 

light. The measurements were calibrated using barium sulfate as a reference sample. The light 

exposure time was minimized during the experiments keeping the samples in the dark except 

during the spectra measurements when white light is shined on the sample surface (0.5 mW cm−2). 

Heating and cooling measurements were carried out at 9 K min−1. Light emitting diodes from 

Thorlabs operating between 365 and 1050 nm were used for excitation experiments.  

Magnetic Measurements. A sample was prepared by adding microcrystalline powder of 

desolvated Fe(MeTri)2 (12.4 mg) to a 5 mm inner diameter quartz tube containing a raised quartz 

platform. The sample powder was restrained with a plug of compacted glass wool to prevent 

crystallite torqueing during measurements. The quartz tube was transferred to a Schlenk line and 

evacuated until the internal pressure reached 30 mTorr. The tube was then cooled in liquid N2 and 

flame-sealed under static vacuum. All magnetic measurements were performed using a Quantum 

Design MPMS2 SQUID magnetometer from 15 to 320 K using a dc magnetic field of 0.1 T with 

selected cooling/warming rates between 0.4 and 10 K/min. For sweep rates of 0.4 K/min and above 

1 K/min, settle mode and sweep mode in RSO mode were used for temperature variation, 

respectively. A diamagnetic correction of χD = −0.00010154 emu/mol obtained by using Pascal’s 

constants was applied to the molar magnetic susceptibility. Variable temperature magnetic 

susceptibility data were collected with sweep rates of 1, 5, and 10 K/min using sweep mode and 

resulted in the temperature lags of 0.4, 4, and 7 K, respectively, as a result of the sample 

temperature failing to equilibrate with the SQUID chamber temperature. The data were corrected 
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for the temperature lag using a reported procedure,50 which removed the artificial scan rate 

dependent thermal hysteresis (see the Supporting Information for details and Figure S3.12).  

Mössbauer Spectroscopy. Zero-field iron-57 Mössbauer spectra were collected for 

Fe(MeTri)2 using a constant acceleration SEE Co. spectrometer, between 5 and 295 K using a 

Janis Research Co. cryostat. Prior to the measurement, the spectrometer was calibrated at 295 K 

with α-iron foil, which also served as reference for the isomer shift. A sample of desolvated, 

microcrystalline Fe(MeTri)2 was gently ground and mixed homogenously with boron nitride for 

dilution of the iron concentration to 2 wt%. Approximately 50 mg or 39.5 mg/cm2 of the resulting 

powder mixture was placed in a nylon washer and sealed between multiple layers of commercially 

available Scotch tape under an inert atmosphere, prior to transfer in air into the cryostat of the 

spectrometer, to avoid oxidation of the air-sensitive Fe(MeTri)2. After the transfer, the absorber 

was under the He atmosphere of the cryostat. The Mössbauer spectra were fit with a sum of 

symmetric Lorentzian doublets by using a locally developed program that utilized the Marquardt 

minimization code. This code was used to generate the statistical uncertainties of any fit parameters 

as well as their correlation coefficients. The spectral parameters are reported in Table S3.3. 

Other Physical Measurements. Thermogravimetric analysis was performed on a 

Discovery TGA Series from TA Instruments in a flow of dinitrogen at a heating rate of 1.5 °C/min 

between 25 and 600 °C. A sample powder was transferred to a pre-weighed pan in an argon 

glovebox. The pan containing the sample was kept inside a sealed vial and taken out of the 

glovebox. Prior to starting a measurement, the pan containing a sample was quickly transferred to 

the TGA instrument. Scanning electron microscopy (SEM) images were obtained using a Hitachi 

S-5000 instrument at 10 keV and 4 nA. The SEM sample was prepared by dispersing a powder 

microcrystalline sample of Fe(MeTri)2 in dichloromethane followed by drop casting onto a silicon 

wafer. Infrared spectra were collected on microcrystalline powdered Fe(MeTri)2 using a Perkin 

Elmer Spectrum FT-IR/FT-FIR spectrometer with an attenuated total reflectance accessory with a 

home-built N2 glove bag attachment for air-sensitive compounds. 

 

3.3 Results and Discussion 

 

The material Fe(MeTri)2 was prepared using a modification of the procedure for Fe(Tri)2,
44 

by heating a solution of FeCl2 and MeTriH in N,N-dimethylformamide under an Ar atmosphere. 

Fe(MeTri)2 was obtained as a microcrystalline yellow powder that is thermally stable up to ~400 

°C (Figure S3.1) and consists of heterodisperse, octahedron-shaped crystals less than 0.2 µm in 

size (Figure S3.2). Elemental analysis data obtained for the desolvated microcrystalline powder is 

consistent with the formula Fe(MeTri)2. Interestingly, immersing Fe(MeTri)2 in liquid N2 at 77 K 

results in a color change from light yellow to orange, potentially indicative of a thermally induced 

spin-crossover phenomenon. 

Powder X-ray Diffraction. In situ synchrotron powder X-ray diffraction data were 

collected on desolvated microcrystals of Fe(MeTri)2 at temperatures ranging from 350 to 100 K 

(Figure 3.1a). Rietveld refinement of the data obtained at 350 K (Table S3.1 and Figure S3.3) 

revealed that Fe(MeTri)2 crystallizes in the cubic Fd3̅m space group (no. 227) with a lattice 

parameter of a = 17.4618(6) Å and a structure analogous to other reported M(Tri)2 (M = Mg, Mn, 

Fe, Co, Cu, and Zn) compounds.43-45,51,52 This lattice parameter is significantly larger than that 

determined for desolvated Fe(Tri)2 at 300 K (a = 16.65075(17) Å),44 which features low-spin FeII 

ions, and is similar to the value reported for the high-spin Fe(Tri)2 phase above 560 K (a = 

17.7566(4)  Å).43 Diffraction patterns collected for Fe(MeTri)2 between 350 and 272 K are 
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indistinguishable, but between 250 and 268 K, the patterns feature additional peaks that coexist 

with those at higher temperatures, indicative of a structural phase transition. Below 250 K, only 

the diffraction peaks corresponding to the low-temperature phase persist. Rietveld refinement of 

data obtained at 100 K (Figure S3.4) revealed that this low-temperature phase adopts the same 

cubic space group, although with a smaller lattice parameter of a = 16.7790(6) Å (Figure S3.5) 

that is consistent with that determined for the low-spin Fe(Tri)2 phase.  

 

 
Figure 3.1. X-ray diffraction studies. (a) Temperature-dependent in situ synchrotron powder X-

ray diffraction patterns for Fe(MeTri)2. (b) The tetrahedral repeat unit of Fe(MeTri)2 at 350 K as 

determined from Rietveld refinement of the powder X-ray diffraction data. Orange, blue, and grey 

spheres represent Fe, N, and C atoms, respectively; H atoms have been omitted for clarity. 

 

At 350 K, desolvated Fe(MeTri)2 adopts a diamondoid-type structure built up of 

pentanuclear, tetrahedral repeat units (Figure 3.1b). Each unit consists of four crystallographically 

equivalent, corner-sharing FeII ions (hereafter, Fe1) bridged to a central FeII ion (hereafter, Fe2) 
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by six 4-methyl-1,2,3-triazolate linkers. The Fe1–N1 and Fe2–N2  bond distances are 2.176(3) and 

2.200(4) Å, respectively, consistent with high-spin FeII 12,18 and similar to those reported for the 

high-spin phase of Fe(Tri)2 (Fe1–N1 and Fe2–N2 distances of 2.16(1) and 2.19(2) Å, 

respectively).43 Thus, while the ligand field afforded by the Tri− linker is sufficiently strong to 

stabilize the low-spin phase of Fe(Tri)2 at room temperature, increased sterics in Fe(MeTri)2 due 

to the methyl substituents likely favor longer metal–linker bond distances and a high-spin FeII 

configuration at a comparable temperature. The methyl substituents on the triazolate linkers are 

disordered over two positions, each with half occupancy, and a total of six methyl groups point 

into a single pore (Figure S3.6). While the methyl groups are disordered in the bulk, it is possible 

that they are ordered within the pores. As a result of the methyl substituents pointing into the 

cavities of Fe(MeTri)2, the material lacks permanent porosity and has a BET surface area of only 

70 m2/g, as determined from N2 adsorption data obtained at 77 K (Figure S3.7). In contrast, 

Fe(Tri)2 exhibits a BET surface area of 370 m2/g.44,45 The calculated accessible surface area for 

Fe(MeTri)2 also supports the lack of permanent porosity (see Table S3.2 and Figure S3.8). 

At 100 K, the structure of desolvated Fe(MeTri)2 (Figure S3.9) features Fe1–N1 and Fe2–

N2 distances of 2.030(3) and 2.028(4) Å, respectively, consistent with an 1A1g low-spin state for 

both FeII sites.12,18 These distances are shorter than those in the 350 K structure by 0.15–0.17 Å, 

consistent with bond distance changes observed in other spin-crossover materials.11,12 Overall, the 

diffraction data indicate that the phase transition that occurs in Fe(MeTri)2 is driven by a collective 

spin-crossover phenomenon, albeit at a much lower temperature than characterized for Fe(Tri)2 

(between ~250 and 268 K versus >560 K, respectively).43 The Fe–N distances in Fe(MeTri)2 at 

100 K are larger than those for the low-spin structure of Fe(Tri)2 (1.961(2) and 1.977(3) Å44), 

suggesting that the spin crossover in Fe(MeTri)2 is incomplete and that some high-spin FeII ions 

remain trapped at 100 K, an observation supported by results from magnetic and Mössbauer 

experiments (see below). 

Optical Spectroscopy. Variable-temperature surface reflectivity spectra collected from 

400 to 1000 nm (Figure S3.10) further support spin crossover in Fe(MeTri)2. Upon cooling from 

270 to 10 K, the reflectivity gradually decreases between 500 and 1000 nm, and particularly around 

560 nm. This change, representing an increase in absorption at these wavelengths, corresponds to 

the 1A1g to 1T1g d–d spin-allowed electronic transition typical for low-spin FeII ions. This reversible 

change is most prominent between 270 and 180 K, corresponding to the temperature range in 

which the structural phase transition and spin crossover are evident in the powder X-ray diffraction 

data. 

Magnetic Measurements. Variable-temperature dc magnetic susceptibility data were 

collected for desolvated Fe(MeTri)2 upon warming from 15 to 320 K under a dc field of 0.1 T. The 

data are plotted in Figure 3.2 (red symbols) as χMT versus T, where χM is the molar magnetic 

susceptibility. At 320 K, the magnitude of χMT is 3.14 emu K/mol, which is consistent with the 

presence of high-spin S = 2 FeII ions with g = 2.05. Below ~285 K, the magnitude of χMT decreases 

sharply until it reaches a value of 1.23 emu K/mol at ~250 K. This decrease is characteristic of a 

spin crossover and consistent with the onset of the phase change observed over a similar 

temperature range in the powder X-ray diffraction patterns.  In contrast, magnetic susceptibility 

data obtained for Fe(Tri)2 upon warming revealed spin crossover at approximately 570 K.43 These 

results highlight the power of simple linker functionalization for fine-tuning the properties of 

metal–organic frameworks for applications near ambient temperature. Below 250 K, the χMT value 

for Fe(MeTri)2 decreases gradually with decreasing temperature down to ~40 K, suggesting that 

spin crossover is not complete and that residual FeII ions remain thermally or structurally trapped 
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in the high-spin state. Below ~40 K, the slight downturn in χMT is most likely due to zero-field 

splitting or weak antiferromagnetic interactions between the remaining high-spin FeII ions. 

Similarly, the χMT value at 320 K is clearly not saturated, suggesting that some FeII ions remain 

trapped in the low-spin state. Fits to the magnetic susceptibility data obtained at a scan rate of 0.4 

K/min (see Figures S3.11–S3.12 and the Supporting Information for details) and Mössbauer 

spectra (see below) support an incomplete spin crossover.  

 

 
Figure 3.2. Magnetic measurements. Temperature-dependent dc magnetic susceptibility data for 

Fe(MeTri)2 collected under a field of 0.1 T upon warming from 15 to 320 K (red symbols) and 

subsequently cooling  from 320 to 15 K (blue symbols). Both sets of data were collected using a 

scan rate of 1 K/min with sweep mode. See Figure S3.11 for data collected using a scan rate of 0.4 

K/min with settle mode. 
 

Magnetic susceptibility data collected upon cooling Fe(MeTri)2 from 320 K after initial 

warming (Figure 3.2, blue circles) revealed a small hysteresis with ΔT ≈ 4(1) K (see the 

Experimental Section). The hysteresis occurs within a relatively narrow temperature range 

between 285 and 250 K, and these results, together with the structural phase transition 

characterized via powder X-ray diffraction, suggest a cooperative spin crossover in Fe(MeTri)2.
50 

However, the thermal hysteresis loop is quite narrow compared to that reported for Fe(Tri)2 (ΔT ≈ 

110 K), suggesting that the cooperativity is much weaker in Fe(MeTri)2.
2,11,12,14,50 This reduced 

cooperativity is also supported by the incomplete low-spin to high-spin conversion in this system. 

One explanation for the weaker cooperativity is that steric interactions between the methyl groups 

in the framework cavities prevent facile framework expansion and contraction during spin-

crossover. Indeed, this observation may be supported by the smaller lattice parameter for the high-

temperature phase of Fe(MeTri)2 relative to that for Fe(Tri)2, and further physical and structural 

studies are necessary to fully understand this difference. 

Mössbauer Spectroscopy. 57Fe Mössbauer spectra were collected for desolvated 

Fe(MeTri)2 at several temperatures ranging from 5 to 295 K to more directly probe the change in 

the electronic configuration of the FeII ions with temperature (see Figures 3.3 and S3.14 and the 

Supporting Information for details). Mössbauer spectra collected at 5 and 295 K are dramatically 

different. At 5 K, the major absorption is localized at ~0.5 mm/s, an isomer shift that is 
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characteristic of low-spin FeII. A minor spectral absorption also occurs at −0.5 and 2.5 mm/s. At 

295 K, the low-spin FeII feature persists and two new major spectral absorptions are present, the 

first at approximately −0.5 and +2.5 mm/s and the second at 0.7 and 1.3 mm/s, both with isomer 

shifts of ~1.0 mm/s that are characteristic of high-spin FeII. Thus, as the temperature increases 

from 5 to 295 K, it is apparent that a large fraction of the FeII ions in Fe(MeTri)2 undergo a spin-

state change from the low-spin 1A1g to the high-spin 5T2g state. The presence of two quadrupole 

doublets for high-spin FeII (and low-spin FeII, see below) is consistent with the presence of two 

crystallographically inequivalent FeII sites in the structure of Fe(MeTri)2, as characterized via 

powder X-ray diffraction. The major absorption at 5 K with 87.7(2)% area was fit with one singlet 

and one doublet with a quadrupole splitting, EQ, of 0.344(3) mm/s (red components in Figure 

3.3). These features were assigned to the 1A1g low-spin FeII ions on the Fe2 and Fe1 sites, 

respectively, based on the local symmetry of each iron site. Briefly, the Fe2 site is assumed to be 

in a strictly octahedral coordination environment, while the Fe1 site may experience distortion 

from octahedral symmetry due to the positional disorder of the methyl groups oriented into the 

framework cavities. The 57Fe quadrupole splitting is proportional to the electric field gradient at 

the nucleus, Vzz = eq, which can be expressed as eq = eqval ± eqlat, where e is the proton charge, 

qval is the valence contribution, and qlat is the lattice contribution.53 Low-spin FeII ions located at 

the Fe2 site are expected to have eq ≈ 0 and thus EQ ≈ 0, due to their site symmetry (eqlat ≈ 0) 

and spin state (eqval = 0). In contrast, qlat is non-zero for low-spin ions at the Fe1 site and gives rise 

to a small quadrupole splitting (see Table S3.3 and Figure S3.15). Based on the 2:1 ratio of the 

Fe1:Fe2 sites in Fe(MeTri)2, the percent area of the Fe2 site singlet was constrained to be 33.3%. 

The Fe1 site then contributes to 66.7% of the total 5 K spectral area, 54.4(2)% of which was 

assigned to low-spin Fe1 (see Table S3.3 and the Supporting Information for details). The 

remaining Fe1 percent area of 12.3(2)% was fit with three doublets assigned to 5T2g high-spin FeII 

ion sites. The assignment to Fe1 rather than Fe2 ions is supported by the temperature dependence 

of the spectra. 
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Figure 3.3. Mössbauer spectroscopy. Mössbauer spectra of Fe(MeTri)2 obtained at the indicated 

temperatures. Red and green solid lines correspond to fits to the low-spin and high-spin FeII 

spectral components, respectively, and the total fits are shown as black solid lines. 
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The minor spectral absorption present at −0.5 and 2.5 mm/s in the 5 K spectrum is the same 

at 100 K, but at and above 200 K, this absorption gradually increases as a consequence of the 

increasing population of high-spin FeII ions at the Fe1 site. Additionally, at 250 K a new doublet 

is clearly visible at approximately 0.7 and 1.3 mm/s, assigned to high-spin FeII at the Fe2 site. The 

percent area of these high-spin components increases with temperature up to 295 K, and the percent 

area of the low-spin FeII components decreases. This abrupt change in the population of high- and 

low-spin FeII ions (see Figure S3.15) is consistent with the transition observed in the magnetic and 

variable-temperature powder X-ray diffraction data. However, based on the 295 K Mössbauer 

spectrum, ~20% of all FeII ions remain trapped in the low-spin state. Further study will be 

necessary to determine if all the FeII ions convert to a high-spin electronic configuration under 

sufficiently elevated temperatures. We note that the isomer shifts determined for the remaining 

low-spin FeII sites at 295 K (0.418(1) and 0.428(1) mm/s) are larger than the 290 K isomer shift 

observed for low-spin FeII in Fe(Tri)2 (0.385(1) mm/s).44 The larger values in the case of 

Fe(MeTri)2 derive from the larger lattice parameter and Fe–N bond distances resulting from the 

pore-dwelling methyl groups. The quadrupole splitting determined for the low-spin FeII in 

Fe(MeTri)2 at 295 K (ΔEQ = 0.18(1) mm/s, Table S3.3) is consistent with the value for low-spin 

FeII in  Fe(Tri)2 at 290 K (ΔEQ = 0.084(7) mm/s),44 as expected given the similar octahedral 

environment of the FeII ions. 

At all temperatures, the high-spin FeII ions exhibit larger quadrupole splittings than the 

low-spin ions, due to the non-zero eqval contribution to EQ (Table S3.3). Interestingly, the 

quadrupole splitting values for high-spin FeII at site Fe1 are significantly larger than those for high-

spin FeII at site Fe2 (e.g., ~1.6–2.9 mm/s versus ~0.5–0.8 mm/s, respectively, between 295 and 

250 K). We note that, if the Fe2 site was in a strictly cubic environment, even the 5T2g electronic 

state would yield EQ = 0,54 but this is clearly not the case. Presumably, these non-zero Fe2 

quadrupole splitting values arise from the presence of disorder introduced into the structure as 

residual low-spin FeII ions undergo spin crossover. Additionally, the non-cubic distribution of the 

near-neighbor high-spin Fe1 sites within the lattice may yield non-zero values for eqval and eqlat 

for the Fe2 site. 

The results from the powder X-ray diffraction and Mössbauer data are summarized in 

Figure 3.4 and inset, where the high- and low-spin phase compositions and populations of high- 

and low-spin FeII sites in Fe(MeTri)2 are plotted as a function of temperature. Between 250 and 

270 K, Fe(MeTri)2 is expected to feature equal populations of high- and low-spin ions, which 

indicates that the spin crossover is centered around 265 K, consistent with results from magnetic 

measurements (see Figures S3.15 and S3.16).  
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Figure 3.4. Phase composition analysis. Temperature-dependent structural phase composition 

determined from variable-temperature synchrotron powder X-ray diffraction data (main plot) and 

FeII spin state populations determined from Mössbauer spectroscopy (inset). Red and green circles 

correspond to contributions from low-spin and high-spin FeII, respectively. The grey dashed lines 

show the consistent spin crossover temperature obtained from these two methods. 

 

3.4 Conclusions and Outlook 

 

We have shown that the metal–organic framework Fe(MeTri)2 undergoes a structural phase 

transition driven by spin crossover near room temperature, joining one of only a small number of 

3D spin-crossover solids not based on classical Hofmann-type compounds. Interestingly, while the 

parent material Fe(Tri)2 undergoes a low-to-high-spin transition above 450 K, linker substitution 

in Fe(MeTri)2 favors elongated metal–ligand bonds and stabilizes the high-spin electronic 

configuration of FeII at much lower temperature, significantly decreasing the low- to high-spin 

crossover temperature in this material. Spin-crossover cooperativity in Fe(MeTri)2 is diminished 

relative to that in Fe(Tri)2, as evidenced by X-ray diffraction, magnetic measurements, and 

Mössbauer spectroscopy. Additional studies will focus on further modifications of the linker in 

Fe(Tri)2, e.g., via expansion, to tune the spin-crossover properties as well as access new materials 

with intrinsic porosity, which will introduce the possibility of using post-synthetic redox chemistry 

to probe spin-state dependence of the electronic conductivity.44 
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Chapter 3 Supporting Information 

 

S3.1 Additional Experimental Data 

 

Magnetic Data Analysis and Discussion. Temperature dependent magnetic susceptibility 

data were collected for Fe(MeTri)2 under an applied dc field of 0.1 T with a scan rate of 0.4 K/min 

during warming from 30 to 320 K and subsequent cooling from 320 to 30 K (Figure S3.11). The 

data are plotted as χMT and χM versus T in Figure S3.12. The warming/cooling average data 

collected between 30 and 200 K were fit using the following equations, 

 

𝜒M𝑇 = 𝑁𝛼𝑇 + 3.001𝑝𝐻𝑆, 
and  

𝜒M = 𝑁𝛼 +
3.001𝑝𝐻𝑆

𝑇
, 

 

where Na is the temperature-independent paramagnetic contribution to the molar magnetic 

susceptibility and pHS is the fraction of S = 2 and g = 2 high-spin iron(II) ions. Fits of χMT versus 

T and χM versus T yielded Na / pHS values of 0.00260(2) emu/mol / 0.106(1) and 0.00257(2) 

emu/mol / 0.107(1), respectively. The relatively large values of Na are likely due to a temperature 

independent contribution from low-lying excited states; further investigation would be needed for 

confirmation of this contribution. 

 

In addition, the χMT data between 30 and 320 K were used to obtain the temperature-dependent 

population of high-spin iron(II) ions by using the following rearranged equation, 

 

𝑝𝐻𝑆 =
𝜒M𝑇 − 𝑁𝛼𝑇

3.001
, 

 

where Na was fixed to 0.00260(2) emu/mol as determined above. The temperature dependence of 

the high-spin iron(II) percentages obtained from analysis of X-ray diffraction, Mössbauer 

spectroscopy, and magnetic data are shown in Figure S3.16.  

 

The results from the magnetic and Mössbauer experiments are in reasonable agreement and reveal 

incomplete spin-state crossover, with approximately 10% high-spin iron(II) at 30 and 5 K and 

approximately 80% at 320 K. In contrast, the powder X-ray diffraction data suggest a complete 

spin-state crossover with only the low-temperature and high-temperature spin-states present below 

230 and above 270 K, respectively. Of course, the X-ray diffraction measurements provide average, 

long-range order information only if there is coherent long-range scattering, whereas both 

magnetic and Mössbauer spectral measurements yield local information. As a result, if at low 

temperature a small fraction of high-spin iron(II) ions are trapped on either the Fe1 or Fe2 site, 

perhaps because of a peculiar distribution of the methyl groups in an adjacent pore, these ions will 

contribute to the magnetic and Mössbauer spectral signals but will not contribute to coherent long-

range X-ray diffraction scattering, because of the absence of long-range order. The same 

explanation would apply to the magnetic and Mössbauer spectral observation of approximately 20% 

of trapped low-spin iron(II) ions at 295 K. 
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Mössbauer Spectral Analysis. The Mössbauer spectra were fit with the minimum number 

of symmetric Lorentzian quadrupole doublets, namely five at 5 K and six for the remaining 

temperatures. All of the doublets at a given temperature were fit with a single linewidth ranging 

from 0.32 to 0.36 mm/s. The quality of the fits was judged by their statistical c2 values, the 

randomness of the fit residuals, and the values of the correlation coefficients between the various 

fit parameters. The spectra and fits are shown in Figure 3.3 in the main text and the resulting 

spectral fit parameters are given in Table S3.1. 

Because the iron(II) cations occupy two inequivalent crystallographic sites in Fe(MeTri)2 

and further may be in the low- or high-spin state, at least four different contributions, likely 

quadrupole doublets, to the Mössbauer spectra may be expected. The random distribution of the 

methyl groups in the pores of the structure may also give rise to additional contributions, most 

likely through the broadening of the various spectral components. 

At 5 K, the temperature at which the recoil-free fractions of the two inequivalent 

crystallographic sites, Fe1 and Fe2, are expected to be equal, the absorption areas of the 

contributions from these two sites are thus expected to be in a ratio of 2:1. Fits of the major 

absorption centered at 0.5 mm/s with one doublet clearly showed systematic misfits in the fit 

residual plots. Hence, the major absorption was fit with two contributions (red lines in Figure 3.3 

and S3.13): a singlet (or a doublet with a nearly zero quadrupole splitting) assigned to low-spin 

iron(II) at site Fe2, and a doublet with a quadrupole splitting of 0.34 mm/s assigned to low-spin 

iron(II) at site Fe1, as discussed in the main text. Based on these assignments, the absorption area 

of the Fe2 component was constrained to 33.3% of the total absorption area. The remaining 66.7% 

of the absorption area consists of 54.4(2)% of the low-spin iron(II) ions located at site Fe1 and 

12.3(2)% of high-spin iron(II) ions also at the Fe1 site, assigned on the basis of their large positive 

isomer shifts (green lines). The use of three high-spin iron(II) doublets is justified by the 

asymmetric broadening of the absorption centered at ~2.5 mm/s, and the different quadrupole 

splittings associated with these doublets (see Table S3.1) most likely represent a distribution of 

near-neighbor environments at the Fe1 sites, resulting from the disordered methyl groups in the 

pores. The fit results for the 100 and 200 K Mössbauer spectra are similar to those found for the 5 

K spectrum, as shown in Figure 3.3 and Table S3.1. We also attempted to unconstrain the 

quadrupole splitting of the low-spin Fe2 component at 5 K, and this fitting yielded a non-zero 

value of at most EQ = 0.05 mm/s (see 5 K* fit in Table S3.3 and Figure S3.14). This 5 K* fit is 

consistent with the spectral profile yet statistically indistinguishable from the 5 K fit using the 

constrained quadrupole splitting value of EQ = 0 mm/s. To prevent overparameterization, the 

quadrupole splitting value of all low-spin Fe2 components have been constrained to EQ = 0 mm/s.   

At and above 250 K, there is an additional absorption at ~1.3 mm/s that increases with 

increasing temperature, while the central absorption also broadens with increasing temperature. 

The additional absorption was assigned to a high-spin iron(II) quadrupole doublet for the Fe2 site. 

Hence, between 250 and 295 K, the red singlet and one green doublet with a total percent area of 

33.3% were assigned to the Fe2 sites; the relative area of the red singlet decreases with increasing 

temperature. The remaining red doublet and three green doublets with a total percent area of 66.7% 

were assigned to the Fe1 sites; the relative area of the red doublet decreases with increasing 

temperature. 

The fitting model described above assumes that the recoil-free fractions of the Fe1 and Fe2 

sites are equal at all temperatures. In an attempt to check this assumption at 270 K, the percent 

area of the Fe2 components was refined, and a fit with a quality similar to that shown in Figure 3.3 

was obtained. The resulting Fe2 area was found to be 33.6(1.0)%, slightly larger than the value of 
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33.3% assigned as described above. Thus, the assumption of equivalent recoil-free fractions is 

valid. 

There is a second assumption in the above fitting model; at 5 K the Fe2 iron(II) ions are 

assumed to be 100% low-spin, whereas the Fe1 iron(II) ions are only 87.7% low-spin. Because 

only 1% high-spin Fe2 is fitted at 100 K (Table S3.1), no more is expected at 5 K, and the high-

velocity line of this contribution is expected at ~1.6 mm/s. Neither the fit nor the residuals indicate 

that there is any unaccounted absorption at this velocity. If the constraint on the Fe2 percent area 

of 33.3% is released, the percent area refines to 32(1)%; the c2 of this fit with one additional 

parameter is not significantly smaller than that of the constrained fit, the linewidth increases (which 

is not a good sign for this fit), and the low-spin Fe1 quadrupole splitting decreases and is highly 

positively correlated with the Fe2 percent area. Hence, the analysis of the 5 K Mössbauer spectrum 

rules out the presence of more than one percent of high-spin Fe2, i.e., an amount that is comparable 

to the statistical uncertainty on the measured percent area. 

Under the above assumptions, the Mössbauer spectra indicate that the Fe2 iron(II) ions 

undergo a facile, complete spin-state crossover at a higher temperature than the Fe1 iron(II) ions. 

We believe that this different behavior has its origin in the “protected” environment of the Fe2 

iron(II) ions in the tetrahedron of four Fe1 iron(II) ions and in the larger change in Fe2–N bond 

distance at the transition. 

The isomer shifts of the singlet and doublet assigned to the low-spin iron(II) ions on the 

Fe2 and Fe1 sites, respectively, decrease with increasing temperature, as expected from the 

second-order Doppler shift. The isomer shifts of the green doublets assigned to the high-spin 

iron(II) ions on the Fe1 and Fe2 sites decrease from 5 to 250 K, as expected, but slightly increase 

at 270, 280, and 295 K. This increase most likely is associated with the structural transition that is 

complete at 268 K and is accompanied by an increase in lattice parameter and Fe–N bond distances. 

The quadrupole splitting of the red doublet assigned to low-spin iron(II) ions on the Fe1 

sites decreases with increasing temperature, as is usually observed. The quadrupole splitting of the 

green doublet assigned to high-spin iron(II) ions on the Fe2 sites decreases with increasing 

temperature, in agreement with the Ingalls model.1 The weighted average quadrupole splitting of 

the green doublets assigned to high-spin iron(II) ions on the Fe1 sites decreases with increasing 

temperature from 5 to 250 K but slightly increases at 270, 280, and 295 K. This increase most 

likely is associated with the structural transition which is complete at 268 K. 
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Table S3.1. Rietveld structural refinement parameters to variable-temperature high resolution 

powder X-ray diffraction patterns of Fe(MeTri)2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table S3.2. Calculated surface areas of Fe(Tri)2
2 from and Fe(MeTri)2 from 77 K N2 adsorption 

isotherm data and crystal structures. 

 

 
 
 
 
 
 
 
 
 
 

Compound Fe(Tri)2
2 Fe(MeTri)2 

Temperature 300 K 100 K 350 K 

Crystal 

system 
Cubic Cubic Cubic 

Space group Fd–3m Fd–3m Fd–3m 

V / Å3 4616.38(14) 4723.9(5) 5324.3(6) 

a / Å 16.65075(17) 16.7790(6) 17.4618(6) 

Rp / % 2.731 3.009 3.039 

Rwp / % 3.914 3.958 4.086 

GOF 2.368 1.902 2.056 

Surface Area Fe(Tri)2
2 Fe(MeTri)2 

Langmuir / m2g–1 560 170 

BET / m2g–1
 370 70 

Calculated Accessible / m2g–1 557 0 
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Table S3.3. Complete Mössbauer Spectral Parameters for Fe(MeTri)2
a  

T, K , mm/sb EQ, mm/s , mm/s Area, % Area, (%)(mm/s) Site Assignment 

295 1.023(2) 2.858(5) 0.353(5) 36.8(4) 3.24(3) Fe1, HS Fe(II) 

 0.92(1) 2.33(3) 0.353(5) 7.1(5) - Fe1, HS Fe(II) 

 0.85(2) 1.65(3) 0.353(5) 5.7(4) - Fe1, HS Fe(II) 

 1.020(3) 0.532(5) 0.353(5) 30.4 - Fe2, HS Fe(II) 

 0.418(1) 0.18(1) 0.353(5) 17.1(1.0) - Fe1, LS Fe(II) 

 0.428(1) 0.00 0.353(5) 2.9 - Fe2, LS Fe(II) 

280 1.042(3) 2.904(7) 0.351(3) 32.8(3) 3.52(1) Fe1, HS Fe(II) 

 0.91(2) 2.64(3) 0.351(3) 6.7(3) - Fe1, HS Fe(II) 

 0.89(1) 1.89(2) 0.351(3) 5.7(3) - Fe1, HS Fe(II) 

 1.039(2) 0.570(4) 0.351(3) 29.1 - Fe2, HS Fe(II) 

 0.427(2) 0.198(6) 0.351(3) 21.5(9) - Fe1, LS Fe(II) 

 0.437(2) 0.00 0.351(3) 4.2 - Fe2, LS Fe(II) 

270 1.04(1) 2.95(2) 0.36(1) 22(2) 3.90(4) Fe1, HS Fe(II) 

 0.94(2) 2.63(8) 0.36(1) 7(2) - Fe1, HS Fe(II) 

 0.88(2) 1.86(5) 0.36(1) 5.7(7) - Fe1, HS Fe(II) 

 1.023(7) 0.63(1) 0.36(1) 22.2 - Fe2, HS Fe(II) 

 0.444(3) 0.253(9) 0.36(1) 32(1) - Fe1, LS Fe(II) 

 0.454(3) 0.00 0.36(1) 11.1 - Fe2, LS Fe(II) 

250 1.006(9) 2.94(2) 0.343(7) 10.8(7) 4.54(4) Fe1, HS Fe(II) 

 0.93 2.6 0.343(7) 4.8(8) - Fe1, HS Fe(II) 

 0.901 1.9 0.343(7) 4.0(6) - Fe1, HS Fe(II) 

 1.03(5) 0.8(1) 0.343(7) 9.3 - Fe2, HS Fe(II) 

 0.46(1) 0.32(2) 0.343(7) 47.1(1.0) - Fe1, LS Fe(II) 

 0.468(3) 0.00 0.343(7) 24.0 - Fe2, LS Fe(II) 

200 1.015(8) 3.00(2) 0.319(2) 7.0(2) 5.24(1) Fe1, HS Fe(II) 

 0.96 2.6 0.319(2) 4.4(2) - Fe1, HS Fe(II) 

 0.931 1.9 0.319(2) 3.3(2) - Fe1, HS Fe(II) 

 1.10(2) 0.89(3) 0.319(2) 3.5 - Fe2, HS Fe(II) 

 0.479(1) 0.331(2) 0.319(2) 52.0(6) - Fe1, LS Fe(II) 

 0.492(2) 0.00 0.319(2) 29.8 - Fe2, LS Fe(II) 

100 1.080(9) 3.07(2) 0.340(5) 7.8(3) 6.65(4) Fe1, HS Fe(II) 

 1.01 2.6 0.340(5) 3.00 - Fe1, HS Fe(II) 

 0.98 2.1 0.340(5) 2.4 - Fe1, HS Fe(II) 

 1.11 1.0 0.340(5) 1.0 - Fe2, HS Fe(II) 

 0.506(2) 0.336(4) 0.340(5) 53.5(3) - Fe1, LS Fe(II) 

 0.520(2) 0.00 0.340(5) 32.3 - Fe2, LS Fe(II) 

5 1.075(8) 3.05(2) 0.329(4) 7.3(2) 7.75(4) Fe1, HS Fe(II) 

 1.06 2.6 0.329(4) 3.00 - Fe1, HS Fe(II) 

 1.02 2.06 0.329(4) 2.00 - Fe1, HS Fe(II) 

 0.513(1) 0.344(3) 0.329(4) 54.4(2) - Fe1, LS Fe(II) 

 0.523(1) 0.00 0.329(4) 33.3 - Fe2, LS Fe(II) 

5* c 1.06(1) 2.78(2) 0.329(3) 12.3(2)  Fe1, HS Fe(II) 

 0.513(1) 0.340(3) 0.329(3) 54(1)  Fe1, LS Fe(II) 

 0.523(1) 0.05(1) 0.329(3) 33.33  Fe2, LS Fe(II) 
a Statistical fitting uncertainties are given in parentheses; actual uncertainties may be twice as large. The absence of an 

uncertainty indicates that the parameter was constrained to the value given. b Isomer shifts are given relative to -iron foil 

measured at 295 K. c Parameters corresponding to the fit at the bottom of Figure S3.14, in which the uncertainties on the 

two low-spin quadrupole splittings and the linewidth have been determined through individual fits as discussed in the 

Mössbauer section above.
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Figure S3.1. Thermogravimetric analysis results obtained for as-synthesized Fe(MeTri)2, 

measured with a scan rate of 1.5 C/min. The initial decrease in weight percent likely corresponds 

to evaporation of N,N-dimethylformamide from the crystallite surface and a small amount of water 

introduced during the sample loading. 

 

 

 
 

Figure S3.2. Scanning electron microscopy images of Fe(MeTri)2 crystals obtained at a 

magnification of 1 µm (left) and 200 nm (right). 
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Figure S3.3. Rietveld refinement of powder X-ray diffraction data for desolvated Fe(MeTri)2 

obtained at 350 K. Measured scattered intensity, best fit, and the difference plot are shown with 

blue dots and red, gray lines, respectively. Figures-of-merit (as defined by TOPAS3): Rwp = 4.086%, 

Rp = 3.039%, GoF = 2.056. The wavelength was 0.45212 Å. 

 

 

 
Figure S3.4. Rietveld refinement of powder X-ray diffraction data for desolvated Fe(MeTri)2 

obtained at 100 K. Measured scattered intensity, best fit, and the difference plot are shown with 

blue dots and red, gray lines, respectively. Figures-of-merit (as defined by TOPAS3): Rwp = 3.958%, 

Rp = 3.009%, GoF = 1.902. The wavelength was 0.45212 Å. 
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Figure S3.5. Temperature dependence of unit cell lattice parameter obtained from Pawley 

refinements of variable-temperature powder X-ray diffraction data. Red and blue points 

correspond to lattice parameters determined for the high- and low-temperature structural phases. 

 

 

 

 
 

Figure S3.6. Structural model of desolvated Fe(MeTri)2 obtained from Rietveld refinement of 

powder X-ray diffraction data obtained at 350 K, illustrating a view down the framework pore.  
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Figure S3.7. N2 adsorption isotherm of Fe(MeTri)2 measured at 77 K. 
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Figure S3.8. Structural model of desolvated Fe(MeTri)2 at 350 K obtained using Materials Studio, 

as described in the Additional Experimental Details above. The model structure was assigned a 

space group of P213 (lowered from the experimental Fd3̅m space group) and methyl groups 

originating from disorder were removed. This structure was then used for the calculation of 

theoretical surface area. Tetrahedral building unit (top) and pore structure (bottom) are shown. 

Orange, grey, and blue spheres represent Fe, C, and N ions or atoms, respectively. Hydrogen atoms 

are omitted for clarity. 
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Figure S3.9. Structural model from Rietveld refinement of powder X-ray diffraction data obtained 

at 100 K, displaying the tetrahedral repeat unit. Orange, grey, and blue spheres represent Fe, C, 

and N ions or atoms, respectively. Hydrogen atoms are omitted for clarity. One of the two 

disordered methyl groups per triazolate was omitted for clarity. 
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Figure S3.10. Optical reflectivity spectra (upper) and the absolute reflectivity recorded at 700 nm 

(lower) for Fe(MeTri)2, measured at selected temperatures between 10 and 270 K. A spectroscopic 

white light of 0.5 mW cm−2 was used for the measurements. The absolute reflectivity (lower) plot 

suggests the thermal hysteresis of around 4 K, consistent with the magnetic data. 
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Figure S3.11. Temperature-dependent dc magnetic susceptibility data for Fe(MeTri)2 collected 

under a field of 0.1 T upon warming from 30 to 320 K (red circles) and subsequently cooling  from 

320 to 30 K (blue circles). Both sets of data were collected using a scan rate of 0.4 K/min in settle 

mode.  

 
 
 

 
 

Figure S3.12. Plot of the temperature dependence of χMT (left) and χM (right) for Fe(MeTri)2 

collected at a scan rate of 0.4 K/min. The plotted data points are an average of data from cooling 

and warming sweeps, as shown above. Fits between 30 and 200 K, as described above, are shown 

as solid red lines.  
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Figure S3.13. Variable temperature dc magnetic susceptibility data collected at the indicated scan 

rates before (left) and after (right) temperature lag correction of 0.4, 4, and 7 K for the 1, 5, and 10 

K/min data sets, respectively. Whereas the 0.4, 1, and 5 K/min data sets show the same 4(1) K 

hysteresis at ~265 K, a larger thermal hysteresis of 10 K remains for the highest scan rate of 10 

K/min. This larger hysteresis may be real or may be from an insufficient temperature lag correction. 
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Figure S3.14. The upper 100 and 5 K Mössbauer spectra of Fe(MeTri)2 correspond to the spectral 

parameters given in Table S3.3. The lower 5 K* spectral fit corresponds to the parameters given 

at the bottom of Table S3.3. The red and green solid lines correspond to the low- and high-spin 

iron(II) ions, respectively. 
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Figure S3.15. Temperature dependence of the weighted average hyperfine parameters and the 

percent area of high-spin and low-spin sites obtained from fits of the Mössbauer spectra of 

Fe(MeTri)2. The closed and open symbols correspond to the Fe1 and Fe2 crystallographic sites, 

respectively, and the dotted lines indicate the temperature region, over which the low- and high-

temperature crystallographic phases coexist. In many cases, the uncertainties are smaller than the 

size of the data points. From the Percent Area plot, it is clear that at 5 K, the central Fe2 ions are 

fully LS and ca. 10% of the corner Fe1 sites are HS. As temperature increases, both Fe1 and Fe2 

ions follow rather parallel curves, suggesting good communication between the iron sites. 
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Figure S3.16. The temperature dependence of the high-spin iron(II) percentage obtained from the 

variable temperature magnetic susceptibility data collected at 0.4 K/min (black), from the 

Mössbauer results (red), and from the powder X-ray diffraction results (blue). The dotted curve is 

the sigmoid function pHS =100
1

1+e-T+255
. 
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Chapter 4: Magnetic Ordering through Itinerant 

Ferromagnetism in a Metal–Organic Framework 
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4.1 Introduction 

 

The development of multifunctional magnets with optimized magnetic properties in 

concert with other physical properties such as porosity and high magnetoresistance remains a 

daunting challenge, with promise to enable new applications in green technologies1 and next-

generation data processing and storage.2,3 For realization of commercial applications, it is crucial 

for a magnet to exhibit a high magnetic ordering temperature beyond potentially elevated operating 

temperatures. The vast majority of solid-state permanent magnets with high ordering temperatures 

are based on itinerant magnetism.4 In particular, a specific form of itinerant magnetism, known as 

a double-exchange mechanism, was discovered by Zener in 1951 to explain the coexistence of 

metallic conductivity and high-temperature ferromagnetism in perovskite mixed-valence 

manganites, which contain MnIII and MnIV ions connected by bridging O2− ions.5 Here, an itinerant 

electron is delocalized between eg orbitals of neighboring Mn ions and consequently promotes a 

parallel alignment of spins for the localized electrons in t2g orbitals, in accordance with Hund’s 

rules. Many such double-exchange solid-state materials, including cobaltites and Heusler alloys, 

have since been discovered and investigated for applications in spintronics devices.2,6,7  

As an alternative to traditional solid-state materials, metal–organic frameworks, a subclass 

of coordination solids, are composed of inorganic building units connected by polytopic organic 

linkers. Compared to solid-state materials, metal–organic frameworks can offer tremendous 

synthetic versatility for fine-tuning their chemical and physical properties. For instance, organic 

linkers with predictable binding modes can be utilized to yield frameworks with unique crystal 

structures and physical properties, which are easily modified through methods including 

substitution of electron donating/withdrawing substituents on the ligand, post-synthetic redox 

chemistry, and metal or linker exchange.8-10 Furthermore, a combination of a long-range magnetic 

order and porosity in framework materials could lead to the realization of lightweight permanent 

magnets and magnetic separation media.11-13 Nevertheless, the overwhelming majority of 

framework materials are not permanent magnets, owing primarily to the inability of diamagnetic 

organic linkers to mediate the strong magnetic coupling requisite for long-range order. Indeed, 

only a few strategies have been developed to synthesize coordination solids with high magnetic 

ordering temperatures, including the employment of short diamagnetic inorganic ligands or 

organic radical ligands, as exemplified by Prussian blue analogues and the amorphous material 

V(tetracyanoethylene)~2, respectively.11,12,14–18 Alternatively, a potentially powerful, yet 

unrealized strategy involves the utilization of itinerant charge carriers via a double exchange 

mechanism. In addition to achieving high ordering temperatures in metal–organic magnets 

containing diamagnetic linkers, this approach may further provide a means of introducing metallic 

electronic conductivity. 

While double exchange is a recognized phenomenon in solid-state materials,5–7 examples 

in coordination solids with organic ligands are limited to molecular compounds.19,20 Azolate 

ligands have strong σ-donating and π-accepting abilities, and when coordinated to octahedral metal 

ions with diffuse dπ orbitals of favorable energies, strong π-d conjugation between ligand and metal 

orbitals may arise.19,20,21 Furthermore, compact, symmetrical azolate ligands can support crystal 

structures consisting of infinite metal–azolate chains with short metal–metal distances and an 

octahedral coordination environment around metal ions, providing efficient pathways for long-

range charge transport and magnetic interaction.23-25 Herein, we report the mixed-valence 

framework material Cr(tri)2(CF3SO3)0.33, which exhibits itinerant ferromagnetism with TC = 225 

K via a double-exchange mechanism. 
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4.2 Results and discussion 

 

Synthesis and spectroscopic properties. The compound Cr(tri)2(CF3SO3)0.33 (Htri = 1H-

1,2,3-triazole) is formed through a solvothermal reaction between anhydrous Cr(CF3SO3)2 and 1H-

1,2,3-triazole in N,N-dimethylformamide (see Methods and Supporting Information). The 

resulting purple solid consists of octahedron-shaped crystals with an edge dimension of ~0.5 µm 

(Fig. S4.1) and is structurally analogous to reported M(tri)2 (M = Mg, Mn, Fe, Co, Cu, Zn, Cd) 

materials.24,26,27 The material has a diamondoid-type structure formed by corner-sharing 

tetrahedral pentanuclear repeating units (Fig. 1a), where each unit comprises two 

crystallographically distinct Cr ions bridged by a 1,2,3-triazolate ligand with Cr1-N1 and Cr2-N2 

distances of 2.067(4) and 2.031(6) Å, respectively (Fig. 1b). In addition, the pores of the 

framework are occupied by disordered CF3SO3
− ions. A careful analysis of the refined chemical 

occupancies reveals the presence of 0.34 CF3SO3
− ions per Cr ion, which is close to the expected 

chemical formula of Cr(tri)2(CF3SO3)0.33 if each pore within the framework is filled with a single 

CF3SO3
− ion. The presence of inserted CF3SO3

− ions was further confirmed by the low BET 

surface area of 80 m2 g−1 calculated from an N2 adsorption isotherm (Fig. S4.2) and elemental 

analysis for C, H, and N that is consistent with the formula Cr(tri)2(CF3SO3)0.33 (see Methods). 

The presence of charge-balancing CF3SO3
− ions in the pores of the framework indicates that the 

material contains mixed-valence CrII/III centers (see Supporting Information). 

 

 

 
 

Figure 4.1. Solid-state structures. a, Portions of the Cr–N sublattice of the Cr(tri)2(CF3SO3)0.33 

structure determined from analysis of powder X-ray diffraction data collected at 360 K, showing 

continuous chromium-triazolate chains forming a diamondoid-type lattice and a disordered, 

charge-balancing trifluoromethanesulfonate anion in the pore cavity. b, A tetrahedral, pentanuclear 

repeating unit. Cr, purple; S, yellow; F, green; O, red; N, blue and C, grey; H atoms are omitted 

for clarity. 
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A diffuse reflectance UV–vis–near-IR spectrum of Cr(tri)2(CF3SO3)0.33 was obtained to 

confirm and further probe the mixed-valence electronic structure (Fig. 2a). Notably, the spectrum 

exhibits an intense absorption band in the near-IR region between 5,000 and 12,000 cm−1, with the 

absorbance increasing continuously to lower energies. We assign the observed band to an 

intervalence charge-transfer transition between mixed-valence CrII/III centers. Furthermore, the IR 

spectrum of Cr(tri)2(CF3SO3)0.33 exhibits a broad absorption between 1,500 and 6,000 cm−1, owing 

to extension of the intervalence charge-transfer transition band into the mid-IR region (Fig. 2b). 

The absorption band masks most of the expected vibrational modes, leaving few detectable, sharp 

features. Indeed, absorption bands of similar energies have also been reported for other mixed-

valence coordination solids and charge transfer salts.21,24,28,29 We note that the presence of such 

low-energy transitions suggests a negligible optical band gap stemming from a near-continuous 

distribution of mid-gap states. 

 

 
 



100 
 

Figure 4.2. Spectroscopic characterization. a, b, Diffuse reflectance UV-vis-NIR (a) and 

infrared (b) spectra of Cr(tri)2(CF3SO3)0.33 collected at 300 K. Intense absorption band below 

12,000 cm−1 extending to mid-IR region is due to intervalence charge-transfer transition from 

mixed-valence Cr ions. 

 

Magnetic Properties. Variable-temperature dc magnetic susceptibility measurements 

were performed to investigate the magnetic properties of Cr(tri)2(CF3SO3)0.33, (Fig. 3a). The plot 

of magnetization versus temperature features a gradual increase in magnetization upon decreasing 

the temperature from 350 K, followed by a sudden increase below ~250 K. This sharp rise indicates 

a magnetic phase transition accompanied by an increased magnetic correlation length within the 

system. The plot exhibits bifurcation of field-cooled and zero-field-cooled curves below the 

transition temperature, indicative of spontaneous magnetization. Furthermore, a Curie-Weiss fit to 

the inverse dc susceptibility data from 300 to 350 K affords θCW = 268 K, with the positive Curie-

Weiss temperature suggesting dominant ferromagnetism, consistent with double exchange (see 

Supporting Information and Fig. S4.3a). The presence of magnetic order was confirmed by ac 

magnetic susceptibility measurements (Fig. S4.3b-f), which show sharp increases in both the in-

phase (χM) and the out-of-phase (χM) susceptibilities below 250 K. A precise magnetic ordering 

temperature was determined as TC = 225 K by locating the temperature at which χM undergoes a 

sharp increase from zero. To the best of our knowledge, Cr(tri)2(CF3SO3)0.33 exhibits the highest 

ferromagnetic ordering temperature among all coordination solids and the highest temperature for 

any type of magnetic order among structurally characterized metal–organic frameworks, with the 

previous records being TC = 107 K for [{Ru2(m-fluorobenzoate)4}2(BTDA-TCNQ)] (BTDA-

TCNQ = bis(1,2,5-thiadiazolo)tetracyanoquinodimethane) and TN = 171 K for Mn(TCNE)3/2(I3)1/2 

(TCNE = tetracyanoethylene), respectively.11,12,30,31 The variable-field magnetization data 

collected between 3 and 270 K exhibit an S-shaped curve that quickly saturates at a magnetization 

of 2.39 µB mol−1 at 3 K, close to the expected value of 2.33 µB mol−1 for ferromagnetically coupled 

low-spin CrII and CrIII centers present in a 2:1 ratio (Fig. 3c). We note that the presence of mixed-

valence low-spin CrII/III ions suggests that the itinerant electrons are housed in the t2g orbitals. The 

magnetization data do not exhibit a significant hysteresis, with only a small remnant magnetization 

at all temperatures below TC, indicating that Cr(tri)2(CF3SO3)0.33 is a soft magnet. We note that the 

cubic crystal structure of the compound, which results in a clear lack of bulk magnetocrystalline 

anisotropy, is one of the dominant contributors to the observed magnetic behavior with small 

hysteresis.  
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Figure 3.1. Magnetic properties of Cr(tri)2(CF3SO3)0.33. a, Variable-temperature zero-field-

cooled (open circles) and field-cooled (closed circles) magnetic susceptibility data collected at 

selected dc magnetic fields of 1000 (red), 100 (green), and 25 Oe (blue). b, Variable-temperature 

out-of-phase ac magnetic susceptibility (χM) collected with ac oscillating magnetic field of 4 Oe 

at a frequency of 10 Hz and under zero dc magnetic field. The sharp increase of χM suggests 

magnetic ordering temperature of TC = 225 K. c, Variable-field magnetization data collected at 

selected temperatures with a sweep rate of 33 Oe s−1. Saturation magnetization value of 2.39 µB 

mol−1 at 3 K consistent with ferromagnetically coupled mixed-valence low-spin CrII/III ions. 

 

Electronic structure calculations. Insights into the electronic structure of 

Cr(tri)2(CF3SO3)0.33 were obtained using Density Functional Theory (DFT) (see Supporting 

Information for full computational details).  Calculations were performed on the full three-

dimensional unit cell, which contains 24 Cr atoms, 48 triazolate ligands, and 8 triflate anions. The 

results suggest that the ferromagnetic state is lower in energy compared to the antiferromagnetic 

state by 0.127 eV/Cr atom, in agreement with the magnetic measurements. In the ferromagnetic 

state, the calculated saturation magnetic moment is 2.41 µB, which is in excellent agreement with 

the experimentally measured value of 2.39 µB. The band structure of Cr(tri)2(CF3SO3)0.33 (Fig. 4a) 

near the Fermi energy predominantly consists of spin-down bands with a large density of states 

and a band dispersion of ~1 eV, suggesting significant spin-polarization. Here, spin polarization is 

defined as the extent to which the spin is aligned in a particular direction.32 The projected band 

structure (Fig. 4b) and projected density of states (Fig. 4d) show that both Cr d orbitals and N p 

orbitals of the triazolate ligands contribute to the valence band maximum and the conduction band 

minimum. Near the Fermi energy, the frontier orbitals of the bands are dominated by the Cr dπ 

orbitals and N p orbitals, with approximately 32% hybridization between them, indicating a strong 

hybridization between the Cr d and N p orbitals and π-d conjugation. Fig. 4d also highlights spin 

polarization as illustrated by the substantial peak in the spin-down density at the Fermi energy for 

both the total and the Cr d orbitals. This shows that the Cr d orbitals are primarily contributing to 

the spin polarized state. The localized charge density (Fig. S4.4) shows alternating high and low 

charge Cr centers. The Cr centers of lower and higher charges exhibit lower and higher magnetic 

moments, respectively, consistent with the mixed-valence low-spin CrII/III centers. Notably, the 

charge density and projected density of states both indicate spin-polarization. Taken together, these 

computational results demonstrate a ferromagnetic ground state for Cr(tri)2(CF3SO3)0.33, and the 

high density of spin-polarized bands near the Fermi energy arising from a strong π-d hybridization 

suggests delocalization of electrons in the valence band maximum, consistent with double 

exchange stemming from the mixed-valence metal centers. 
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Figure 4.4. Electronic structure calculations and electronic conductivity of 

Cr(tri)2(CF3SO3)0.33. a,b, Total (a) and projected (b) band structure for the ferromagnetic state, 

calculated using the Perdew-Burke-Brnzerhof (PBE) functional. The zero of energy is set to the 

highest occupied state. The symmetry points correspond to  = (0,0,0), X = (0.5,0,0), Y = (0,0.5,0), 

Z = (0,0,0.5), and R = (0.5,0.5,0.5). Dense spin-down bands near the Fermi energy with dominant 

contributions from strongly hybridized Cr dπ and N p orbitals. c, The geometry-optimized structure 

of Cr(tri)2(CF3SO3)0.33. Blue, light blue, brown, and white spheres represent Cr, N, C, and H atoms, 

respectively; CF3SO3
− ion has been omitted for clarity. d, Partial density of states (pDOS) in 

arbitrary units for the ferromagnetic state. The zero of energy is set to the highest occupied state 

denoted by the dotted vertical line. e, Variable-temperature conductivity data of 

Cr(tri)2(CF3SO3)0.33. Blue and red spheres represent measurements taken during cooling and 

warming, respectively. Green spheres represent data collected while cooling under an applied 

magnetic field of 7 T. The increased conductivity under a magnetic field below TC consistent with 

negative magnetoresistance. f, Magnetoresistance data of Cr(tri)2(CF3SO3)0.33 collected at 5 K 

under selected dc magnetic fields with maximum negative magnetoresistance of ~23 % at 7 T. 
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Electronic conductivity and magnetoresistance. Variable-temperature conductivity 

measurements were performed to investigate the charge transport properties associated with 

double exchange in Cr(tri)2(CF3SO3)0.33 (Fig. 4e and Fig. S4.5). Upon cooling from 300 to 200 K, 

the conductivity decreases very slightly from  = 1.4(1) × 10−2 to 1.3(1) × 10−2 S cm−1. Despite 

the presence of a slight hysteresis between data measured upon cooling vs warming the sample, 

the cooling data above 200 K could be fit using the three-dimensional variable-range hopping 

model (see Supporting Information). Below TC and down to 80 K, the compound exhibits a 

conductivity that is nearly temperature-independent, with   ≈ 1.2(1) × 10−2 S cm−1. An Arrhenius 

fit to the data in this temperature range yields a small activation energy of 0.14 meV, suggestive 

of highly delocalized charge carriers. Upon cooling below 80 K, we observed a decrease in 

conductivity to  = 4.4(1) × 10−3 S cm−1 at 5 K. The low-temperature data are best fit with the 

Efros–Shklovskii variable-range hopping model, highlighting a transition back to localized small 

polarons (see Supporting Information).33 Next, conductivity measurements were performed on the 

same sample pellet while cooling the cell under an applied field of 7 T. Strikingly, the conductivity 

increases as the temperature is lowered from 225 to 80 K. At 5 K, Cr(tri)2(CF3SO3)0.33 exhibits a 

maximum negative magnetoresistance of ~23 % (Fig. 4f), representing one of the highest values 

for any coordination solid.34–37 The observed barrier-less transport behavior in conjunction with 

the large negative magnetoresistance is consistent with a double exchange mechanism in 

Cr(tri)2(CF3SO3)0.33. The computational results suggest that the partially filled spin-down bands 

near the Fermi level give rise to a current density that is carried mainly by spin-down charge 

carriers. Due to the spin-polarized current, the presence of any tunneling junctions consisting of 

ferromagnetic domains/layers can yield large magnetoresistance. As Cr(tri)2(CF3SO3)0.33 is a soft 

ferromagnet, the material most likely consists of randomly aligned ferromagnetic domains under 

zero applied magnetic field. Under an applied magnetic field, the ferromagnetic domains can align 

parallel to each other, allowing a facile transport of spin-polarized currents. Indeed, large negative 

magnetoresistance has commonly been observed in solid-state materials with itinerant 

ferromagnetism.38,39 

 

4.3 Conclusions 

 

The foregoing results demonstrate the observation of itinerant ferromagnetism in a metal–

organic framework, which gives rise to an magnetic ordering temperature of TC = 225 K and high 

magnetoresistance. Importantly, the employed synthetic approach of utilizing π-d conjugation 

between organic linkers and mixed-valence metal centers with diffuse dπ orbitals provides a 

general blueprint from which to design materials with enhanced magnetic and charge transport 

properties, given the vast chemical versatility offered by metal–organic frameworks. 

 

4.4 Methods  

 

Synthesis of Cr(tri)2(CF3SO3)0.33. All handling of Cr(tri)2(CF3SO3)0.33 was performed 

under a dry N2 or Ar atmosphere. Liquid 1H-1,2,3-triazole (1.04 g, 15.0 mmol) was added to a 20-

mL glass scintillation vial containing a solution of Cr(CF3SO3)2 (1.75 g, 5.00 mmol) in 10 mL of 

DMF. The vial was sealed with a polytetrafluoroethylene-lined cap and heated at 120 °C for 3 

days. The resulting suspension was cooled to 25 °C and filtered with a Nylon membrane filter to 

yield a dark purple powder. The powder was washed by soaking in DMF (3 × 15 mL) and then in 
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dichloromethane (4 × 15 mL), and was dried under dynamic vacuum (<10 µbar) at 130 °C for 48 

h to afford 0.356 g (30%) of product as a purple microcrystalline powder. Anal. Calcd for 

CrC4.33H4N6FS0.33O: C, 21.91; H, 1.70; N, 35.41. Found: C, 22.24; H, 1.44; N, 35.21. 

Magnetic measurements. In a glovebox under an N2 atmosphere, a sample was prepared 

by adding an activated powder into a 5-mm-inner-diameter quartz tube containing a raised quartz 

platform. The sample powder was restrained with a plug of compacted glass wool to prevent 

crystallite torqueing during measurements. The quartz tube was transferred to a Schlenk line and 

evacuated until the internal pressure reached 30 mTorr. The tube was cooled in liquid N2 and 

flame-sealed under static vacuum. All magnetic measurements were performed using a Quantum 

Design MPMS2 SQUID magnetometer from 3 to 350 K at applied magnetic fields ranging from 0 

to ±7 T. The ac susceptibility measurements were performed with an oscillating field of 4 Oe with 

a frequency from 1 to 100 Hz. Diamagnetic corrections were applied to the data using Pascal’s 

constants to give χD = −0.00009744 emu mol−1. 

Electrical conductivity measurements. Conductivity measurements were performed 

using a home-built four-contact cell (Fig. S4.10a). In a glovebox under an Ar atmosphere, a sample 

pellet was manually pressed in a cell with a known inner cell diameter. While pressed, the cell was 

sealed with Torr Seal® low-vapor-pressure epoxy. When the epoxy dried completely, the cell was 

removed from the press for the sample pellet thickness to be measured using a caliper. Room 

temperature conductivity measurement was performed using a Bio-Logic VMP-3 

multipotentiostat fitted to the Ar glovebox. Variable-temperature conductivity measurements were 

performed in a Quantum Design MPMS2 SQUID magnetometer with a modified sample rod that 

accommodates ten 26 AWG silver coated copper cables sealed at the top of the rod with an air 

tight Swagelock fitting and Torr Seal® low-vapor-pressure epoxy. The airtight sample cell was 

attached to the SQUID sample rod and inserted into the cryostat-equipped SQUID chamber at 300 

K. I-V profiles between 5 and 300 K were collected with a Bio-Logic SP200 potentiostat by 

scanning current between ±50 µA and the sample cell allowed to equilibrate for at least 30 min 

between each measured temperature. All data collected were ohmic within a ±50 µA window and 

were then modelled with Ohm’s Law, E×σ = j, where E is the applied electric field and j is the 

current density, to determine the sample conductivity with σ with the units of S cm−1. 

Magnetoresistance measurements were performed by applying magnetic fields ranging from 0 to 

±7 T during I-V profile collections. Data were fitted to charge-transport models as described in the 

Supporting Information.  

High-resolution powder X-ray diffraction. The powder sample was packed into a 1.0-

mm boron-rich glass capillary tube inside a glovebox under an N2 atmosphere. The capillary was 

flame-sealed and placed inside a Kapton tube that was sealed on both ends with epoxy. High-

resolution synchrotron X-ray powder diffraction data were collected at Beamline 11-BM at the 

Advanced Photon Source (APS) at Argonne National Laboratory. Diffraction patterns were 

collected at 360, 220, and 120 K with a wavelength of 0.412685 Å. Discrete detectors covering an 

angular range from −6 to 16° in 2θ were scanned over a 34° range of 2θ, with data points collected 

every 0.001° in 2θ and at scan speed of 0.01° s−1. For all diffraction data from Beamline 11-BM, 

precise unit-cell dimensions were determined by performing Pawley refinements, after which 

Rietveld refinements were performed using the software package TOPAS-Academic40. High-

resolution synchrotron X-ray powder diffraction data between 270 and 5 K (Fig. S4.12a) were 

collected at Beamline BM31 at the European Synchrotron Radiation Facility (ESRF) with the 

wavelength of 0.49754758 Å. 
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Powder neutron diffraction. Powder neutron diffraction data were collected on the 

POWGEN instrument at the Spallation Neutron Source (SNS) at Oak Ridge National Laboratory 

(ORNL). Approximately one gram of sample was loaded into a vanadium POWGEN Automatic 

Changer can in an He-filled glovebox. Data were collected at the selected temperatures of 300, 

150, and 10 K in the high-resolution mode41. 
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Chapter 4 Supporting Information 

 

S4.1 Definition of compound 

 

Cr(tri)2(CF3SO3)0.33 (Htri = 1H-1,2,3-triazole) 

 

S4.2 Additional Methods 

 

Materials. All manipulations were performed under an Ar atmosphere in an Mbraun glovebox or 

using standard Schlenk techniques. Anhydrous N,N-dimethylformamide (DMF) and 

dichloromethane were obtained from a JC Meyer solvent system and stored over 3- or 4-Å 

molecular sieves prior to use. The molecule 1H-1,2,3-triazole (98% purity) was purchased from 

VWR International LLC, deoxygenated with three successive freeze-pump-thaw cycles, and dried 

over 4-Å molecular sieves before use. Anhydrous Cr(CF3SO3)2 was prepared according to a 

previously reported procedure.1 Elemental analyses for C, H, and N were obtained from the 

Microanalytical Laboratory at the University of California, Berkeley. 

 

Soft X-ray Absorption Spectroscopy. In an Ar atmosphere glovebox, samples of Fe(tri)2 

(prepared according to a previously reported procedure2) and Cr(tri)2(CF3SO3)0.33 were loaded on 

carbon tape on a Cu sample puck. Samples were transferred to an airtight sample holder, 

transferred to the end station of beamline 8.0.1 of the Advanced Light Source at Lawrence 

Berkeley National Laboratory, and evacuated to ultrahigh vacuum (10−9 torr). Spectra were 

collected in both total-electron-yield (TEY) and total-fluorescence-yield (TFY) mode. TFY data 

are presented here to ensure the spectra are reflective of the bulk sample. Reference spectra were 

collected on samples of hexagonal boron nitride before and after each measurement to calibrate 

the monochromator energy. XAS spectra were collected at room temperature from energies well-

below to well-above the region of interest. Data were collected on three different spots on the 

samples and combined prior to normalization. Normalization was performed according to an 

established procedure: (1) The sample signal was divided by the incident intensity measured from 

the sample drain current from a freshly coated gold mesh inserted into the beam path before the 

X-rays interact with the sample; (2) A linear background is removed from the collected data by 

fitting a line to the featureless, low-energy data region of the spectrum; (3) The spectrum is 

normalized by setting the low-energy region to 0 and the linear, high-energy region to unity. 

 

Surface area measurement. Gas adsorption isotherms for pressures in the range of 0-1 bar were 

measured using a Micrometrics ASAP2020 gas adsorption analyser instrument. In an N2-filled 

glovebox, the samples were transferred to a pre-weighted analysis tube and capped with a 

Micrometrics TranSeal. The analysis tube containing the sample was transferred to a Micrometrics 

Smart VacPrep instrument and evacuated by heating to 130 °C with a ramp rate of 2 °C min−1 

under dynamic vacuum for 48 h, until an outgas rate of <3 µbar min−1 was achieved. The evacuated 

tube was carefully transferred to an electronic balance and weighed to determine the sample mass. 

The analysis tube was then transferred to an analysis port of the Micrometrics ASAP2020 

instrument. An N2 isotherm at 77 K was measured using a UHP-grade gas source. For the 

determination of surface areas, the Langmuir and BET methods were applied using Micrometrics 

software, assuming an N2 cross-sectional area of 16.2 Å2 molecule−1.  
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Infrared spectroscopy. Room temperature infrared spectrum was collected using a Perkin Elmer 

Spectrum FT-IR/FT-FIR spectrometer with an attenuated total reflectance accessory (ATR) with 

a home-built N2 glove bag attachment for air-sensitive compounds. For variable-temperature 

measurements, infrared spectra were collected using a Bruker Vertex 70 spectrometer equipped 

with a glowbar source, KBr beamsplitter, and a liquid nitrogen cooled mercury-cadmium-telluride 

detector. A custom-built diffuse reflectance system was used for all measurements. Sample 

temperature was controlled by an Oxford Instruments OptistatDry TLEX cryostat, and sample 

atmosphere was controlled by a Micromeritics ASAP 2020Plus gas sorption analyzer. In a typical 

experiment, material was dispersed in dry KBr (10 wt %) in an Ar-filled glovebox and evacuated 

under turbovac. Spectra were collected at various temperatures until no further changes were 

observed. 

 

UV-visible-NIR diffuse reflectance spectroscopy. UV-vis-NIR diffuse reflectance spectra were 

collected using a CARY 5000 spectrophotometer interfaced with Varian Win UV software. The 

sample was prepared in an Ar-filled glovebox and held in a Praying Mantis air-free diffuse 

reflectance cell. Barium sulfate powder was used as a non-abosrbing matrix. The spectrum was 

collected in F(R) vs wavenumber, where F(R) is the Kublelka-Munk conversion F(R) = (1 − R)2/2R 

of the raw diffuse reflectance, R. 

 

Scanning electron microscopy. The sample for scanning electron microscopy (SEM) imaging 

was prepared by dispersing a powder sample of Cr(tri)2(CF3SO3)0.33 in dichloromethane followed 

by drop casting onto a silicon wafer. SEM images were obtained using a Hitachi S-5000 instrument 

at 10 keV and 4 nA. 
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S4.3 Additional Discussion 

 

Synthesis of Cr(tri)2(CF3SO3)0.33. For a successful synthesis of Cr(tri)2(CF3SO3)0.33 with high 

crystallinity, a careful choice of CrII salt was found to be crucial. For instance, a presence of any 

coordinating anions during reaction resulted in the formation of different phase or defects. Among 

CrII salts screened, the weakly coordinating trifluoromethanesulfonate anion with high thermal 

stability yielded the best result. Despite reactions under a rigorously air free condition, spontaneous 

oxidation of some CrII ions resulted in mixed-valence Cr(tri)2(CF3SO3)0.33 material. This is could 

be due to reduction of protons on 1H-1,2,3-triazole ligands, forming H2 gas. Though unsuccessful, 

among numerous attempts to isolate valence-pure Cr(tri)2 include using bulky anions such as 

tetraphenylborate to prevent insertion into the pores of the framework,3 using Cr0 sources to 

maintain a reducing chemical environment during reactions,4 and post-synthetic reduction of 

mixed-valence Cr(tri)2(CF3SO3)0.33 material.5 

 

Structure solution and Rietveld refinement. The data analysis was performed with the TOPAS 

software.6 In the Rietveld refinements,7 the MOF was described using the published cubic structure 

(space group Fd-3m, a = 16.65075(17) Å).2 The triflate anion was found to be disordered in the 

pore of the MOF. To model the structure, one triflate anion was placed on a general position (with 

site multiplicity of 192), described as a rigid body in Z-matrix notation, and the fractional 

coordinates and one general site occupancy factor were freely refined with the simulated annealing 

algorithm.8 Once a global minimum was reached, the crystal structures were subjected to Rietveld 

refinement, in which the fractional coordinates and one general site occupancy factor were refined 

together with all profile and lattice parameters. For the 360 K pattern, the refinement resulted in 

site occupancy of 0.34 that corresponds to 0.33 anions to one Cr atom (see Supplementary Table 

S4.2). 

 

Magnetic measurements and powder neutron diffraction data. At 350 K, Cr(tri)2(CF3SO3)0.33 

exhibits the magnetic susceptibility-temperature product, χMT, of 10.7 emu∙K/mol, which is larger 

than the expected value of 1.29 emu∙K/mol for uncoupled S = 3/2 Cr3+ and S = 1 low-spin Cr2+ 

with 1:2 ratio. Furthermore, χMT value increases significantly with decreasing temperature. This 

high temperature behavior is indicative of a strong magnetic interaction between paramagnetic 

centers. Indeed, high temperature region of inverse dc susceptibility data is poorly described by 

Curie-Weiss law (Fig. S4.3a). Thus, magnetic susceptibility data from 300 to 350 K was used for 

a Curie-Weiss fit to yield C = 2.55 emu K mol−1 and θCW = 268 K with R2 = 0.994. We note that 

the Curie-Weiss fits on the magnetic data of many radical-bridged metal-organic ferrimagnets also 

yield positive θCW values, and that CrII ions are known to reduce redox-active ligands, such as 

pyrazine, in framework materials. We believe this scenario is not a possibility in 

Cr(tri)2(CF3SO3)0.33. Nitrogen–nitrogen and carbon–nitrogen bond distances in the ligands of the 

framework (Supplementary Table S4.2) are similar to those found in other triazolate-based 

materials, though we note that full metal-to-ligand electron transfer in Cr(tri)2(CF3SO3)0.33 would 

likely result in only partial reduction of each ligand, suggesting that bond distances are not 

completely conclusive of the redox state of the triazolate ligands. However, direct evidence for the 

absence of organic radical character in Cr(tri)2(CF3SO3)0.33 is provided by nitrogen K-edge X-ray 

absorption spectroscopy (Figure S4.11), which probes excitations from nitrogen 1s to 2p orbitals. 

A comparison of nitrogen K-edge XAS data for Fe(tri)2 (for which Mössbauer and EPR 

spectroscopy provide no evidence of ligand-centered radicals) and Cr(tri)2(CF3SO3)0.33 indicate no 
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change in the primary transition at 401.2 eV. A metal-to-ligand electron transfer in 

Cr(tri)2(CF3SO3)0.33 would result in population of a ligand π* orbital, which would result in a 

suppression of this transition intensity and/or a shift to lower energies. As such, nitrogen K-edge 

XAS support an assignment of Cr mixed-valency, rather than ligand reduction. Consequently, the 

observed positive θCW value in Cr(tri)2(CF3SO3)0.33 arise from the ferromagnetic double-exchange 

contribution. 

Upon the onset of magnetic ordering, variable-temperature ac magnetic susceptibility data 

exhibits a strong peak in in-phase (χM) and out-of-phase (χM) susceptibilities (Fig. S4.3b-f). Both 

χM and χM susceptibility plots display small frequency dependencies, with the maximum peak 

positions shifting to higher temperatures with increasing ac frequencies. Such frequency dependent 

ac susceptibility peaks are often attributed to glassy magnetic behavior from spin frustration. For 

quantifying glassiness, Mydosh parameter, φ, may be calculated, defined as the slope in Tf vs log(ν) 

curve normalized at Tf(0), where Tf is the freezing temperature defined as the peak maximum in 

χM at each frequency, Tf(0) is the freezing temperature defined as the peak maximum in χM 

extrapolated at log(ν) = 0, and log(ν) is the logarithm of the ac frequency.9 For Cr(tri)2(CF3SO3)0.33, 

ac susceptibility data at 1, 10, 100 Hz were used to estimate the Mydosh parameter, yielding φ = 

0.01. The estimate Mydosh parameter indicates that Cr(tri)2(CF3SO3)0.33 may be classified as a 

spin glass rather than a superparamagnet or a cluster glass. However, unlike in most frustrated 

spin-glass materials, Cr(tri)2(CF3SO3)0.33 exhibits a variable-field magnetization data with a 

magnetization moment that quickly saturates at a small applied field (Fig. 3b). Also, a small 

frustration parameter f = |θCW|/TC ~1.2 indicates that the spin frustration in Cr(tri)2(CF3SO3)0.33 is 

negligible and long-ranged magnetic ordering is feasible. Indeed, the neutron diffraction data (Fig. 

S4.8b) at 150 K exhibit a notable increase in the diffraction peak intensities from magnetic 

scattering, supporting a long-ranged magnetic ordering. We note that a χM susceptibility data 

exhibits a smaller peak at a lower temperature ~75 K, which exhibits a larger frequency 

dependence with φ = 0.11. Furthermore, the neutron diffraction data suggest disappearance of 

magnetic scattering at 10 K, with nearly overlapping 300 and 10 K diffraction patterns. While we 

have not investigated further, the low-temperature frequency-dependent χM peak and neutron 

diffraction data suggest a magnetic phase transition such as re-entrant spin glass, as observed in 

some double-exchange solids at intermediate doping levels.10,11 Investigation of the magnetic 

domain size and redox dependent magnetism in Cr(tri)2(CF3SO3)0.33 presents an intriguing area for 

further study. 

 

Electrical conductivity measurements and charge transport mechanisms. For investigation of 

temperature-dependent charge transport mechanism, variable-temperature conductivity data was 

plotted as Fig. S4.5. Log(σ) data for polaronic nearest-neighbor hopping (Eqn 1), Efros-Shklovskii 

variable-range hopping (Eqn 2), and three-dimensional variable-range hopping (Eqn 3) models are 

expected to follow linear 𝑇−1, 𝑇−
1

2, and 𝑇−
1

4 temperature dependences, respectively.  

 

(1)     𝜎𝑇 =  𝜎0e
−

𝐸A
𝑘B𝑇  

 

(2)     𝜎 =  𝜎0e−(
𝑇0
𝑇

)
1
2
 

 

(3)     𝜎 =  𝜎0e−(
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𝑇

)
1
4
 



113 
 

 

In Eqn 1, 2, and 3, σ is the conductivity, T is temperature, σ0 is the pre-exponential factor, EA is 

the thermal energy barrier to hopping, kB is the Boltzmann constant, and T0 is the characteristic 

temperature. 

Notably, variable-temperature conductivity data of Cr(tri)2(CF3SO3)0.33 exhibits distinct 

temperature dependences at high, intermediate, and low temperature regimes for T > 200 K, 200 

K > T > 80 K, and T < 80 K. Prior to the discussion, we note that variable-temperature synchrotron 

powder X-ray diffraction measurements was performed between 5 and 270 K to investigate 

potential structural phase transitions between three temperature regimes (Fig. S4.8a). However, 

Cr(tri)2(CF3SO3)0.33 maintains a cubic Fd3̅m space group at all investigated temperatures without 

any noticeable indication of a structural phase change. 

For high temperature regime, although a precise determination of charge transport 

mechanism is challenging due to the presence of hysteresis, three-dimensional variable-range 

hopping model on the data collected while cooling the sample yielded a satisfactory fit. An 

Arrhenius fit to the data yields an activation energy of 4.2 meV. We believe the observed hysteresis 

is an intrinsic property of Cr(tri)2(CF3SO3)0.33. The conductivity at 300 K measured before and 

after the measurement was reversible. To maintain a constant pressure on the pallet at all measured 

temperatures, conductivity measurement cell was designed using a material with a low coefficient 

of thermal expansion. We note that the observed hysteresis could be due to magnetic polaron 

formation near magnetic ordering temperature and needs further study.12 

At the intermediate temperature regime, conductivity data exhibits a weak temperature 

dependence. To approximate the activation energy for charge hopping, data was tentatively fitted 

using an Arrhenius equation, yielding a small value of 0.14 meV.  We highlight that a notable 

decrease in activation energy from 4.2 meV to 0.14 meV and a crossover in charge transport 

mechanism occur near the ferromagnetic ordering temperature, strongly indicating double 

exchange in Cr(tri)2(CF3SO3)0.33. 

For the low temperature regime, data is best fitted to Efros-Shklovskii variable-range 

hopping model. We note that the temperature at which the observed transition in charge transport 

mechanism occurs is similar to that of the second magnetic phase transition at ~75 K observed 

through ac magnetic susceptibility measurements. Further study on identification of the low 

temperature magnetic phase transition and the corresponding magnetic structure may yield a better 

understanding on the physical reasoning behind the low temperature Efros-Shklovskii variable-

range transport mechanism in Cr(tri)2(CF3SO3)0.33. 

 

Electronic structure calculations. Spin-Polarized Density functional theory (DFT) calculations 

were performed using the Vienna ab-initio Simulation Package (VASP) version 5.3.5.13 The 

electronic wave-functions were expanded in a plane-wave basis set with an energy cutoff of 400 

eV. Electron-ion interactions were described using the projector augmented wave (PAW) method 

in the form of pseudopotentials found in the VASP library.14 All structures were fully relaxed using 

the ISIF = 3 tag in VASP at a 1×1×1 Monkhorst-pack k-point mesh and a force tolerance of 0.02 

eV/Å using the Perdew-Burke-Ernzerhof (PBE) functional.15 The low k-point sampling for 

geometry optimizations was required due to the large unit cell; however, subsequent self-consistent 

calculations for the energies and charge densities were performed at a 3×3×3 Monkhorst-pack k-

point mesh and the Perdew-Burke-Ernzerhof functional with an energy tolerance of 10-5. The 

charge analysis was performed using the Chargemol DDEC6 scheme.16,17,18 The resultant 

structures with magnetic moment and atomic charge color gradients were constructed in Jmol 
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using the information from the DDEC6 calculations.19 All additional visualization of the systems 

was done in Visualization for Electronic and Structural Analysis (VESTA).20  

We generated the geometry to use for our DFT calculations starting from the crystal 

structure of Cr(tri)2(CF3SO3)0.33.  The crystal structure was disordered around the counterions, 

therefore the initial position of the counterions were estimated and hydrogen atoms were added to 

fill missing valencies. The resultant structure has 424 atoms. The counterions were kept in all 

calculations.  Experimental data suggest disordered triflate anions. We only tested a limited 

number of triflate configurations. Our results suggested that there was not a large impact on the 

magnetic state; however, the exact impact on anion configuration on the magnetic state requires 

further study. The PBE functional was used for the optimization and subsequent calculations 

because this functional is free of empirical parameters and gives good results for the structure of 

densely packed solids.15 Although previous work on magnetic metal-organic frameworks used the 

HSE functional,4 this would have been too computationally expensive for a system of this size. 

Furthermore, we did not include a U parameter correction in our calculations.  A U parameter is 

frequently included to correct over-delocalization seen in DFT calculations.21 However, such a 

correction is typically not included for systems with delocalized electrons, such as metals and 

conductors.  Experimentally, Cr(tri)2(CF3SO3)0.33 shows high conductivity at low temperatures; 

therefore, a U parameter is not required.  We did test applying the U parameter, and we found a 

decrease in the mixed-valent character, with less charge difference between different Cr centers.  

Additionally, applying a U value increases the magnetic moment of our calculations with high 

values of U (8.0 eV) approaching 2.66 µB, while omitting a U value gives 2.41 µB, in good 

agreement with the experimentally observed value of 2.39 µB. 

The Fig. S4.9 exhibits the convergence of the energy with respect to the plane-wave energy 

cutoff and irreducible k-points.  We find that a plane-wave cutoff of 400 eV is sufficient with less 

than 0.1 eV energy change compared to 425 eV.  Additionally, we find that 3×3×3 k-point 

sampling to be sufficient. The energetics taken from subsequent self-consistent energy calculations 

suggest that the ferromagnetic state is lower in energy than the antiferromagnetic state by 0.127 

eV/Cr atom. In all calculations, the Fermi smearing technique was used to determine orbital 

occupancy with a width of 0.1 eV. This leads to a broadening of the DOS compared to the band 

structure by approximately 0.1 eV.  

The pDOS (Fig. 4d) and Fig. S4.4 were obtained using data that was parsed using 

Pymatgen (Python Materials Genomics), which is an open-source Python library for materials 

analysis, and then plotted using Matplotlib.22,23 The band structures (Fig. 4a,b) were obtained using 

Sumo, a Python toolkit for plotting and analysis of ab initio solid-state calculation data.24 

The Fig. S4.4 shows the net atomic charge and the even-tempered magnetic moments as a 

function of color gradient from blue and white to red for the ferromagnetic (Fig. S4.4a,b) and the 

antiferromagnetic states (Fig. S4.4c,d), respectively. In the Fig. 4.4a,b, there is a clear evidence 

that the state captured is ferromagnetic and that the distribution of magnetic moments on the Cr 

atoms ranges from around two to three unpaired electrons, which is consistent with experimental 

evidences for mixed-valence low-spin CrII/III.  The same conclusions can be drawn from the net 

atomic charges. The Fig. S4.4c,d also distinctly displays confirmation that the state captured is 

antiferromagnetic while the net atomic charges show the expected mixed-valency between CrII/III.  

These findings are consistent with the experimental evidences for the Cr(tri)2(CF3SO3)0.33 and 

support double-exchange phenomenon.   

Interestingly, the Fig. S4.4c shows that the antiferromagnetic state consists not of 

alternating spin orientations between nearest-neighbor Cr atoms but of several spin-up and spin-
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down ‘domains’ within a unit cell. The projected density of states (pDOS) for the 

antiferromagnetic state is shown in The Fig. S4.5.  Similar to the ferromagnetic state, the 

antiferromagnetic state also exhibits significant hybridization between the Cr d and N p orbitals. 
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S4.4 Supplementary Tables 

 

Supplementary Table S4.1. Experimental conditions and refinement parameters resulting from 

Rietveld refinements of powder X-ray diffraction patterns of Cr(tri)2(CF3SO3)0.33 
 Cr(tri)2(CF3SO3)0.33 

Wavelength (Å) 0.412685 0.412685 0.412685 

T (K) 360 220 120 

Space Group Fd3̅m:2 Fd3̅m:2 Fd3̅m:2 

a, b, c (Å) 16.98035(14) 16.95402(17) 16.93708(17) 

V (Å3) 4896.0(1) 4873.2(1) 4858.6(2) 

Rwp 6.76% 6.97% 6.76% 

Rexp 7.85% 7.92% 7.87% 

RBragg 1.73% 1.78% 1.75% 

Rp 5.20% 5.40% 5.20% 

Rwp(Rietveld)/Rwp(Pawley) 1.01 1.04 1.00 

 

Supplementary Table S4.2. Deduced chemical formula and selected interatomic distances (Å) 

from Rietveld refinements of powder X-ray diffraction patterns of Cr(tri)2(CF3SO3)0.33 
 Cr(tri)2(CF3SO3)0.33 

T (K) 360 220 120 

Deduced Formula Cr(tri)2(CF3SO3)0.34 Cr(tri)2(CF3SO3)0.35 Cr(tri)2(CF3SO3)0.35 

Cr1–N1 2.067(4) 2.074(4) 2.063(5) 

Cr2–N2 2.031(6) 2.018(7) 2.037(7) 

N1–N2 1.334(5) 1.321(6) 1.318(6) 

C1–N1 1.353(7) 1.353(8) 1.350(8) 

C1–C1 1.350(10) 1.350(11) 1.350(11) 
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S4.5 Supplementary Figures 

 

 
 

Fig. S4.1. Scanning electron microscopy images of Cr(tri)2(CF3SO3)0.33 crystals. a,b Scanning 

electron microscopy images of microcrystalline Cr(tri)2(CF3SO3)0.33 powder. Octahedron-shaped 

crystals have an average edge dimension of ~0.5 m. Scale bars 2 m (a) and 1 m (b). 

 

 

 
 

Fig. S4.2. Analyses of the Cr mixed-valency. a, N2 adsorption isotherm collected at 77 K for 

Cr(tri)2(CF3SO3)0.33. Closed and open data points represent adsorption and desorption, respectively. 

b, Infrared data collected at 150 K (blue) and 300 K (red) and the difference plot (green) for 

Cr(tri)2(CF3SO3)0.33. 
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Fig. S4.3. Magnetic data. a, Variable-temperature magnetic susceptibility data (M) for 

Cr(tri)2(CF3SO3)0.33 collected under the applied dc field of 25 Oe. Data plotted as 1/M versus 

temperature. Curie-Weiss fit to the data between 300 K and 350 K is shown by a black solid line, 

with fitting parameters described in the main text. b-f, Variable-temperature in-phase (′′) and out-

of-phase (′′) ac magnetic susceptibility of Cr(tri)2(CF3SO3)0.33. at selected frequencies of 4 Oe ac 

oscillating magnetic field and zero dc magnetic field. 
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Fig. S4.4. Charge analysis. a, Magnetic moments (µB mol−1) for the ferromagnetic state. b, 

Atomic charge for the ferromagnetic state in atomic units. c, Magnetic moments (µB mol−1) for the 

antiferromagnetic state. d, Atomic charge for the antiferromagnetic state in atomic units. Atomic 

properties shown as a gradient from blue to white to red. Negative magnetic moments indicate 

spin-down contributions. 
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Fig. S4.5. Variable temperature conductivity data modeling. a-d, Variable-temperature log(σ) 

data of Cr(tri)2(CF3SO3)0.33 plotted versus (a) 1/T0.25, (b) 1/T0.5, and (c, d) 1/T and fitted with three-

dimensional variable-range hopping, Efros-Shklovskii variable-range hopping, and Arrhenius 

models, respectively. For clarity, log(σ) versus 1/T plot (c) has been zoomed-in to the intermediate 

temperature region (d) where conductivity exhibits a weak temperature dependence. 
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Fig. S4.6. Rietveld refinements. a-c, Rietveld refinements performed on the synchrotron powder 

X-ray diffraction patterns of Cr(tri)2(CF3SO3)0.33 at (a) 360, (b) 220, and (c) 120 K from 2 to 25. 

Blue and red lines represent the observed and calculated diffraction patterns, respectively. The 

gray line represents the difference between observed and calculated patterns, and the black tick 

marks indicate calculated Bragg peak positions. The inset shows the high angle region at a 

magnified scale. The wavelength was 0.412685 Å. Figure-of-merit (as defined by TOPAS): (a) 

Rwp = 6.76%, Rp = 5.20%, Rbragg = 1.73%, Rwp(Rietveld)/Rwp(Pawley) = 1.01; (b) Rwp = 6.97%, Rp = 

5.40%, Rbragg = 1.78%, Rwp(Rietveld)/Rwp(Pawley) = 1.04; (c) Rwp = 6.76%, Rp = 5.20%, Rbragg = 1.75%, 

Rwp(Rietveld)/Rwp(Pawley) = 1.00. 
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Fig. S4.7. Variable-temperature conductivity. a, b, Laboratory-constructed four-contact 

conductivity measurement apparatus. c, Variable-temperature I-V plots measured under zero 

applied magnetic field. d, Variable-temperature I-V plots measured under applied magnetic field 

of 7 T. e, I-V plots measured at 5 K under selected applied magnetic fields. All I-V profiles 

exhibited Ohmic response between 50 µA. 
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Fig. S4.8. Further diffraction studies. a, Variable-temperature synchrotron powder X-ray 

diffraction patterns of Cr(tri)2(CF3SO3)0.33 collected at selected temperatures between 5 and 270 

K. The wavelength was 0.49754758 Å. b, Powder neutron diffraction data collected at 10, 150, 

and 300 K. To clarify, 10 and 300 K diffraction patterns nearly overlap with similar peak intensities 

and positions. 
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Fig. S4.9. Energy calculations. The energy of the optimized system is shown with respect to 

planewave cutoff and number of irreducible k-points. The calculations done varying planewave 

cutoff include 14 irreducible k-points. 

 

 

 

 
 

Fig. S4.10. Partial density of states (pDOS) of the antiferromagnetic state. Partial density of 

states (pDOS) in arbitrary units for the antiferromagnetic system. Blue, green, and red denote the 
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total, Cr d, and N p, respectively. The zero of energy is set to the highest occupied state denoted 

by the dotted vertical line which has an energy of 2.60 eV. 

 

 
 

Fig. S4.11. X-ray absorption spectroscopy. Nitrogen K-edge X-ray absorption spectroscopy data 

of Fe(tri)2 and Cr(tri)2(CF3SO3)0.33 represented by orange and purple lines, respectively. 

 

 

 
 

Fig. S4.12. Variable-field magnetization data. Variable-field magnetization data of 

Cr(tri)2(CF3SO3)0.33 collected at 3 K. Data is expanded in the region of interest, showing a small 

hysteresis and non-negligible coercivity of ~10 Oe. 
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