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Abstract

We describe an architecture for organizing, integrating, and sharing neurophysiology data in single 

labs or collaborations. It comprises a database linking data files to metadata and electronic lab 

notes; a module collecting data from multiple labs into one location; a protocol for searching and 

sharing data; and a module for automatic analyses which populates a website. These modules can 

be used together or individually, by single labs or worldwide collaborations.

Improving technology allows neurophysiologists to record ever larger datasets. The need 

for technologies to organize and share this data is growing as scientists begin to assemble 

into large, international teams. The International Brain Laboratory (IBL) is a collaboration 

studying the computations supporting decision-making1. We have developed modular data-

management tools that enable individual labs and collaborations to:

• Manage experimental subject colonies and track subject- and experiment-level 

metadata

• Integrate data from multiple labs in a central store for sharing inside or outside 

the collaboration

• Access shared data through a simple programmatic interface

• Process incoming data through pipelines that automatically populate a website

Modern neurophysiological datasets comprise multiple recordings from multiple subjects, 

recorded using diverse devices. These data must be preprocessed, time-aligned, and 

integrated with data such as locations of recording electrodes before they can be used to 

draw scientific conclusions2–8. Distributed collaborations pose distinct challenges: while 

public data release must wait for careful quality control, scientists within the collaboration 

require immediate access to specific data. This store must be searchable and allow 

downloading and also revision of individual items, because preprocessing and quality 

control methods are still evolving9–11.

We addressed these problems with an architecture consisting of four modules (Figure 

1). The first module is a Web interface for colony management and electronic lab 

notebook, that links files arising from each experiment to relevant metadata. The 

second module integrates data from multiple labs into a central database and bulk data 

store, providing immediate access while allowing updates of individual items. The third 

automatically runs analyses on newly-arrived data, providing results via a Web interface. 
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The fourth allows standardization, access and sharing of the data. Full documentation 

can be found at https://docs.internationalbrainlab.org/ and through the links at https://

www.internationalbrainlab.com/tools.

To manage data within each lab, we developed “Alyx”: a relational database that links 

colony management, metadata, and lab notes to experimental data files. A web GUI allows 

users to enter metadata as it arrives (such as birth, weaning, genotyping, surgeries or 

experiments), and a REST API allows experiment control software to automatically enter 

metadata with a one-line command. Bulk data files are stored on a lab server, and linked to 

experiment and subject metadata in the database. This tool can be used by single labs as well 

as collaborations: it was developed in one member lab prior to IBL’s founding, and is now 

used by several labs worldwide for non-IBL work. An Alyx user guide can be found here, or 

linked via our main documentation page.

Integrating data between labs raises challenges of size and complexity. Large-scale 

electrophysiology produces hundreds of gigabytes per experiment, for which we have 

designed a novel 3-fold lossless compression algorithm (Appendix 1). A single IBL 

experiment generates over 150 raw and processed data files. We have devised conventions 

for organizing and naming these files, termed the “Open Neurophysiology Environment” 

(ONE; Appendix 2; https://int-brain-lab.github.io/ONE/), which formalizes how to encode 

cross-references between files, time synchronization, and versioning, and allows local and 

remote access via an API. ONE provides a simple way to standardize and share data from 

individual labs, by specifying standard filenames for common data types (Appendix 3) 

and defining conventions for naming lab-specific data files. Files from multiple labs are 

integrated by uploading nightly from lab servers to a central server using Globus Online15, 

coordinated by a central Alyx database which also stores metadata from all labs.

Neurophysiology data requires preprocessing, such as spike sorting and video analysis. We 

developed a task management system that uses computers in member labs as a processing 

pool. Computers query the Alyx database for a list of outstanding preprocessing tasks, 

determined by a dependency graph. Because Alyxis accessed through http, this works 

despite different universities’ diverse firewall policies, and allows monitoring, logging, and 

restarting all preprocessing tasks. Higher-level analyses are automatically run on newly 

preprocessed data using DataJoint14, which runs automated analyses and places the results 

on a website, including summaries of behavioral performance allowing scientists to monitor 

training progress, and basic analyses of spike trains. While manual curation of the full 

dataset will be required before public release, an illustrative curated subset of these data are 

available on a public website (https://data.internationalbrainlab.org).

To access data, an API allows users to search experiments and load data from the ONE 

files directly into Python (Appendix 3). This API allows both collaborations and individual 

labs to share data using the same standard. A large collaboration such as IBL can host 

files on a server such as AWS, and run an Alyxserver which allows users to rapidly search 

and selectively download the data. Individual labs can release data compatible with the 

same API by “uploading and forgetting” a zip of ONE files for users to download in toto 

(instructions here). Users can also access data via Neurodata Without Borders (NWB)12,13 
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using software that translates from the ONE standard (https://github.com/catalystneuro/IBL-

to-nwb; Supplementary Table 1), or through DataJoint14. A comparison of these and other 

sharing systems is in Appendix 4. The analyses in a recently-published paper1 were made 

using this system, and an additional example is provided in Appendix 5.

The IBL architecture was designed for our large-scale collaboration, but its modular design 

allows components to be used by individual labs and smaller-scale collaborations. The Alyx 

system provides easy-to-use colony management and electronic lab notebook features for 

labs or collaborations, linking experimental files to this metadata. The ONE conventions 

allow data to be organized within a lab and shared externally, using standards that scale 

to large collaborations. Larger collaborations can also benefit from other features such as 

the DataJoint architecture to perform automated analyses for web display. We hope that 

these tools, and additional software we have provided (Appendix 6), will help pave the way 

forward to an era in which data from neurophysiology labs is integrated and shared on a 

routine basis.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. 
IBL data architecture. The “Alyx” database links colony management and electronic lab 

notebook metadata to experimental data files on a lab data server. Data from multiple 

labs are integrated on a central server, and distributed job management coordinates pre-

processing on lab servers. Data are accessed via the Open Neurophysiology Environment 

(ONE) protocol, with adaptors for Neurodata Without Borders (NWB)12,13 and DataJoint14, 

which also performs pipelined analyses for automatic display on a website.
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