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Abstract

Nanoscale Lubricant Flow and Heat Transfer at the Head-Disk Interface in Hard Disk Drives

by

Siddhesh Vivek Sakhalkar

Doctor of Philosophy in Engineering - Mechanical Engineering

University of California, Berkeley

Professor David B. Bogy, Chair

In the hard disk drive (HDD) industry, technologies such as Heat-Assisted Magnetic Recording (HAMR) and Microwave-Assisted Magnetic Recording (MAMR) are currently under development to increase the areal density of contemporary HDDs beyond 1 Tb/in². Traditional magnetic media has reached the superparamagnetic limit: if the size of the media bits is further decreased (to increase the areal density), the bits will become thermally unstable. HAMR and MAMR aim to overcome this obstacle and increase the data density by using a high coercivity magnetic media that can store data at very small bit sizes of $\sim (25 \text{ nm})^2$. To reduce the coercivity of this media temporarily while writing, HAMR heads are integrated with a laser delivery system that heats the media to $\sim 500 \degree \text{C}$ using a $\sim 20 \text{ nm}$ FWHM laser. MAMR heads contain a Spin Torque Oscillator that bombards the media with a microwave field, lowering its coercivity during writing. These new components introduce additional thermal complications to the already challenging head-disk interface (HDI) design. In contemporary HDDs, the recording head slider, which contains the read/write transducers, “flies” in close proximity to the rotating disk ($< 5 \text{ nm}$). Such a low spacing is achieved via the Thermal Fly Height Control (TFC) technology, where an embedded joule heater locally protrudes the slider’s trailing edge. With the addition of new components required for the energy-assist in HAMR/MAMR, head overheating is a major reliability concern for both these technologies. Moreover, laser heating of the disk during HAMR causes the $\sim 1 \text{ nm}$ thick lubricant layer, that coats and protects the disk, to deform, evaporate and condense on the head. This disk-to-head lubricant transfer in turn causes detrimental issues such as write-induced head contamination. Therefore, there is a need to understand the flow and transfer of the lubricant and the nanoscale heat transfer in the HDI to develop robust HAMR/MAMR drives.

While the lubricant behavior is traditionally modelled using viscous lubrication theory in the HDD industry, experiments show that HDD lubricants are, in reality, viscoelastic fluids.
At the small timescales involved in HAMR writing (\(\sim\)ns), the elastic mode of the lubricant can no longer be ignored. In this dissertation, we introduce a modification to the traditional (viscous) Reynolds lubrication equation using the linear Maxwell (viscoelastic) constitutive equation and a slip boundary condition. We study the deformation and recovery of the lubricant due to laser heating under the influence of thermocapillary (Marangoni) stress and disjoining pressure. When subjected to a 20 nm FWHM scanning laser spot, the lubricant profile consists of an elastic trough centered at the instantaneous laser location, followed by a viscous trail. When the laser is turned off, the elastic trough recovers instantaneously, leaving behind the viscous trail, which recovers over a time scale of \(\mu s\).

Further, we develop viscous and viscoelastic models for the disk-to-head lubricant transfer during HAMR writing. These models simultaneously determine the deformation and evaporation of the lubricant film on the disk, the diffusion of the vapor phase lubricant in the HDI and the evolution of the condensed lubricant film on the slider. We investigate the effect of lubricant properties such as viscoelasticity, lubricant type (Zdol vs Ztetraol), molecular weight, slip length, disjoining pressure, and HAMR design parameters such as head/media temperature, lubricant thickness and laser FWHM on the lubricant transfer. We find a significant difference between the rates of transfer for Zdol (\(\sim\)ns) vs Ztetraol (\(\sim\)\(\mu\)s). The viscous model overpredicts the amount of transfer compared to the viscoelastic model.

Traditionally, the heat transfer coefficient in the HDI is determined by estimating thermal conduction through air using the energy equation with temperature jump theory. However, with the minimum fly height of less than 5 nm in contemporary HDDs, energy transfer due to phonon conduction also becomes significant. We present a numerical model to simulate the head temperature due to heat transfer across a closing nanoscale gap between the head and the non-rotating media. Our model employs a spacing-dependent heat transfer coefficient due to the combined effects of air conduction and wave-based phonon conduction. We compare our simulations with static touchdown experiments performed with a TFC slider resting on three different media (Si, magnetic disks with AlMg and glass substrates). The TFC heater is powered to create a local protrusion, leading to head-media contact and a resistive sensor (Embedded Contact Sensor or ECS) is used to detect the head temperature change. With the introduction of intermolecular van der Waals forces between the head and the media, we demonstrate a good quantitative match with experiments for all of the media materials tested, at different head-media spacings and in different environments (air, vacuum).

Next, we develop a numerical model to predict the temperature profile and the fly height for a flying slider over a rotating disk. We compare our simulations with touchdown experiments performed with a flying TFC slider using the ECS to record the temperature change. To accurately predict the heat transfer and fly height at near-contact, we incorporate the effects of disk temperature rise, intermolecular adhesion & contact forces, air & phonon conduction heat transfer and friction heating in our model. We investigate the impact of each of these features on head temperature during flying. We find that simulation with all these features agrees well with the experiment.
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Chapter 1

Introduction

In today’s digital world, data is indispensable. The amount of data generated has been growing significantly in the last few years and is expected to grow even more rapidly in the future. The International Data Corporation (IDC) predicts that the global datasphere (total amount of data created and consumed) will grow from approximately 50 ZB in 2020 to 175 ZB in 2025 (1 ZB (zettabyte) = $10^9$ TB (terabyte)) [1]. Today most of the world’s data is stored in two types of devices - Hard Disk Drives (HDDs) and NAND Flash (which includes NAND flash-based Solid State Drives (SSDs), USB flash drives, memory cards etc.) [2]. The advantage of flash is that it is much faster than HDDs in reading and writing data. However, flash is much more expensive than HDD - currently, the ratio of the price-per-TB of NAND flash to HDD is $\sim 9 : 1$ [2, 3]. While NAND flash has been dominating over HDDs in smartphones, laptops and other consumer electronics due to speed, this stark price margin makes HDDs the preferred storage medium in cloud data centers. For instance, in 2018, HDDs accounted for 76% of all manufactured storage and NAND flash accounted for 20% [2]. With the increasing emphasis on cloud-based storage in recent times for a myriad of applications ranging from storing photos on iCloud to performing complex simulations using cloud computing to saving genomic datasets on Amazon Web Services (AWS) to backing-up sensitive industry information on Box or Google Drive, HDDs are expected to retain their importance and dominance in the years to come.

The first commercial HDD launched by IBM in 1956 (IBM 350 [4]) had a capacity of just 3.75 MB (megabytes) and was leased for $3200 a month, which adjusting for inflation is equivalent to about $28,000 today! Moreover, it had a physical volume of 1.9 m$^3$ (approximately the size of two medium-sized refrigerators) and a weight of 910 kg. Today, Seagate supplies a 16 TB HDD for just $400 that weighs only 670 g (physical volume of 390 cm$^3$) [5]. This dramatic increase in areal density (from around 2000 bits/in$^2$ in IBM 350 to 1.3 Tb(terabits)/in$^2$ in today’s commercial HDDs) and decrease in cost per bit has been made possible due to significant technological breakthroughs in the last 50 years in the HDD industry. With the exploding data requirements in today’s day and age, the HDD industry continues to push the limits in order to further increase the areal density of these devices to provide cheaper and better storage solutions.
1.1 Hard Disk Drive Technology and the Head-Disk Interface

The main components of a HDD are as follows (Figure 1.1):

- a magnetic disk (or media) that stores binary data
- a spindle motor that holds and rotates the disks at a high rotational speed (3600 - 10,000 RPM)
- a slider containing read/write transducers that magnetizes a local region on the disk to read or write data
- the suspension
- an actuator arm
- a Voice Call Motor (VCM)

![Figure 1.1: Basic structure and components of a hard disk drive](image)

The disk stores binary data in a thin magnetic layer in the form of bits, which are magnetically oriented regions made up of tens or hundreds of grains with either “up” or “down” orientation. Contemporary Perpendicular Magnetic Recording (PMR) disks have a multi-layered structure comprising of the substrate (AlMg or glass), magnetic layers (~ 100 nm thick), a ~2 nm thick Diamond-like-carbon (DLC) layer and a ~1 nm thick lubricant layer (Figure 1.2). The hard DLC layer protects the soft magnetic layers from impact/wear/corrosion.
The lubricant layer reduces wear and friction between the slider and the disk and also protects the slider and the disk from damage due to intermittent contacts. We use the terms “disk” and “media” interchangeably in this dissertation.

The disk is divided into concentric radial segments called tracks. Each track is subdivided into several sectors where the magnetic bits are stored. A sector is the minimum storage unit on the disk (typically 512 bytes in size). The spindle motor (which is fixed to the HDD casing) rotates the disk platter at a high RPM, allowing the read/write transducers in the slider to have access to different sectors on a particular track.

The slider block is composed of two parts - AlTiC and the trailing edge (TE) portion that is made of Al$_2$O$_3$ (Figure 1.2). While the term “slider” refers to the entire block (AlTiC + Al$_2$O$_3$), the term “head” typically refers to the local TE portion which contains the read/write transducers. Like the disk, the surface of the slider facing the disk is also protected by a ∼2 nm thick DLC layer. The slider is attached to the end of the suspension which is in turn attached to the actuator arm. The VCM controls the actuator arm angle thereby enabling the head assembly to have access to different radial tracks on the rotating disk. Through the rotation of the disk and the actuator arm, the read/write transducers in the slider can access a particular disk sector on a specific track and read/write data by converting magnetic field transitions into electric current (read the disk) or vise versa (write on the disk).

In this dissertation, we are interesting in studying the reliability of the region between the head and the disk, called the Head-Disk Interface (HDI). During the operation of a HDD, the magnetic recording head with embedded read/write transducers “flies” over the rotating disk. The disk’s rotation pulls air into the interface between the head and the disk, forming an air bearing. Compression of the air in the HDI generates an air pressure driven lift force on the surface of the slider facing the disk called the Air Bearing Surface (ABS). The air bearing lift force opposes the applied suspension load and moments that push the slider towards the disk. In equilibrium, these two opposing forces balance each other allowing the slider to stably fly over the disk at a distance known as the fly height (Figure 1.2).

Perfluoropolyethers (PFPEs) are the widely used lubricants to coat and protect the disk in HDDs because of their beneficial properties such as low surface energy, low viscosity, low vapor pressure, chemical stability, thermal stability, transparency and lack of odor. PFPEs that have the Z type backbone chain are most commonly used in HDDs:

\[ X - [(OCF_2)_m - (OCF_2CF_2)_n - (OCF_2CF_2CF_2)_p - (OCF_2CF_2CF_2CF_2)_q]x_0 - OX \]

where X is the end group. The earliest commercially available PFPEs had non-polar end groups (such as CF$_3$) and are hence called nonpolar PFPEs [6]. Lately, polar PFPEs with functional end groups (such as hydroxyl) have become ubiquitous in HDDs. These polar end groups interact with the DLC through hydrogen bonding and provide an additional means to customize and improve the lubricant properties such as viscosity, vapor pressure and surface energy [6]. For example, three of the most common PFPEs are:

- Non-polar Fomlin Z with X = CF$_3$
Polar Zdol, which has 2 hydroxyl end-groups with $X = CF_2CH_2 - OH$

Polar Ztetraol, which has 4 hydroxyl end groups with $X = CF_2CH_2OCH_2CH(-OH)CH_2- OH$

1.2 Thermal Fly-Height Control Technology (TFC) and its challenges

A major emphasis of the storage industry is to increase the areal data density - pack more and more data into the same disk area. This is achieved by reducing the size of the bits on the disk. The Wallace Spacing Loss equation states that the intensity of the read-back signal from the disk increases exponentially as the distance between the magnetic media and the read/write transducers is decreased [7]. Assuming that the media is sinusoidally magnetized with wavelength $\lambda$, Wallace showed that the magnetic flux detected by the reader is proportional to $\exp(-\frac{2\pi d}{\lambda})$, where $d$ is the spacing between the magnetic media layer
the read/write transducers in the head. For a storage disk, the recorded wavelength $\lambda$ is proportional to the bit length. Therefore, as the bit length is decreased to increase storage density, the read-write head must be brought closer to the magnetic media to ensure a strong read-back signal and reliable read-write operations with a good signal to noise ratio (SNR) [8]. Hence, contemporary commercial PMR HDDs have a minimum fly height of less than 5 nm.

Traditionally, the slider fly height has been reduced in HDDs by modifying the ABS design or the suspension. However, this strategy becomes extremely challenging when the fly height needs to be reduced below 5 nm. At such small spacings, intermolecular forces between the slider and the disk become significant. These forces lead to dynamic instability and intermittent contact in the flying slider. Hence, a new technology is necessary to stably achieve an ultra-low fly height by minimizing these intermolecular forces and reducing the probability of occasional head-disk contact.

In contemporary sliders, a controlled head-disk spacing of less than 5 nm is achieved via the Thermal-Fly Height Control (TFC) technology [9]. A joule heater (see TFC heater in Figure 1.2) is embedded near the slider’s ABS close its trailing edge. The TFC heater is powered, causing a local thermal protrusion near the slider’s trailing edge, thereby reducing the spacing between the read/write transducers in the head and the disk. This thermal protrusion has a diameter of about tens of microns and a height of several nm (Figure 1.2). Due to the localized nature of this protrusion, most of the slider remains relatively far away from the disk (> 10 nm), thereby minimizing intermolecular forces between the slider and the disk and avoiding any detrimental head-disk contact.

The actuation of the TFC and the resultant fly height reduction has been extensively studied in literature [10–16]. Contemporary TFC sliders also have a resistive Embedded Contact Sensor (ECS) near the ABS (Figure 1.2) that can be utilized to record the head surface temperature change during the actuation of the TFC and thereby indirectly detect head-disk contact that produces frictional heating [17].

Joule heating of the TFC heater in contemporary low-flying height PMR heads causes high temperatures in the head. The air bearing can act as a cooling agent by transferring heat from the head to the disk. Therefore, understanding head cooling via heat transfer in the HDI is a topic of utmost importance for HDD reliability.

Traditionally, the heat transfer coefficient in the HDI is determined solely due to thermal conduction through the pressurized air bearing by solving the continuum energy equation with temperature jump theory [18, 19]. However, with the minimum fly height of less than 5 nm in contemporary HDDs, contributions due to near field radiation and phonon conduction also become significant. Previous experimental studies [20, 21] and wave-based theories of radiation and phonon conduction [22–25] have shown that the heat transfer coefficient increases significantly at nanoscale gaps. In order to accurately predict head/media temperatures in contemporary low flying height HDDs, it is imperative to consider contributions due to near field-radiation and phonon conduction in addition to traditional air conduction.
1.3 Heat-Assisted Magnetic Recording (HAMR) and its challenges

Contemporary PMR drives have approached upto 1.3 Tb/in$^2$ storage density. Higher storage densities will soon no longer be possible with convectional recording technologies such as PMR due to the superparamagnetic limit: if the size of the media bits is further decreased, the bits will become thermally unstable (i.e. orientation of the magnetic grains would fluctuate randomly under thermal activation at room temperature, thereby corrupting the data). Heat-Assisted Magnetic Recording (HAMR) \[26\] offers to overcome this limitation by using a magnetic media material with a high coercivity (such as L$_{10}$-FePt) \[27\]. Coercivity is the resistance of a material against change in its magnetic orientation. Its high coercivity enables the HAMR media to reliably store data at very small bit sizes of $\sim$($25$ nm)$^2$. However, this poses an additional challenge - how do we write data onto this high coercivity media?

The coercivity of a material is temperature dependent. If the temperature of a magnetized material is increased above its Curie temperature, its coercivity becomes significantly lower, until it has cooled down. HAMR takes advantage of this property to write on the high coercivity media by locally heating the recording bit to its Curie temperature ($\sim$500 °C) within a few nanoseconds during writing. This is achieved by integrating an optical system into the slider comprising of a laser diode, a waveguide and a Near-Field Transducer (NFT) that is utilized to create the required $\sim$20 nm FWHM hotspot on the media. Once the write operation is completed, the laser is turned off, which allows the bit to cool down to room temperature, thereby “freezing” the data (see Figure 1.3). HAMR drives are projected to push the areal density of HDDs to 5 or even 10 Tb/in$^2$.

![Figure 1.3: An illustration of the HAMR write process and material coercivity vs temperature. Inspired by Figure 1 of Ref. [26].](image)

However, reliability of the head-disk interface (HDI) during high temperature transient laser heating still remains a major challenge that needs to be addressed before HAMR can be made into a robust commercial product \[28\]. Inside the head, the waveguide focuses
the size of laser beam generated by the laser diode from microns to \(\sim 200-500\) nm. The NFT further shrinks the laser beam size down to the required 20 nm through the plasmonic effect. However, this process is extremely inefficient and involves significant heat dissipation. Additionally, since the NFT is in close proximity to the media (\(< 5\) nm), a thermal back heating is also possible from the high temperature disk to the NFT. These two effects together lead to high temperatures in the NFT (\(\sim 300\) °C) [29]. NFT failure due to overheating is one of the biggest concerns for HAMR. Understanding nanoscale heat transfer in the HDI is therefore imperative to manage overheating not only for contemporary PMR drives but also for emerging technologies such as HAMR.

Moreover, the media including the DLC layer and the lubricant layer are exposed to very high temperature gradients (\(\sim 10^{10} \) °C/m) and rapid laser heating and cooling cycles at a timescale of \(\sim\)ns while writing. This imposes numerous reliability problems for these materials. For instance, the high temperature gradient on the media causes the lubricant to deform and deplete under the influence of driving forces such as thermo-capillary stress (or Marangoni stress), evaporation and thermal degradation. The lubricant must be able to withstand this writing process and sufficiently recover the depletion and accumulation zones to ensure that the disk remains well-protected and the head flies stably. Additionally, the temperature difference between the disk (\(\sim 500\) °C) and the head (\(\sim 300\) °C) causes the lubricant to evaporate from the disk and condense on the relatively cooler head. The lubricant acts as a carrier, causing a continuous deposition of contaminants from all over the media at the head NFT. This write-induced head contamination is one of the major roadblocks to the commercialization of HAMR [29, 30]. Understanding the mechanism of disk-to-head lubricant transfer is necessary so as to mitigate head contamination and ensure reliable HDD operation.

While lubricant flow at the HDI has been traditionally modelled using viscous lubrication theory [31–35], experiments show that PFPE lubricants are, in reality, viscoelastic fluids [6]. A viscoelastic material can behave like a viscous fluid or an elastic solid or a combination of both depending on the flow timescale [36]. While PFPE lubricants exhibit viscous behavior in most typical applications, at small timescales involved in HAMR writing (\(\sim\)ns), the elastic mode of the lubricant can no longer be ignored [37]. It is therefore necessary to account for lubricant viscoelasticity while studying the behavior of the lubricant during HAMR.

### 1.4 Microwave-Assisted Magnetic Recording (MAMR) and its challenges

Microwave-Assisted Magnetic Recording (MAMR) [38] is an alternative contender to achieving storage densities beyond 1 Tb/in² in HDDs. Like HAMR, MAMR also uses a high coercivity magnetic media to enable higher storage densities. To enable writing on the high coercivity media, MAMR heads contain a device called the Spin Torque Oscillator (STO), which bombards a microwave field on the magnetic media. This in turn reduces the coer-
civity of the media, allowing the head write data on the disk. However, the STO in MAMR heads experiences high current densities (∼10⁸ A/cm²) during writing leading to similar overheating problems (peak temperature of > 200° C) [39].

1.5 Objective of this Dissertation

Emerging technologies such as HAMR and MAMR are under rapid development to supplant PMR and achieve higher storage densities in HDDs. However, head failure due to overheating is a major reliability issue that needs to be addressed for both of these technologies. Moreover, the high media temperature gradient during HAMR writing causes the lubricant to deform and transfer to the slider, leading to detrimental reliability concerns such as write-induced contamination. The objectives of this dissertation are as follows:

- Develop a viscoelastic model to study the deformation and recovery of the lubricant on the disk during HAMR laser heating
- Study the lubricant transfer from the disk to the head during HAMR laser heating using viscous and viscoelastic models
- Develop accurate numerical models to predict head and disk temperatures due to nanoscale heat transfer in the HDI during static as well as flying conditions

1.6 Organization and Novel Contributions of this Dissertation

In this section, we highlight the novel contributions of each chapter in this dissertation. Chapter 2 presents a viscous model for lubricant transfer from the disk to the head during HAMR writing. This model simultaneously determines the thermocapillary shear stress-driven deformation and evaporation of the lubricant film on the disk, the convection and diffusion of the vapor phase lubricant in the air bearing and the evolution of the condensed lubricant film on the slider. The model also considers molecular interactions between disk–lubricant, slider–lubricant and lubricant–lubricant in terms of disjoining pressure. We investigate the effect of media temperature, head temperature, initial lubricant thickness, laser spot size and the fly-height on the lubricant transfer process.

In Chapter 3, we introduce a modification to the traditional (viscous) Reynolds lubrication equation using the linear Maxwell (viscoelastic) constitutive equation and a slip boundary condition. We study the deformation of the viscoelastic lubricant due to laser heating under the influence of thermocapillary stress and disjoining pressure.

Subsequently, in Chapter 4, we use this modified lubrication equation for the viscoelastic lubricant to develop a model that predicts the media-to-head lubricant transfer during HAMR. We investigate the effect of lubricant properties such as viscoelasticity, lubricant
type (Zdol vs Ztetraol), molecular weight, slip length, disjoining pressure, and HAMR design parameters such as head/media temperature, lubricant thickness and laser FWHM on the lubricant transfer. Finally, we also study the recovery of the viscoelastic lubricant after the HAMR laser is removed.

In Chapter 5, we present a numerical model to simulate the head temperature due to heat transfer across a closing nanoscale gap between the head and the media (non-rotating). Our model employs a spacing-dependent heat transfer coefficient due to the combined effects of air conduction and wave-based phonon conduction theory. We compare our simulations with static touchdown experiments performed with a TFC slider resting on three different media (Si, magnetic disks with AlMg, and glass substrates). With the introduction of intermolecular van der Waals forces between the head and the media, we demonstrate a good quantitative match with experiments for all of the media materials tested, at different initial head-media spacings and in different environments (air, vacuum).

In Chapter 6, we develop a numerical model to predict the slider temperature profile and the fly height for a flying slider over a rotating disk. We compare our simulations with touchdown experiments performed with a flying TFC slider. To accurately predict the heat transfer and fly height at near-contact, we incorporate the effects of disk temperature rise, intermolecular adhesion & contact forces, air & phonon conduction heat transfer and friction heating in our model. We investigate the impact of each of these features on head temperature during flying. We find that simulation with all these features agrees well with the experiment.

In Chapter 7, we develop a numerical model to predict the temperature profile of the media and its resultant thermal protrusion during HAMR laser heating. Chapter 8 gives a final summary of the research presented in this dissertation.
Chapter 2

Viscous Model for Disk-to-Head Lubricant Transfer During HAMR

2.1 Introduction

One of the tribological challenges in HAMR is the formation of write-induced head contamination at the near field transducer (NFT) [29]. This contamination forms only when the head NFT is energized and the media is heated to its Curie temperature. Kiely et. al. [29] reported measurements of contamination thickness as a function of write time for a variety of different heads in different operating conditions. They observed that the contamination begins very quickly after the laser power is turned on (< 1 second) and grows over time until the contamination height reaches the head-disk clearance. Once the head contamination contacts the media surface, the disk motion generates a smear down-track of the NFT.

One possible mechanism that has been proposed for HAMR contamination is lubricant desorption from the disk and adsorption on the head through thermodynamic driving forces [29]. During HAMR, the media is locally heated to its Curie temperature (∼ 500 °C). The head also locally reaches a high temperature due to heat dissipation in the NFT and back-heating from the disk, however, the peak temperature of the head is lower than that of the disk (∼ 310 °C) [29]. This temperature difference causes the lubricant to evaporate from the disk and condense on the relatively cooler head. The lubricant acts as a carrier, causing a continuous deposition of contaminants originating from the media at the head NFT. Alternatively, the contaminants themselves may be desorbed and adsorbed by a similar thermodynamic mechanism. Either way, once the contaminants are deposited on the NFT, they possibly undergo thermo-chemical reactions (pyrolysis) at high temperature, leaving a non-volatile residue on the NFT.

Xiong et. al. [30] also reported deposition of materials on the head after HAMR writing. They observed that after the NFT was turned off and the head-media temperature difference was inverted, material was transferred from the head back to the media. This indicates that the temperature difference between the head and the media is one important mechanism for
the material transfer. However, they also reported that the trace of the head deposits lasts about 1 µs, which is close to the mechanical transient of the NFT protrusion, but longer than the thermal response of the head and media. Thus mechanical interaction is an additional mechanism leading to material transfer from the media to the head.

Understanding the mechanism of disk to head lubricant and contaminant transfer is crucial in order to eliminate or control its effect and to develop reliable HAMR drives. There have been several studies on transfer of perfluoropolyether (PFPE) lubricant from the disk to the slider due to evaporation/condensation for non-HAMR drives [40] [41] and HAMR drives [42] [43]. Ma and Liu [42] studied the effect of disk temperature and lubricant molecular weight on lubricant depletion and head transfer in HAMR. However, their model assumed a uniform disk lubricant film and a uniform temperature distribution, ignoring the effect of spatial temperature gradient on lubricant evolution. Yang et al. [43] reported lubricant accumulation on the media surface after the laser was turned off. They proposed a simple lubricant equilibrium model assuming uniform temperatures and lubricant thicknesses to explain their results. Existing continuum models for disk-to-head lubricant transfer by evaporation/condensation have involved over-simplifications and have not been able to quantitatively predict the actual disk-to-head lubricant transfer process in HAMR. Wu [44] developed a model to predict the lubricant transfer from the disk to the head considering coupled evaporation condensation and migration dynamics. In that study, a model was proposed that can predict the lubricant partial vapor phase distribution within the air bearing layer, which is imperative to quantitatively describe the disk to slider lubricant transfer. However, that study was performed for non-HAMR drives and the evolution of the disk lubricant profile was not considered.

There have been several studies on lubricant transfer from the disk to the slider caused by mechanical interactions. Ambekar et al. [45] reported experimental data suggesting the existence of a critical clearance between the head and disk below which significant lubricant transfer takes place. They explained this phenomenon through a disjoining pressure model that accounts for the influence of the slider to predict the onset of dewetting. Other studies have also used similar disjoining pressure models considering disk-lubricant, slider-lubricant and lubricant-lubricant interactions in order to explain lubricant instability at low clearances [46] [47] [48] [49]. Both temperature difference driven evaporation/condensation and molecular interactions based mechanical transfer are important mechanisms causing lubricant transfer in HAMR and the influence of both of these must be considered in order to predict the lubricant transfer process.

The deformation of the disk lubricant film during HAMR laser heating has been well studied in the literature. Viscous continuum models and molecular dynamics models have been developed to predict the lubricant profile under the influence of the driving forces including surface tension gradient, disjoining pressure, evaporation and thin film viscosity [32] [31] [50] [33]. While the effects of dispersive and polar disjoining pressure for different PFPE lubricants have been studied [35], the effects of the slider and slider lubricant on the disjoining pressure have not been modeled. The migration of the slider lubricant film caused by air shear stress and pressure has also been studied [51]. However, to our knowledge, there
is no existing continuum model that considers the deformation of the disk lubricant film under HAMR heating while predicting the lubricant transfer process. The evolution of the deposited lubricant film on the slider under the temperature gradient at the NFT has also not been studied.

During HAMR writing, there is a continuous circulation of lubricant between the disk, the air bearing and the slider. The depletion and deformation of disk lubricant, diffusion and convection of the vapor phase and the evolution of the deposited slider lubricant are strongly coupled and must be modeled simultaneously to understand the physics of the transfer process. In this chapter, we present a viscous continuum model that predicts the evolution of the disk lubricant film, the lubricant vapor phase in the air bearing and the slider lubricant layer during HAMR writing. We investigate the effects of media temperature, head temperature and initial lubricant thickness on the lubricant transfer process. We also study the effects of slider-lubricant and lubricant-lubricant molecular interactions on the disk-to-head lubricant transfer.

2.2 Continuum Mechanics vs Molecular Dynamics

The first question that needs to be answered in order to study the behavior of the nanoscale lubricant films is if continuum mechanics can actually be used to describe the lubricant flow. This question has been addressed extensively in literature by Mate et al. [52], Karis et al. [53] and Scarpulla et al. [54]. These references studied the flow of molecularly thin lubricant films under air shear and found that the flow can still be described by continuum theory with the adoption of an effective viscosity, which is dependent on the lubricant film thickness. For example, Karis et al. measured lubricant spin-off rates from rotating disks at high RPMs (5000-10000 RPM) due to air shear. They found that the spin-off process can be well-modeled by the traditional viscous Reynolds lubrication equation, with the adoption of a film-thickness dependent effective viscosity.

Lubricant transfer at the head-disk interface has been studied using molecular dynamics (MD) [55–58]. Dai et al. predicted the formation of a lubricant bridge between the disk and the slider due to HAMR heating using MD simulations [55]. Marchon & Saito [33] presented fluid dynamics simulation results of unfunctionalized lubricant Z on the disk under HAMR laser heating that agreed well with much more computationally expensive MD simulations. Continuum mechanics offers a cost-effective yet accurate method to study lubricant behavior with realistic domain sizes and simulation times.

2.3 Viscous Model for Disk-to-Head Lubricant Transfer

During HAMR writing, the media is locally heated to its Curie Temperature ($T_{max,d} \sim 500^\circ C$). The high spatial temperature gradient ($\nabla T_d$) causes the lubricant film on the disk
(thickness $h_d$) to deform and evaporate. Lubricant evaporation causes the partial pressure of the lubricant vapor in the air bearing, $p_v$, to rise. Some of this lubricant vapor condenses on the relatively cooler slider surface (maximum head temperature $T_{max,s} \sim 310^\circ C$) [29], depositing a thin lubricant film of thickness $h_s$. The spatial temperature gradient on the slider ($\nabla T_s$) causes this deposited lubricant film to deform. A schematic of this disk to slider lubricant transfer process is shown in Figure 2.1. Thus, we have three unknowns in this problem - $h_d(x, y, t)$, $h_s(x, y, t)$ and $p_v(x, y, t)$. In this study we apply this simulation tool to the PFPE lubricant Zdol 2000.

![Figure 2.1: HAMR Lubricant Transfer Schematic](image)

**Viscous Lubrication Theory**

The flow of the disk lubricant film can be modelled using viscous lubrication theory. We consider the problem of a thin incompressible lubricant film of thickness $h_d(x, y, t)$ on a flat substrate (disk), moving at a constant linear speed $u_d$. The co-ordinate system is defined such that the $z$ axis is along the lubricant thickness and the $x$ axis is along the direction of the disk velocity. The top surface of the lubricant ($z = h_d$) is free to evolve under the influence of external shear stress $\tau_d(x, y, t) = \tau_{x,d}e_x + \tau_{y,d}e_y$ and external pressure $p_{ext}(x, y, t)$ (Figure 2.2).

The fundamental assumption of lubrication theory is that the characteristic dimension in the thickness direction $h_0$ is much smaller than the characteristic dimension in the length
Figure 2.2: HAMR Disk Lubricant Deformation Schematic: Lubricant of thickness $h_d(x, y, t)$ is coated on the disk, which moves at a constant linear speed $u_d$. The top surface of the lubricant is free to evolve under the influence of external shear stress $\tau_d = \tau_{x,d} e_x + \tau_{y,d} e_y$ and external pressure $p_{\text{ext}}$. Some lubricant is removed from the film via evaporation ($\dot{m}_d$).

and width directions, $L$ (i.e. $h_0 \ll L$). Additionally, the inertial terms in the Navier Stokes equations are neglected compared to the viscous terms (i.e. low Reynolds number flow) and the effect of gravity is ignored.

With the lubrication approximation, the traction boundary condition at $z = h_d$ can be expressed as:

$$\mu_d \frac{\partial v_x}{\partial z} \bigg|_{z=h_d} = \tau_{x,d} \quad \mu_d \frac{\partial v_y}{\partial z} \bigg|_{z=h_d} = \tau_{y,d} \quad \rho_d \bigg|_{z=h_d} = p_{\text{ext}} \quad (2.1)$$

Here $v_x$, $v_y$ are the lubricant velocity components along $x$, $y$, $\mu_d$ is the effective lubricant viscosity and $\rho_d$ is the lubricant pressure. Further, we assume the no-slip and no-penetration boundary condition for the lubricant velocity components $v_x$, $v_y$, $v_z$ at $z = 0$

$$v_x|_{z=0} = u_d \quad v_y|_{z=0} = 0 \quad v_z|_{z=0} = 0 \quad (2.2)$$

Although PFPE lubricants exhibit viscoelastic behavior [6] and may undergo slippage on the surface of the disk at high shear strains, as a first attempt to understand disk-to-head transfer, we employ a purely viscous model with the no-slip boundary condition in this chapter. The effects of viscoelasticity and slippage will be explored in subsequent Chapters 3 and 4.

With these approximations, the Navier Stokes equations simplify to: [59, 60]

$$\frac{\partial \rho_d}{\partial x} = \frac{\partial}{\partial z} \left( \mu_d \frac{\partial v_x}{\partial z} \right)$$

$$\frac{\partial \rho_d}{\partial y} = \frac{\partial}{\partial z} \left( \mu_d \frac{\partial v_y}{\partial z} \right)$$

$$\frac{\partial \rho_d}{\partial z} = 0 \quad (2.3)$$
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Further, integrating the continuity equation for incompressible fluids $\nabla \cdot \mathbf{v} = 0$ across the film thickness $h_d$, we get the following equation (a derivation can be found in Ref. [59]).

$$\frac{\partial h_d}{\partial t} + \frac{\partial}{\partial x} \left( \int_0^{h_d} v_x dz \right) + \frac{\partial}{\partial y} \left( \int_0^{h_d} v_y dz \right) + \frac{\dot{m}_d}{\rho_l} = 0 \quad (2.4)$$

Here $\rho_l$ is the constant lubricant density and $\dot{m}_d$ is the mass flux due to evaporation from the disk. Integrating Eq. (2.3) using the boundary conditions (2.1), (2.2), we obtain the following velocity profiles:

$$v_x = \frac{1}{\mu_d} \frac{\partial p_d}{\partial x} \left( \frac{1}{2} z^2 - h_d z \right) + \frac{\tau_{x,d}}{\mu_d} z + u_d$$

$$v_y = \frac{1}{\mu_d} \frac{\partial p_d}{\partial y} \left( \frac{1}{2} z^2 - h_d z \right) + \frac{\tau_{y,d}}{\mu_d} z \quad (2.5)$$

Substituting these velocity profiles into Eq. (2.4), we arrive at the following equation: [32, 59, 60]

$$\frac{\partial h_d}{\partial t} + u_d \frac{\partial h_d}{\partial x} + \frac{\partial}{\partial x} \left[ - \frac{h_d^3}{3 \mu_d} \frac{\partial p_d}{\partial x} + \frac{h_d^3}{2 \mu_d} \tau_{x,d} \right] + \frac{\partial}{\partial y} \left[ - \frac{h_d^3}{3 \mu_d} \frac{\partial p_d}{\partial y} + \frac{h_d^3}{2 \mu_d} \tau_{y,d} \right] + \frac{\dot{m}_d}{\rho_l} = 0 \quad (2.6)$$

Eq. (2.6) is the governing equation for the unknown disk lubricant thickness $h_d$ and is commonly known as the Reynolds lubrication equation. It is worthwhile to note that with the lubrication approximation we assume that the lubricant pressure $p_d \equiv p_d(x, y, t)$ is uniform along the film thickness (i.e. $\frac{\partial p_d}{\partial z} = 0$). Thus, using Eq. (2.1), the lubricant pressure is obtained as $p_d(x, y, t) = p_{ext}$.

**Surface Tension**

A liquid molecule in the interior experiences intermolecular interactions from other liquid molecules (cohesive forces) from all possible directions. However, a liquid molecule on the surface experiences cohesive intermolecular interactions only from one side (bottom side). On the top side, it experiences intermolecular interactions from air and/or vapor molecules (adhesive forces). Hence, in order to bring a liquid molecule from the interior to the surface an additional energy $\gamma$ per unit added area of the surface needs to be provided. For liquids, this surface energy may be interpreted as a tangential surface force per unit length, called surface tension.

The resultant stress on the lubricant due to surface tension can be decomposed into two components: a component that acts tangential to the lubricant surface and occurs due to spatial variation of surface tension (Marangoni stress) and a component that acts normal to the lubricant surface and occurs due to the curvature of the surface (Laplace pressure) [61].

The Marangoni stress occurs due to any spatial non-uniformity of surface tension. As the temperature increases, cohesive forces decrease due to an increase of molecular thermal
activity. Hence, surface tension of most liquids decreases with temperature. During HAMR laser heating, the spatial temperature gradient on the lubricant surface causes the surface tension to vary spatially. In this case, the Marangoni stress is also called “thermocapillary shear stress” and can be expressed as:

$$ \tau_d = \nabla \gamma - (\nabla \gamma \cdot \mathbf{n}) \mathbf{n} $$

With the quasi-parallel film assumption (|\nabla h| \ll 1, \mathbf{n} \approx \mathbf{e}_z) and additionally assuming that the surface tension decreases linearly with temperature, the resultant shear stress on the disk lubricant can be expressed as:

$$ \tau_d = \tau_{x,d} \mathbf{e}_x + \tau_{y,d} \mathbf{e}_y = \frac{\partial \gamma}{\partial x} \mathbf{e}_x + \frac{\partial \gamma}{\partial y} \mathbf{e}_y = -c \left( \frac{\partial T_d}{\partial x} \mathbf{e}_x + \frac{\partial T_d}{\partial y} \mathbf{e}_y \right) $$

Here, \( c \equiv -\frac{d\gamma}{dT} \) is assumed to be constant and equal to 0.06 \( \text{mN}/(\text{m}^2\text{C}) \) for Zdol 2000 [32].

Previous studies by Dahl and Bogy [32] and Sarabi and Bogy [35] have shown that the Laplace pressure has a negligible impact on lubricant evolution during HAMR laser heating, particularly for thin lubricant films (\( \leq 1.2 \text{ nm} \)). Hence, we ignore the effect of Laplace pressure on the lubricant evolution in this study.

### Disjoining Pressure

Effectively, intermolecular forces (such as van der Waals and electrostatic forces) have a finite range of influence \( r \), beyond which these forces become negligibly small. For nanoscale liquid films, as the film thickness becomes comparable to \( r \) (see Figure 2.3), the molecules in the solid substrate interact with the lubricant molecules resulting in an additional normal force on a surface element of the lubricant (additional to the force due to Laplace pressure (Eq. (2.9)) and ambient gas pressure, \( p_{\text{gas}} \)). This extra force is the resultant of all intermolecular interactions in the gas-liquid-solid system acting on the area element \( dA \) and is defined as the disjoining force. This force acts normal to the interface, is directly proportional to the surface area \( dA \) and depends on the film thickness \( h_d \). Thus, the disjoining force can be expressed as \( \Pi_d(h_d) dA \). Here \( \Pi_d(h_d) \) is defined as the disjoining pressure. In general, \( \Pi_d \) could be positive (solid repels the lubricant-air interface) or negative (solid attracts the lubricant-air interface) [62]. Balancing the normal forces on the surface element \( dA \), the
Figure 2.3: The next external pressure on the lubricant $p_{\text{ext}}$ has contributions due to the ambient gas pressure $p_{\text{gas}}$, the Laplace pressure $\gamma \nabla \cdot n$ and the Disjoining pressure $\Pi_d$. Disjoining pressure is an equivalent pressure acting on a lubricant surface element due to the resultant of all intermolecular interactions in the gas-liquid-solid system.

Lubricant pressure $p_d$ in Eq. (2.6) is obtained as:

$$p_d = p_{\text{ext}} = p_{\text{gas}} - \Pi_d(h_d) + \gamma \nabla \cdot n$$

$$= p_{\text{gas}} - \Pi_d(h_d) - \gamma \nabla^2 h_d$$  \hspace{1cm} (2.10)

Eq. (2.10) is known as the augmented Young-Laplace equation, since it contains a supplementary pressure (disjoining pressure) which augments the classical Young-Laplace equation ($p_d = p_{\text{gas}} + \gamma \nabla \cdot n$).

As indicated by Eq. (2.10), the external normal pressures applied to the lubricant film are the air bearing pressure, disjoining pressure and laplace pressure. Of these, the disjoining pressure has a dominant effect on lubricant diffusion. The timescale of lubricant deformation during HAMR is of the order of ns, while the effect of the air bearing pressure ($p_{\text{gas}}$) is expected to be on the order of seconds [63] and can be ignored [31]. As noted previously, the effect of Laplace pressure on the lubricant film evolution is also small for thin films. Thus the lubricant pressure $p_d$ in Eq. (2.6) is obtained as:

$$p_d = -\Pi_d(h_d)$$  \hspace{1cm} (2.11)

For a one-component liquid, the disjoining pressure may be determined as the derivative of the free energy per unit area of a thin layer, which arises from the effect of surface forces. Based on this definition, some researchers have tried to obtain appropriate expressions for the disjoining pressure of PFPE lubricants [64] [65] according to the following equation:

$$\Pi_d(h_d) = -\frac{\partial \gamma_d^d}{\partial h_d} - \frac{\partial \gamma_d^p}{\partial h_d} = \Pi_d(h_d)^d + \Pi_d(h_d)^p = \frac{A_{VLS}}{6\pi(h_d + d_0)^3} + \Pi_d(h_d)^p$$  \hspace{1cm} (2.12)
Here we consider two components of disjoining pressure and use the mischaracterizing nomenclature common in hard drive lubricant literature [46] - dispersive $\Pi_d$ and polar $\Pi_p$, based on the corresponding components of the thin film surface energy $\gamma_d$ and $\gamma_p$. The dispersive disjoining pressure $\Pi_d$ is a consequence of van der Waals interactions and has a $1/h^3$ dependence. Here $A_{VLS}$ is the Hamaker constant for the vapor-liquid-solid system. $d_0$ is a constant introduced to account for the molecular effect of the finite size of the atoms and molecules within the lubricant film. The oscillating polar component $\Pi_p$ is due to structural effects or non-van der Waals interactions introduced by the functional end-groups and is typically represented by a polynomial expansion. The coefficients of dispersive disjoining pressure ($A_{VLS} = 4.59 \times 10^{-20}$ J, $d_0 = 0.172$ nm) and polar disjoining pressure (curve-fitting parameters for polynomial expansion) of Zdol 2000 can be found in Ref. [35]. These coefficients are based on the methodology described by Karis and Tyndall [64] and the experimental data of surface energy of unannealed Zdol 2000 given by Tyndall et. al. [65].

Some researchers [46] have questioned the assumptions made in the widely used contact angle method used to determine disjoining pressure in Refs. [64], [65]. However, in the absence of an accurate method for measuring disjoining pressure for actual lubricant/disk systems, we use the contact angle measurements in Ref. [65] in this study.

At nanometer scale head-disk clearances, the disk lubricant disjoining pressure is also influenced by the presence of the slider and the lubricant layer on the slider. Several previous works [66], [45] and [46] consider the influence of the slider on the disk lubricant disjoining pressure, while ignoring the liquid-liquid interactions. However, as the amount of lubricant accumulation on the slider increases, the liquid-liquid interactions can no longer be neglected. The resulting expression for the disk lubricant disjoining pressure is given by: [67], [68], [69]

$$\Pi_d(h_d, h_s) = \frac{A_{VLS}}{6\pi(h_d + d_0)^3} + \Pi_d(h_d)^p + \frac{A_{VLS}}{6\pi(fh - h_d - d_0)^3} + \frac{A_{LVL}}{6\pi(fh - h_d - h_s - 2d_0)^3}$$

(2.13)

Here $A_{LVL}$ is the Hamaker constant for the liquid-liquid interactions through vapor. In this study, we assume that $A_{LVL} = 3 \times 10^{-20}$ J [70] [66]. A detailed derivation of Eq. (2.13) can be found in Ref. [68]. It is worthwhile to note that in the characterization of disjoining pressure in Eq. (2.13), we define Hamaker constants such that $A_{VLS} > 0$ and $A_{LVL} > 0$. Defining $A_{SVL}$ as the Hamaker constant for solid-liquid interactions through vapor and assuming $A_{SVL} \approx A_{VLS} + A_{LVL}$ [66], Eq. (2.13) can be equivalently expressed as:

$$\Pi_d(h_d, h_s) = \left[\frac{A_{VLS}}{6\pi(h_d + d_0)^3} + \Pi_d(h_d)^p\right] + \left[\frac{A_{SVL}}{6\pi(fh - h_d - d_0)^3}\right] + \left[\frac{A_{LVL}}{6\pi(fh - h_d - h_s - 2d_0)^3} - \frac{A_{LVL}}{6\pi(fh - h_d - d_0)^3}\right]$$

(2.14)

In Eq. (2.14), the first term represents the disjoining pressure of the disk lubricant due to van der Waals and polar interactions with the disk, the second term represents the influence of the slider on the disk lubricant disjoining pressure and the third term represents the influence of the slider lubricant film on the disk lubricant disjoining pressure. We note
that the expression for disjoining pressure found in Refs. [66], [45] and [46] is the same as Eq. (2.14), if we ignore the last term (liquid-liquid interaction).

**Thin Film Viscosity**

As noted in Section 2.2, viscous lubrication theory can be used to model the flow of the nanoscale lubricant film on the disk, provided an effective film-thickness dependent viscosity is employed. Intermolecular forces between particles in a fluid resist the shearing motion of the fluid and this resistance causes viscosity. As the temperature increases, the strength of intermolecular forces in a liquid decreases due to an increase in molecular thermal activity. Hence, the viscosity of most liquids decreases with an increase in temperature. Karis [53] applied Eyring’s rate theory to develop a thin film viscosity model for hard disk drive lubricants including temperature and film thickness dependence and gave the following equation:

$$\mu_d(h_d) = \frac{N_A h_P}{V_l} \exp \left( \frac{\Delta E_{vis}(h_d) - T_d \Delta S_{vis}(h_d)}{RT_d} \right)$$  \hspace{1cm} (2.15)

where $N_A$ is Avogadro’s number, $h_P$ is Planck’s constant, $V_l$ is the molar volume of the lubricant, $\Delta E_{vis}(h_d)$ is the film thickness dependent flow activation energy, $\Delta S_{vis}(h_d)$ is the film thickness dependent flow activation entropy, $R$ is the universal gas constant and $T_d$ is the disk lubricant temperature. We use the same $\Delta E_{vis}(h_d)$ and $\Delta S_{vis}(h_d)$ values as those found in Ref. [53] for Zdol [32].

**Evaporation**

Dahl and Bogy [32] used the method of Karis [6] to calculate the bulk vapor pressure of Zdol $p_{vap,\infty}(T, M_w)$ with the Clapeyron equation and ideal gas law. With the bulk vapor pressure known, the equilibrium thin film vapor pressure is determined using the following expression [32, 59, 71]:

$$\frac{p_{vap,film}(h_d, h_s)}{p_{vap,\infty}} = \exp \left( \frac{M_w}{\rho_l RT_d} [ - \pi_d(h_d, h_s) ] \right)$$  \hspace{1cm} (2.16)

Next, the net evaporation rate is determined using the Hertz-Knudsen-Langmuir model [72] as:

$$\dot{m}_d(h_d, h_s, p_v) = \alpha \sqrt{\frac{M_w}{2\pi RT_d}} (p_{vap,film}(h_d, h_s) - p_v)$$  \hspace{1cm} (2.17)

where $\dot{m}_d$ is the net evaporation mass flux from the disk, $M_w$ is the lubricant molecular weight, $R$ is the molar universal gas constant, $T_d$ is the disk lubricant temperature and $\alpha$ is the accommodation constant (assumed to be 1 in this study). $p_{vap,film}$ is the equilibrium thin film vapor pressure and $p_v$ is the partial pressure of the lubricant vapor in the air bearing. Previous works on lubricant deformation under HAMR conditions [32] [35] [31] [50] have assumed $p_v$ to be 0. However, when the media is heated to its Curie temperature, significant evaporation of the lubricant is expected to occur. As a result, the partial pressure of the
lubricant vapor in the air bearing can not be ignored and must be studied using a separate evolution equation. This equation will be discussed in the subsequent section “Lubricant Vapor in the Air Bearing”.

**Governing Equation for the Disk Lubricant**

The governing equation for the disk lubricant can be obtained by substituting Eqs. (2.8), (2.11), (2.13), (2.15) and (2.17) in Eq. (2.6):

\[
\frac{\partial h_d}{\partial t} + u_d \frac{\partial h_d}{\partial x} + \frac{\partial}{\partial x} \left[ \frac{h_d^3}{3 \mu_d} \frac{\partial \pi_d}{\partial x} - \frac{h_d^2}{2 \mu_d} \frac{\partial T_d}{\partial x} \right] + \frac{\partial}{\partial y} \left[ \frac{h_d^3}{3 \mu_d} \frac{\partial \pi_d}{\partial y} - \frac{h_d^2}{2 \mu_d} \frac{\partial T_d}{\partial y} \right] + \frac{\dot{m}_d}{\rho_t} = 0 \quad (2.18)
\]

We use the same non-dimensionalization scheme as Dahl and Bogy [32].

\[
h_{d*} = h_d h_{0,d} \quad x* = x L \quad y* = y L \quad \mu_{d*} = \mu_0 \mu_d \quad T_{d*} = T_d \Delta T_d + T_0
\]

(2.19)

Here \(h_{0,d}\) is the initial disk lubricant thickness, \(L\) is the disk temperature profile FWHM, \(T_0\) is the ambient temperature, \(\Delta T_d\) is the maximum prescribed disk temperature rise \(T_{max,d} - T_0\) and \(\mu_0 = \mu(T_0, h_{0,d})\). This choice of non-dimensional variables implies the following scales and coefficients:

\[
t* = t t_s \quad \pi_{d*} = \pi_d p_s \quad t_s = \frac{2 \mu_0 L^2}{h_{0,d} c \Delta T_d} \quad p_s = \frac{3 c \Delta T_d}{2 h_{0,d}} \quad C_u = \frac{2 \mu_0 L u_d}{h_{0,d} c \Delta T_d} \quad S = \frac{2 \mu_0 L^2 \dot{m}_d}{h_{0,d}^2 c \Delta T_d \rho_t}
\]

(2.20)

We now switch to a notation where quantities with an asterisk are dimensional and quantities without an asterisk are non-dimensional. The final non-dimensional governing equation for the disk lubricant is:

\[
\frac{\partial h_d}{\partial t} + C_u \frac{\partial h_d}{\partial x} + \frac{\partial}{\partial x} \left[ \frac{h_d^3}{\mu_d} \frac{\partial \pi_d}{\partial x} - \frac{h_d^2}{\mu_d} \frac{\partial T_d}{\partial x} \right] + \frac{\partial}{\partial y} \left[ \frac{h_d^3}{\mu_d} \frac{\partial \pi_d}{\partial y} - \frac{h_d^2}{\mu_d} \frac{\partial T_d}{\partial y} \right] + S_d = 0 \quad (2.21)
\]

The initial condition is a uniform film of lubricant of prescribed thickness \(h_{0,d}\). We use Neumann boundary conditions on the ends of our domain.

**Governing Equation for the Slider Lubricant**

Similarly, the final non-dimensional governing equation for the slider lubricant can be expressed as:

\[
\frac{\partial h_s}{\partial t} + \frac{\partial}{\partial x} \left[ \frac{h_s^3}{\mu_s} \frac{\partial \pi_s}{\partial x} - \frac{h_s^2}{\mu_s} \frac{\partial T_s}{\partial x} \right] + \frac{\partial}{\partial y} \left[ \frac{h_s^3}{\mu_s} \frac{\partial \pi_s}{\partial y} - \frac{h_s^2}{\mu_s} \frac{\partial T_s}{\partial y} \right] + S_s = 0 \quad (2.22)
\]
The initial condition is a uniform film of lubricant of thickness $h_{0,s}$. We use Neumann boundary conditions on the ends of our domain. It is worthwhile to highlight that $h_s$ is nondimensionalized with respect to $h_{0,d}$ and $T_s$ is non-dimensionalized with respect to $\Delta T_d$. Also, we assume that the FWHM of disk and slider temperature profiles are the same and equal to $L$.

### Lubricant Vapor in the Air Bearing

Consistent with the lubrication approximation, we assume that the density of the lubricant vapor in the air bearing $\rho_v$ is independent of the normal co-ordinate $z$, i.e., $\rho_v \equiv \rho_v(x, y)$. The governing equation for the lubricant vapor can be obtained by integrating the continuity equation along the normal co-ordinate $z$ and applying Fick’s Law of Diffusion [44].

\[
\frac{\partial}{\partial t} (\rho_v h_a) + \frac{\partial}{\partial x} (\rho_v q_x) + \frac{\partial}{\partial y} (\rho_v q_y) = \frac{\partial}{\partial x} \left( D h_a \frac{\partial \rho_v}{\partial x} \right) + \frac{\partial}{\partial y} \left( D h_a \frac{\partial \rho_v}{\partial y} \right) + \dot{m}_d + \dot{m}_s \tag{2.23}
\]

In this equation, $h_a(h_s, h_d) \equiv (fh - h_s - h_d)$ is the height of the air bearing where $fh$ is the constant head-disk spacing at the NFT (Refer Figure 2.1). $q_x \equiv \int_{h_d}^{h_a+h_d} v_{a,x} dz$ and $q_y \equiv \int_{h_d}^{h_a} v_{a,y} dz$ are the volume flow rates per unit length in the $x$ and $y$ directions, obtained by integrating the air bearing velocity $v_{a,x}$ and $v_{a,y}$ in the $z$ direction across the air bearing clearance. $D$ is the lubricant vapor diffusivity in air and $\dot{m}_d$ and $\dot{m}_s$ are the net evaporation mass fluxes from the disk and slider lubricant films respectively. Eq. (2.23) also assumes that the lubricant vapor in air is a dilute mixture so that the binary mixture velocity can be approximated by the air bearing velocity $v_{m,x} \approx v_{a,x}$ and $v_{m,y} \approx v_{a,y}$ and that the mixture density $\rho_m$ is approximately constant over the scale on which $\rho_v$ varies.

The first term in Eq. (2.23) models the unsteady lubricant vapor density change and dynamic air bearing height change. The next two terms on the LHS of Eq. (2.23) model the vapor convection effect due to the air bearing velocity. The effect of lubricant vapor diffusion in the air bearing layer is modeled by the first two terms on the RHS of (2.23). Finally, lubricant evaporation/condensation from the disk/slider is modeled by the last two terms of Eq. (2.23).

In this study, we assume that the effects of the lubricant vapor on the air bearing pressure, temperature and velocity can be neglected. Also, the lubricant as well as air bearing temperature is simply assumed to be equal to the average of the disk and slider temperatures $T_v \equiv \frac{1}{2} (T_s + T_d)$. Finally, the lubricant vapor density and partial pressure are assumed to be related by the ideal gas law:

\[
P_v = \frac{\rho_v R T_v}{M_w} \tag{2.24}
\]

where $R$ is the molar universal gas constant and $M_w$ is the lubricant molecular weight.
Convection and Diffusion

The lubricant convection model in Eq. (2.23) requires the air bearing velocity profiles in the $x$ and $y$ directions near the location of the NFT. Theoretically, this velocity profile can be obtained from an air bearing model for HAMR like CMLAir HAMR [73, 74]. However, the air bearing model in [73, 74] is rather coarsely meshed near the NFT location. Hence, due to the lack of accurate air velocity profiles very close to the NFT, we assume the following simple model for volume fluxes $q_x$ and $q_y$:

$$q_x = u_d(fh - h_{0,d} - h_{0,s}) \quad q_y = 0$$ (2.25)

Karis [6] used the Hirschfelder approximation [75] to obtain the lubricant vapor phase diffusion coefficient:

$$D = 1.858 \times 10^{-4} \left( \frac{1}{M_w} + \frac{1}{M_a} \right)^{0.5} \frac{T_v^{1.5}}{P_a \sigma_i \Omega}$$ (2.26)

where $M_a$ and $M_w$ are the air and lubricant molecular weights and $P_a$ is the air bearing pressure. Expressions for collision diameter $\sigma_i$ and collision integral $\Omega$ can be found in [6].

Governing Equation for the Lubricant Vapor

We use the following non-dimensionalization for the lubricant vapor equation (2.23):

$$\rho_v^* = \rho_v \rho_l \quad h_a^* = h_a h_{0,d} \quad q_x^* = q_x q_0 \quad q_y^* = q_y q_0$$

$$D^* = D D_0 \quad q_0 \equiv \frac{L h_{0,d}}{t_s} \quad C_D \equiv \frac{t_s D_0}{L^2}$$ (2.27)

Here $\rho_l$ is the density of the liquid lubricant and $D_0$ is the diffusivity at ambient temperature $T_0$ and pressure $p_0$ ($D_0 \equiv D(T_0, p_0)$). The spatial and temporal non-dimensionalization is the same as that for the disk/slider lubricant Eq. (2.19) and (2.20). We now switch to a notation where quantities with an asterisk are dimensional and quantities without an asterisk are non-dimensional. The final non-dimensional governing equation for the lubricant vapor is:

$$\frac{\partial}{\partial t}(\rho_v h_a) + \frac{\partial}{\partial x}(\rho_v q_x) + \frac{\partial}{\partial y}(\rho_v q_y) = \frac{\partial}{\partial x} \left( C_D D h_a \frac{\partial \rho_v}{\partial x} \right) + \frac{\partial}{\partial y} \left( C_D D h_a \frac{\partial \rho_v}{\partial y} \right) + S_d + S_s$$ (2.28)

Numerical Scheme

Equations (2.21), (2.22) and (2.28) are three coupled partial partial differential equations in the three unknowns $h_s$, $h_d$ and $\rho_v$ (or equivalently $P_v$ through (2.24)). Equations (2.22) and (2.28) are discretized using a finite volume method (Hybrid Scheme) [76]. For the disk lubricant equation (2.21), we follow the method used by Dahl and Bogy [32] - the non-advection part of the equation is discretized using the Hybrid Scheme and the advective part is solved using the Cubic Interpolation Spline (CIP) scheme [77], [78]. The resulting set of non-linear, coupled algebraic equations are solved iteratively to obtain the three solution profiles.
2.4 Results

Lubricant Transfer during HAMR

For the baseline simulation, we assume an initially uniform film of Zdol 2000 ($M_w = 2$ kg/mol) of thickness $h_{0,d} = 1.2$ nm on the disk. The ambient conditions are assumed to be $T_0 = 25$ °C and $p_0 = 101325$ Pa. The disjoining pressure experimental data is valid in the thickness range 0.2-2 nm, hence we assume the initial lubricant thickness on the slider ($h_{0,s}$) to be 0.2 nm. We prescribe a Gaussian temperature profile with a peak of 500 °C and FWHM of 20 nm on the disk. The slider temperature profile has the same FWHM but a peak of 310 °C. The head-disk clearance $f h$ is set to 4 nm, so that the initial air bearing height ($h_{a,0}$) is 2.6 nm. We consider a disk speed $U_d$ of 12.5 m/s (corresponding to disk rotational velocity of 5400 RPM and radial distance of 22.215 mm) and a simulation time $t_f$ of 2 ns. The air bearing pressure at the NFT is set to 2.2 MPa. The peak disk/slider temperature, head-disk spacing and air bearing pressure data are approximately based on 15 mW TFC (Thermal Fly Height Control) Power and 2 mW NFT Power simulations using the CML HAMR code [73, 74]. We consider the same slider Air Bearing Surface (ABS) design for the HAMR air bearing simulations as [73, 74].

Figure 2.4 shows the time evolution of the lubricant profile on the disk and the slider in the cross-track and down-track directions. We see a central trough of depth 0.6 nm and side ridges of height 0.2 nm in the cross-track disk lubricant profile, similar to those seen in previous works [32]. The disk lubricant trough depth does not change much over time, however, the length of the depleted region continues to increase due to the disk motion in the down-track direction. As disk lubricant depletion increases with time, lubricant accumulation on the slider also grows. Starting with a uniform film of 0.2 nm on the slider, the simulation predicts a peak lubricant height of 0.83 nm at the end of 2 ns of illumination.

Figure 2.5 shows the partial pressure of the lubricant vapor in the air bearing in the cross-track direction. The lubricant vapor pressure is less than 0.1 MPa, while the air pressure at the NFT is 2.2 MPa, thereby justifying the dilute vapor assumption. At the NFT location (origin of co-ordinate system), the disk and slider lubricant thicknesses at the end of 2 ns are 0.59 nm and 0.83 nm respectively. The thin film equilibrium vapor pressure (Eq. (2.16)) at film thickness of 0.59 nm ($h_d$) and temperature of 500 °C ($T_d$) is 0.3 MPa and at 0.83 nm ($h_s$) and 310 °C ($T_s$) is $5 \times 10^{-4}$ MPa. The partial pressure of the lubricant vapor phase at the origin ($p_v$) is 0.07 MPa. Thus, the large difference between the equilibrium vapor pressure of the disk lubricant and the head lubricant causes this relatively large mass flux from the disk to the head through the air bearing.

Figure 2.6 shows the dynamic air bearing height ($h_a = f h - h_d - h_s$) in the cross-track direction. At the origin (NFT location), the slider lubricant thickness reaches its peak value, however, the disk lubricant depletion is also maximized here. This causes a local maxima in the air bearing cross-track thickness profile. Two pairs of local minima are seen in the air bearing thickness profile. One pair of minima is seen at $y = \pm 11$ nm, which corresponds to the ridges on the disk lubricant thickness profile. Another pair of minima are seen at $y = \pm$
Figure 2.4: Cross-track and down-track Lubricant Profile on Disk and Slider at different times of laser illumination. $T_{\text{max},d} = 500 \, ^\circ\text{C}$, $T_{\text{max},s} = 310 \, ^\circ\text{C}$, $U_d = 12.5 \, \text{m/s}$, $f_h = 4 \, \text{nm}$, FWHM = 20 nm. Origin $(X = 0, Y = 0)$ is at NFT center.

3.5 nm. This location corresponds to the optimal point for the tradeoff between the rates of disk lubricant depletion and slider lubricant accumulation.

**Effect of Disk Temperature**

In this section, we investigate how the lubricant transfer process changes with maximum disk temperature, a consequence of varying the laser power, for fixed initial disk and slider
Figure 2.5: Cross-track profile of lubricant vapor phase partial pressure at the end of 2 ns of laser shine. $T_{\text{max},d} = 500 \, ^\circ\text{C}, T_{\text{max},s} = 310 \, ^\circ\text{C}, U_d = 12.5 \, \text{m/s}, \text{fh} = 4 \, \text{nm}, \text{FWHM} = 20 \, \text{nm}$. Origin ($X = 0, Y = 0$) is at NFT center.

Figure 2.6: Cross-track profile of air bearing thickness at the end of 2 ns of laser shine. $T_{\text{max},d} = 500 \, ^\circ\text{C}, T_{\text{max},s} = 310 \, ^\circ\text{C}, U_d = 12.5 \, \text{m/s}, \text{fh} = 4 \, \text{nm}, \text{FWHM} = 20 \, \text{nm}$. Origin ($X = 0, Y = 0$) is at NFT center.
lubricant thicknesses of 1.2 nm and 0.2 nm respectively. We illuminate the lubricant with a 20 nm FWHM thermal spot scanning at a speed of 12.5 m/s for 2 ns. The maximum head temperature is kept constant at 310 °C and the maximum disk temperature is varied: 400 °C, 450 °C, 475 °C, 500 °C and 525 °C.

Figure 2.7 shows the cross-track and down-track profile of the disk and slider lubricant thicknesses for the different disk temperatures. The increase in maximum disk temperature

```
Figure 2.7: Cross-track and down-track lubricant profile on the disk and slider at different maximum disk temperatures. Dramatic increase in the slider’s lubricant accumulation is predicted with increase in disk temperature. $T_{max,s} = 310$ °C, $U_d = 12.5$ m/s, $fh = 4$ nm, FWHM = 20 nm, $t_f = 2$ ns. Origin ($X = 0$, $Y = 0$) is at NFT center.
```
has two effects on the physics of disk lubricant deformation - the rate of evaporation increases and the thermocapillary shear stress becomes stronger (due to higher temperature gradient). At 400 °C, we see some small deformation in the disk lubricant profile, however, there is hardly any accumulation of lubricant on the slider. What little deformation is present at this temperature is due to thermocapillary shear stress. As shown in Figure 2.7, as the disk temperature is increased, the central trough (caused largely by evaporation) becomes wider as well as deeper. The height of the side ridges caused by thermocapillary shear stress also increases. The increased rate of evaporation from the disk causes the lubricant accumulation on the slider to rise.

Figure 2.10a plots the slider’s lubricant accumulation $\Delta V_{\text{slider}}$ (defined as the difference between the initial and final volume of slider lubricant) as a function of maximum disk temperature. Not only does the lubricant accumulation increase with increase in disk temperature, but the slope of the accumulation versus disk temperature curve also increases at higher temperatures.

**Effect of Slider Temperature**

In this section, the maximum disk temperature is kept constant at 500 °C and the maximum slider temperature is varied: 200 °C, 250 °C, 310 °C, 350 °C and 400 °C. All other variables (initial lube thickness, disk speed, laser FWHM, simulation time, head-disk spacing, etc.) are kept the same as in the section on “Effect of Disk Temperature”.

As shown in Figure 2.8, change in maximum slider temperature has a minor effect on the disk lubricant profile. As the slider’s temperature increases, the amount of lubricant accumulation on the slider decreases, but the effect is relatively small. This is highlighted in Figures 2.10a and 2.10b which compare the effects of disk and slider temperatures on the lubricant transfer process. A variation in disk temperature from 400 °C to 525 °C causes the accumulation to increase from a meager 8 nm$^3$ to 118.8 nm$^3$. On the other hand, varying the slider’s temperature from 200 °C to 400 °C causes only a small change in slider lubricant accumulation from 83.7 nm$^3$ to 77.9 nm$^3$.

**Effect of Initial Lubricant Thickness**

Here we study how the lubricant transfer process changes with initial disk lubricant thickness, for fixed disk and slider temperatures. Four cases of disk lubricant thickness: 0.6 nm, 0.8 nm, 1 nm and 1.2 nm are considered. Higher lubricant thicknesses are avoided so as to avoid the effect of dewetting and the influence of Laplace pressure. All other variables (initial slider lubricant thickness, disk speed, laser FWHM, simulation time, head-disk spacing, etc.) are kept the same as in the section on “Effect of Disk Temperature”.

As shown in Figure 2.9, similar to the maximum disk temperature study, an increase in lubricant thickness causes the depth as well as width of the central trough on the disk to increase. For a disk temperature of 500 °C and slider temperature of 310 °C, thicker lubricant films of 1.2 nm and 1 nm have a peak accumulation thickness of 0.85 nm and
Figure 2.8: Cross-track lubricant profile on disk and slider at different maximum Slider Temperatures. $T_{\text{max,d}} = 500 \, ^{\circ}\text{C}$, $U_d = 12.5 \, \text{m/s}$, $fh = 4 \, \text{nm}$, FWHM = 20 nm, $t_f = 2 \, \text{ns}$. Origin ($X = 0$, $Y = 0$) is at NFT center.

Figure 2.9: Cross-track lubricant profile on disk and slider at different initial lube thicknesses. $T_{\text{max,d}} = 500 \, ^{\circ}\text{C}$, $T_{\text{max,s}} = 310 \, ^{\circ}\text{C}$, $U_d = 12.5 \, \text{m/s}$, $fh = 4 \, \text{nm}$, FWHM = 20 nm, $t_f = 2 \, \text{ns}$. Origin ($X = 0$, $Y = 0$) is at NFT center.

0.71 nm, respectively, while the thinner lubricant films of 0.6 nm and 0.8 nm have a peak accumulation thickness of 0.6 nm and 0.5 nm, respectively. An increased amount and slope
Figure 2.10: Lubricant Accumulation on the slider (nm$^3$) as a function of disk temperature, slider temperature and initial lube thickness. Increase in the disk temperature and initial lubricant thickness causes the slider lube accumulation to rise. Change in head temperature has a minimal effect on the accumulation.

(With respect to thickness) of lubricant accumulation on the slider is predicted, as highlighted in Figure 2.10c.

**Effect of Air Bearing Convection and Diffusion**

In this section, we investigate the effect of the air convection and diffusion model on the lubricant transfer process. We illuminate the disk lubricant with a 20 nm FWHM thermal spot scanning at a speed of 12.5 m/s for 1 ns. The maximum disk and slider temperatures
are kept constant at 500°C and 310°C respectively. We consider four cases - (a) without convection and diffusion (b) with convection, without diffusion, (c) without convection, with diffusion and (d) with convection and diffusion.

As shown in Figure 2.11, cases (a) and (b) (without diffusion, without/with convection) have similar solution profiles, as do cases (c) and (d) (with diffusion, without/with convection). Thus, the air convection model does not seem to have a significant effect on the lubricant transfer process. This can be justified by the following simple calculation. Kinetic energy of a vapor molecule is given by $\frac{1}{2}mv^2$, where $m = 2000 \times 1.66 \times 10^{-27}$ kg for Zdol 2000. The thermal energy of a vapor molecule can be estimated as $\frac{3}{2}kT$, where $k$ is the Boltzmann constant. Equating these at a disk temperature of 773 K, we find that the speed of a vapor molecule ejected from the disk is of the order of 100 m/s [79]. This is almost 8 times the disk velocity. Thus the rate of ejection of lubricant molecules is much higher than the rate of convection, which explains why air convection has a negligible impact on the lubricant transfer process.

![Figure 2.11: Effect of convection and diffusion on lubricant profile on the disk and slider. Convection has a small effect on the profile, diffusion causes the accumulation profile to spread out. $T_{max,d} = 500$ °C, $T_{max,s} = 310$ °C, $U_d = 12.5$ m/s, $fh = 4$ nm, FWHM = 20 nm, $t_f = 1$ ns. Origin ($X = 0$, $Y = 0$) is at NFT center.](image)

Diffusion, on the other hand, has a significant impact on the profile of the deposited slider lubricant film. For the cases where diffusion was ignored (a) and (b), the slider lubricant film has a much steeper slope and narrow width. Inclusion of the vapor diffusion effect causes the slider lubricant profile to spread out - the profile is wider but shorter in height, which is a direct consequence of the diffusion of the lubricant vapor pressure profile. However, the
volume of accumulation in all four cases was found to be almost unchanged (less than 6% change).

**Laser Spot Size Study**

Here we study the effect of the laser spot size on the lubricant transfer process. We consider four thermal spot sizes - 20 nm, 50 nm, 100 nm and 1 µm. To directly compare the amount of slider lubricant accumulation during the 2 ns of laser illumination, a normalized volume quantity needs to be determined. We follow the method used by Dahl and Bogy [32] and define “normalized slider lubricant accumulation” as:

\[
\Delta V_{\text{slider}} \equiv \frac{\Delta V_{\text{slider}}}{L^2}
\]

where \( \Delta V_{\text{slider}} \) is the slider’s lubricant accumulation defined in the Section “Effect of Disk Temperature”.

Figure 2.12 plots the normalized slider lubricant accumulation as a function of time for different spot sizes. For the shorter illumination time, \( \Delta V_{\text{slider}} \) for larger spot sizes is greater than that for smaller spot sizes. However, the trend reverses for larger simulation times. This implies that, on a relative scale, slider lubricant accumulation is more significant for larger spot sizes at small illumination times. However, for larger illumination times, slider lubricant accumulation is more significant for smaller spot sizes.

![Figure 2.12: Normalized lubricant accumulation on slider (nm³) versus time for different Laser Spot Sizes.](image)

Figure 2.12: Normalized lubricant accumulation on slider (nm³) versus time for different Laser Spot Sizes. On a relative scale, small laser spot sizes show larger accumulation for long simulation times. \( T_{\text{max},s} = 310 \, \text{oC}, U_d = 12.5 \, \text{m/s}, \, \text{fh} = 4 \, \text{nm}, \, \text{FWHM} = 20 \, \text{nm}. \)
Disjoining Pressure Study (Mechanical Transfer)

As described in Eq. (2.14), the disk lubricant disjoining pressure $\Pi_d$ depends on the disk lubricant thickness $h_d$, slider lubricant thickness $h_s$, and the head-disk spacing $fh$. Figure 2.13 plots the variation of disk lubricant disjoining pressure $\Pi_d$ and its derivative $\frac{\partial \Pi_d}{\partial h_d}$ with $h_s$ at $fh = 3$ nm and $h_d = 1.2$ nm. When only the disk-lubricant and/or slider-lubricant interactions are considered, the disk disjoining pressure is independent of $h_s$. However, when lubricant-lubricant interactions are considered, as $h_s$ increases, both $\Pi_d$ and $\frac{\partial \Pi_d}{\partial h_d}$ increase.

The increase in $\Pi_d$ would result in the suppression of the evaporation rate from the disk according to Eqs. (2.16) and (2.17). Figure 2.13 shows that $\frac{\partial \Pi_d}{\partial h_d}$ becomes 0 at $h_s$ of 0.77 nm and is positive for larger $h_s$. Hence, we expect that dewetting of the disk lubricant film would occur beyond this stage of lubricant accumulation on the slider. As the slider lubricant accumulation increases with time, the rate of evaporation decreases, while the dewetting instability of the disk lubricant film increases. This causes a change in the lubricant transfer mechanism from thermal (evaporation/condensation driven) to mechanical or molecular interactions driven (dewetting instability driven).

In order to demonstrate this phenomenon, we illuminate the disk lubricant with a 20 nm FWHM thermal spot scanning at a speed of 12.5 m/s at a head-disk spacing of 3 nm. The maximum disk and slider temperatures are kept constant at 500°C and 310°C, respectively. We consider two cases - (a) Effect of Slider and Slider Lubricant on Disk Disjoining Pressure are ignored, (b) Effect of Slider and Slider Lubricant on Disk Disjoining Pressure are considered. Figure 2.14 plots the cross-track and down-track lubricant profiles for the disk and slider after of 1.5 ns of illumination. Until this stage, the amount of lubricant transfer from the disk to the slider is higher for case (a) than case (b). When the influence of the slider and slider lubricant on the disjoining pressure are considered (Case (b)), the evaporation rate is lower due to higher disjoining pressure, leading to less transfer by the “thermally activated” mechanism. If the illumination of the disk is continued beyond 1.5 ns, the disjoining pressure and its derivative both continue to increase (in case (b)) due to the increase in the slider’s lubricant height. Finally, at a simulation time of 1.9 ns, the disjoining pressure derivative becomes 0. The simulation becomes unstable beyond this stage due to dewetting. Any small perturbations in the system would continue to grow, causing the simulation to blow up. If the laser illumination is continued beyond 1.9 ns, we expect a significant pick-up of the disk lubricant caused by the temperature gradient on a dewetting lubricant film.

A similar effect is observed on decreasing the head-disk spacing. Figure 2.15 plots the variation of $\Pi_d$ and $\frac{\partial \Pi_d}{\partial h_d}$ with $fh$ at $h_s = 0.2$ nm and $h_d = 1.2$ nm. When only the disk-lubricant interactions are considered, $\Pi_d$ is independent of $fh$. However, when the slider-lubricant and lubricant-lubricant interactions are considered, as $fh$ decreases, both $\Pi_d$ and $\frac{\partial \Pi_d}{\partial h_d}$ increase; $\frac{\partial \Pi_d}{\partial h_d}$ becomes 0 at $fh$ of around 2.5 nm. At relatively higher head-disk spacing ($\sim 4$ nm), the disk to slider lubricant transfer mechanism is largely thermally activated. On the other hand, for lower head-disk spacings ($\sim 2.5$ nm), the transfer mechanism is largely driven by dewetting instability.
Figure 2.13: Effect of Slider Lubricant Thickness ($h_s$) on Disk Disjoining Pressure. When lubricant-lubricant interactions are considered, both $\Pi_d$ and $\frac{\partial \Pi_d}{\partial h_d}$ increase rapidly with $h_s$.

### 2.5 Discussion

We have shown that several angstroms of lubricant accumulation on the slider is possible after 2 ns of disk lubricant illumination. At head-disk spacings of $\sim 3 - 4$ nm, the head-disk lubricant transfer is initially largely caused by temperature difference driven evaporation/condensation. Lubricant accumulation grows much more with increase in temperature.
Figure 2.14: Disjoining Pressure Study: Case (a) Only disk-lubricant interactions are considered, Case (b) disk-lubricant, slider-lubricant and lubricant-lubricant interactions are considered. Increase in $\Pi_d$ when all interactions are considered causes the amount of lube transfer due to evaporation to decrease. $T_{max,d} = 500 ^\circ C$, $T_{max,s} = 310 ^\circ C$, $U_d = 12.5$ m/s, $fh = 4$ nm, FWHM = 20 nm, $t_f = 1.5$ ns. Origin ($X = 0$, $Y = 0$) is at NFT center.

When an initial disk lubricant film of 1.2 nm is subjected to a maximum disk temperature of 400°C, the slider lubricant accumulation is merely 8 nm$^3$, whereas at a peak temperature of 525°C, the accumulated volume is 118.8 nm$^3$. Moreover, close to the HAMR target temperature, even small changes in the maximum disk temperature can help in reducing the lubricant transfer to the head. For example, reducing the peak temperature from 525°C to
Figure 2.15: Effect of Head-Disk Spacing ($f_h$) on Disk Disjoining Pressure. When the slider-lubricant and lubricant-lubricant interactions are considered, both $\Pi_d$ and $\frac{\partial \Pi_d}{\partial h_d}$ increase rapidly as $h_s$ decreases.

500°C and further to 475 °C reduces the accumulated volume on the slider from 118.8 nm$^3$ to 80.8 nm$^3$ and further to 49.8 nm$^3$. The corresponding drop in the peak slider lubricant height is 1 nm to 0.85 nm and further to 0.65 nm for 525°C, 500°C and 475°C, respectively. While it was expected that a drop in media temperature would result in a lower transfer,
the high sensitivity of the slope of the lubricant accumulation curve (Figure 2.10a) near the HAMR target temperature of 500 °C is a crucial insight towards managing lubricant and material transfer during HAMR writing.

Comparatively, the head temperature has a small impact on the amount of lubricant transfer. Variation in the maximum head temperature from a high of 400°C to a low of 200°C (with the disk being maintained at a peak temperature of 500°C) resulted in a rise in the slider lubricant accumulation from 77.9 nm$^3$ to only 83.7 nm$^3$. The corresponding variation in peak slider lubricant height is 0.77 nm to 0.97 nm. Thinner lubricant films have larger disjoining pressures and effective viscosities and are much more resistive to deformation and evaporation. Reducing the thickness of the initial lubricant film coated on the disk can also help in reducing the amount of lubricant pick-up.

While the lubricant transfer is initially dominated by evaporation/condensation, as the amount of lubricant accumulation on the slider increases, the influence of the slider-lubricant and lubricant-lubricant molecular interactions becomes increasingly important. There exists a critical value of accumulated slider lubricant thickness at which the disjoining pressure derivative becomes zero and significant lubricant transfer is expected originating from dewetting instability. Figure 2.16a plots this critical slider lubricant thickness as a function of disk lubricant thickness at different head-disk spacings. We see that for higher disk lubricant thickness, the critical slider lubricant thickness for the onset of dewetting is lower. The critical slider lubricant thickness also decreases as the head-disk spacing is reduced. In fact, at very low head-disk spacings ($\sim$ 2.5 nm), lubricant dewetting occurs at almost no slider lubricant accumulation. This is highlighted in Figure 2.16b, which plots the critical head-disk spacing at which the dewetting of disk lubricant occurs without any accumulation of slider lubricant ($h_s$ was set equal to 0.2 nm) as a function of disk lubricant thickness. At such low spacings, we expect to see lubricant pick-up even before the initiation of laser heating. This phenomenon was demonstrated experimentally by Ambekar et. al [45].

Few numerical studies have been presented in the literature on lubricant transfer in HAMR, however, those models may not be sufficiently accurate due to some unrealistic assumptions, such as a uniform disk lubricant film and uniform temperature distribution. Ma and Liu [42] studied lubricant transfer in HAMR without considering the effect of spatial temperature gradient on lube evolution. While their model qualitatively predicted that lube thinning rate increases dramatically with rise in temperature, they predicted significantly lower lube thinning rates - time for 1 nm disk lube in the area from 20 to 40 mm radius to uniformly thin 1Å was on the order of seconds for Zdol 2000 under a 100 nm laser spot at 450°C. Our model and previous works [32] predict several angstroms of local lube deformation and transfer in a time scale of nanoseconds due to spatial temperature variation at similar peak media temperatures and laser spot sizes.

In this study, we have not considered the effects of thermal decomposition or lubricant polydispersity. Experiments suggest that the thermal decomposition of Zdol occurs at temperatures above 600 K [80]. Hence, in addition to evaporation, thermal decomposition could be another potential mechanism contributing towards desorption of lubricant molecules from the disk at high temperatures. PFPE lubricants are not chemically pure materials, but
(a) Critical accumulated head lubricant thickness for the onset of dewetting versus disk lubricant thickness at different head-disk spacings. Critical head lube thickness decreases with an increase in the disk lube thickness and decrease in head-disk spacing.

(b) Critical Head-disk spacing for the onset of dewetting instability as a function of disk lubricant thickness. At head-disk spacings below the critical value, lubricant pick-up is expected to occur even before the laser is turned on.

Figure 2.16: Critical $h_s$ and $f_h$ for onset of Dewetting Instability
rather are a mixture of different molecular weight components. Since the rate of evaporation is a strong function of molecular weight, the degree of polydispersity will determine how the evaporation rate varies as lighter molecules will evaporate first [81].

The same physics of molecular interactions and their changes with temperature applies to surface tension and interfacial energetics. Marchon and Saito [33] considered the effect of a temperature dependent Hamaker constant on lubricant thermo-diffusion under laser heating. The model developed here can be improved by considering the effect of temperature on the Hamaker constants $A_{VLS}$, $A_{LVL}$ and $A_{SVL}$.

The lubricant is assumed to be a viscous, Newtonian fluid in this study. In reality, PFPE lubricants exhibit viscoelastic behavior [6]. We present an improved version of this model which considers the effect of viscoelasticity on lubricant deformation and disk-to-head transfer in subsequent chapters 3 and 4 of this thesis.

The governing equation for the disk/slider lubricant film used in this study assumes a quasi-parallel film. Though the results presented are only for 2 ns of laser illumination, we performed simulations with this model for longer laser shine times ($\sim 10$ ns). We found that as the amount of slider accumulation increases with time, the slope of the slider lubricant profile becomes very high, violating the quasi-parallel film assumption. In order to predict the lubricant transfer process for high volumes of accumulation, the governing equations need to be modified to allow high slopes. The expression for disjoining pressure also needs to be updated to consider the impact of film curvature [82].

2.6 Conclusion

We have developed a continuum mechanics based viscous model that predicts the lubricant transfer from the disk to the slider during HAMR writing. The model simultaneously determines the deformation and evaporation of the lubricant film on the disk, the convection and diffusion of the vapor phase lubricant in the air bearing and the evolution of the condensed lubricant film on the slider. The model also accounts for molecular interactions between the disk-lubricant, slider-lubricant and lubricant-lubricant in terms of disjoining pressure.

We found that at head-disk spacings of $\sim 3$ - 4 nm, the disk-to-head transfer mechanism is initially largely thermally driven. Hence, the amount of lubricant accumulation on the slider can be significantly reduced by decreasing the media temperature. However, as lubricant accumulation increases with time, we see a change in the transfer mechanism from thermally driven to molecular interactions driven (dewetting instability). A similar change in transfer mechanism from thermal to mechanical is predicted as we reduce the head-disk spacing. There exists a critical value of head-disk spacing and a critical value of head lubricant height at which dewetting of the disk lubricant begins, leading to enhanced lubricant pick-up.

This chapter presents work published in Tribology Letters (reprinted by permission from Springer Nature (Tribology Letters) [83], Copyright (2017))
Chapter 3

Viscoelastic Model for Disk Lubricant Deformation During HAMR

3.1 Introduction

During HAMR, a complex laser delivery system exposes the magnetic media to a high temperature in order to reduce its coercivity during writing. The high temperature gradient on the media causes the lubricant to deform and deplete under the influence of driving forces such as thermo-capillary stress and evaporation. It is imperative for the lubricant to withstand this writing process and sufficiently recover post-writing to ensure that the disk remains well-protected and the head flies stably.

In Chapter 2, we studied the behavior of the lubricant film on the disk and its transfer to the head during HAMR writing using a continuum model, while assuming the lubricant to be a purely viscous material. Numerous other works in the literature have also investigated lubricant behavior during HAMR using viscous continuum models [31–34]. However, experiments show that perfluoropolyether (PFPE) lubricants are viscoelastic fluids [6, 84, 85] and can behave like viscous fluids or elastic solids or a combination of both depending on the flow timescale [36]. Sarabi & Bogy studied the effect of viscoelasticity on lubricant behavior during HAMR using a Finite Element implementation of the Linear Maxwell model in ANSYS [37]. They found that the lubricant exhibits elastic behavior with instantaneous deformations. However, this model solves the complete 3D equations of motion, failing to take advantage of the lubrication approximation. Moreover, disjoining pressure was linearized to ease computation speed and the effect of evaporation was not included.

In this chapter, we introduce a modified Reynolds lubrication equation (2D) for the viscoelastic fluid using the Linear Maxwell model and demonstrate similar results to the 3D ANSYS model developed by Sarabi & Bogy [37]. Our model uses non-linear disjoining pressure and includes evaporation. Experiments by Mate et al. on lubricant migration on the slider suggest that slippage might be a dominant mechanism when the lubricant is subjected to high shear stresses [86]. Accordingly, we also investigate the effect of inclusion of a slip
boundary condition on lubricant behavior under high thermo-capillary stress during HAMR.

3.2 Lubricant Rheology

Linear Viscoelasticity and Deborah Number

Under small deformation gradients, viscoelastic fluids exhibit linear behavior. The most basic model for a linear viscoelastic fluid is the Linear Maxwell model (single stage), which is described by the following equation:

\[
\sigma = -pI + \tau + \eta \frac{1}{G} \frac{\partial \tau}{\partial t} = \nabla \mathbf{v} + (\nabla \mathbf{v})^T
\]  

(3.1)

Here \( \sigma \) is the Cauchy stress, \( p \) is the pressure of the incompressible fluid, \( \tau \) is the extra stress, and \( \mathbf{v} \) is the velocity. Viscosity \( \eta \) and shear modulus \( G \) are related to Maxwell relaxation time \( \lambda \) by \( \eta = G \lambda \).

A viscoelastic fluid can exhibit viscous or elastic behavior depending on the flow timescale. In order to characterize this behavior, the non-dimensional parameter “Deborah number” is introduced by normalizing the maxwell relaxation time by the flow timescale: \( De = \frac{\lambda}{t_s} \). When \( De \ll 1 \), the material behaves like a viscous fluid, when \( De \gg 1 \) it behaves like an elastic solid and for \( De \sim 1 \) the material has both viscous and elastic characteristics. For the lubricant under HAMR, the flow time scale may be defined as \( t_s = \frac{L}{U} \), where \( L \) is the laser FWHM (set as 20 nm in this study) and \( U \) is the disk velocity (\( \sim 10 \) m/s), thus \( De = \frac{\lambda U}{L} \) [37].

Bulk Lubricant Rheology

Bulk rheological properties of PFPE lubricants have been studied by measuring their viscosity (\( \eta \)), storage modulus (\( G' \)), loss modulus (\( G'' \)) via steady-shear and dynamic oscillation measurements using rotational rheometers [6, 84, 85]. Kono et al. investigated the rheological properties of PFPEs with different molecular weights and end-groups [84]. Karis measured the dynamic moduli of several PFPEs including Zdol 2500 and Ztetraol 2000 between 1 and 100 rad/s at temperatures from -20 to 100 °C [6]. The PFPEs were found to be linear viscoelastic at these conditions (dynamic strain amplitude of 5%). The data measured at low temperatures was transformed to high frequency through time-temperature superposition with Williams Landel Ferry (WLF) Coefficients:

\[
\log(a_{T_0}) = \frac{-C_1(T - T_0)}{C_2 + (T - T_0)}
\]  

(3.2)

Here reference temperature \( T_0 \) is the glass transition temperature of the PFPE and \( C_1 \) and \( C_2 \) are WLF coefficients with respect to \( T_0 \). Upto 3 linear Maxwell elements (i.e. 3 sets
of shear moduli $G_i$ and Maxwell relaxation times $\tau_i$) were derived for each PFPE from the data for $G', G''$ versus $\omega \tau_0$. The measurements for $\tau_i$ and $G_i$ show that for these multistage models, one of the stages is dominant ($\tau_1 \gg \tau_2, \tau_3$). To simplify calculations, we consider only the dominant stage and reduce Karis' model to a single-stage one (i.e. Linear Maxwell model - Eq. (3.1)) with shear modulus $G_{\text{bulk}} (= G_1)$ and viscosity $\eta_{\text{bulk}}$. Accordingly the viscosity as a function of temperature is given by:

$$\eta_{\text{bulk}}(T) = \eta_{\text{bulk}}(T_0)a_{T_0}(T)$$  \hspace{1cm} (3.3)

where $\eta_{\text{bulk}}(T_0)$ is the viscosity at the reference temperature $T_0$ and $a_{T_0}(T)$ is given by Eq. (3.2). The Maxwell relaxation time can be obtained as: $\lambda_{\text{bulk}} = \frac{\eta_{\text{bulk}}}{G_{\text{bulk}}}$. The Maxwell relaxation time and viscosity have the same temperature shift function and thus the shear modulus is independent of temperature. $T_0$, $C_1$, $C_2$, $\eta_{\text{bulk}}(T_0)$, $G_{\text{bulk}}$ for Zdol 2500 and Ztetraol 2000 are tabulated in Table 6.1. Viscosity of Ztetraol as a function of temperature using Eqs. (3.2), (3.3) is plotted in Figure 3.1.

<table>
<thead>
<tr>
<th>Lubricant</th>
<th>Zdol 2500</th>
<th>Ztetraol 2000</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_0$</td>
<td>-113.6 °C</td>
<td>-112.2 °C</td>
</tr>
<tr>
<td>$C_1$</td>
<td>13.62</td>
<td>23.22</td>
</tr>
<tr>
<td>$C_2$</td>
<td>59.72</td>
<td>45.81</td>
</tr>
<tr>
<td>$\eta_{\text{bulk}}(T_0)$</td>
<td>4.16e+8 Pa-s</td>
<td>2.34e+17 Pa-s</td>
</tr>
<tr>
<td>$G_{\text{bulk}}$</td>
<td>51.9 kPa</td>
<td>36.6 kPa</td>
</tr>
</tbody>
</table>

Table 3.1: Glass transition temperature $T_0$, WLF coefficients $C_1$, $C_2$, viscosity $\eta_{\text{bulk}}$ at $T_0$ and shear modulus $G_{\text{bulk}}$ for Zdol 2500 and Ztetraol 2000 [6]

**Thin Film Lubricant Rheology**

Ruths & Granick measured the dynamic moduli $G'$, $G''$ of thin unfunctionalized and functionalized PFPE films (2.8 nm Z03, 3.3 nm Zdol 2100, 6.6 nm Zdol 4000) at normal pressures of 1 and 3 MPa and shear rates of $10^{-2}$ to $10^5$ s$^{-1}$ [87]. The properties were measured by shearing the films between two mica surfaces using a surface force apparatus (SFA). They found that the unfunctionalized Z03 displayed elastic behavior in the entire frequency range of 1.3-130 Hz with large, frequency independent moduli (in the regime of linear response i.e. small-amplitude oscillatory shear). Zdol 2100 also exhibited elastic behavior with frequency independent moduli ($G' \sim 1$ MPa, $G''$ was one order of magnitude smaller) at higher normal pressure of 3 MPa. Under large deformations, the moduli dropped significantly due to shear thinning/slip. These results suggest that the Maxwell relaxation time and zero-shear viscosity of nano-scale films are several orders of magnitude higher than the bulk values. More recently Itoh et al. measured the dynamic moduli of Z03 and Zdol at higher frequencies...
Using a Fiber Wobbling Method (FWM) [88, 89]. They found that as the film thickness decreases, both the viscosity and elasticity of the lubricant increase.

Mate & Marchon studied the shear response of similar unfunctionalized PFPE films when subjected to air shear stress of 20 - 200 Pa (comparable shear rates to SFA) using a blow-off technique [52]. They found that molecularly thin films partially confined by a single solid surface do not solidify (unlike SFA results) and display viscous behavior. They attributed the “solid like behavior” in the SFA experiment to confinement of molecules between two solid surfaces with applied pressure. Scarpulla et al. [54] studied the shear properties of molecularly thin films of the functionalized lubricant Zdol using blow-off and found that its flow can be described by an enhanced effective viscosity (larger than the bulk viscosity for functionalized lubricants). Karis et al. studied lubricant spin-off from magnetic disks and reported that the effective viscosity of Zdol increases exponentially with decrease in thickness [53].

More recently Marchon et al. [90] and Mate et al. [86] studied the migration of the functionalized lubricant Ztetraol on the head under higher air shear stresses (∼ 500 kPa in [90], ∼ 10 kPa in [86]). They found that the effective thin-film viscosity is either similar to or smaller than the bulk viscosity (in contrast with previous studies [53, 54] where the effective viscosity was larger than the bulk viscosity). Moreover, the effective viscosity was found to decrease with decreasing lubricant thickness. This apparent discrepancy was attributed to slip caused by high shear stresses. As the film thickness is reduced, slip becomes a more dominant migration mechanism, which would manifest itself within the viscous flow simulation as a lower viscosity.
Experiments on lubricant films on a solid substrate under air shear demonstrate that the behavior of thin films confined by a single solid and confined between two solids are significantly different. Dynamic properties from SFA/FWM experiments cannot be directly used to study the behavior of lubricant under HAMR laser heating (confined by a single solid - the disk). Hence we use the bulk rheological properties from Table 6.1 with appropriate thin-film enhancement factors. Karis et al. [53] found a viscosity enhancement factor of $\sim 13$ for 1 nm thick Zdol 4000. Accordingly, we assume that the effective viscosity for both Zdol and Ztetraol is 13 times the bulk viscosity determined using Eq. (3.3) (i.e. $\eta_{\text{eff}} = 13 \times \eta_{\text{bulk}}$).

To account for slippage caused by high shear stresses, we apply the Navier slip boundary condition, which assumes that the slip velocity $v_{\text{slip}}$ is directly proportional to the wall shear stress $\tau_{\text{wall}}$:

$$v_{\text{slip}} = \frac{b}{\eta} \tau_{\text{wall}} \quad (3.4)$$

Here $b$ is the slip length. Other non-linear slip boundary conditions are also available such as power-law dependence on wall shear stress or a threshold-type slip [91]. However, the Navier slip boundary condition is the simplest one and is commonly used to study the combined effect of slip and viscoelasticity on thin polymer film evolution [92, 93]. Since no quantitative data is available in literature about the effect of confinement (by a single solid) on the Maxwell relaxation time, we assume that $G_{\text{eff}} = 13 \times G_{\text{bulk}}$ and $\lambda_{\text{eff}} = \lambda_{\text{bulk}}$ in the baseline simulation (so that $\eta_{\text{eff}} = G_{\text{eff}} \lambda_{\text{eff}}$). We also perform a sensitivity analysis to see how the lubricant behavior changes if the enhancement factor of 13 is partially absorbed by $\lambda_{\text{eff}}$ and $G_{\text{eff}}$ (Refer Section 3.5: “Effect of Shear Modulus”).

### 3.3 Lubrication Theory based on Linear Maxwell Model

#### Lubrication Equation Derivation

We consider the generic problem of a thin lubricant film of thickness $h(x, y, t)$ on a flat substrate, moving at a constant linear speed $U$. The frame of reference is moving along with the substrate (so that the substrate appears to be rest). The co-ordinate system is defined such that the $z$ axis is along the lubricant thickness and the $x$ axis is along the direction of the substrate velocity. The top surface of the lubricant ($z = h$) is free to evolve under the influence of external shear stress $\tau_b(x, y, t) = \tau_{b,x} e_x + \tau_{b,y} e_y$ and external pressure $p_b(x, y, t)$.

We assume that the characteristic dimension in the $z$ direction, $h_0$ is much smaller than the characteristic dimension in the $x$ and $y$ directions, $L$. The inertial terms in the equation of motion are assumed to be small compared to the extra stress terms. We also assume that the stresses $\tau_{xx}, \tau_{xy}, \tau_{yy}, \tau_{zz}$ are smaller than or comparable to $\tau_{xz}, \tau_{yz}$. With these assumptions, the Cauchy equation of motion, the constitutive law (Eq. (3.1)) and the continuity equation
Figure 3.2: Lubricant film of thickness $h(x, y, t)$ evolves under the influence of external shear stress $\tau_b = \tau_{b,x} e_x + \tau_{b,y} e_y$ and external pressure $p_b$ acting on its top surface. Some lubricant is removed from the film via evaporation ($\dot{m}$).

simplify to [36]:

$$
-\frac{\partial p}{\partial x} + \frac{\partial \tau_{xz}}{\partial z} = 0
$$

$$
-\frac{\partial p}{\partial y} + \frac{\partial \tau_{yz}}{\partial z} = 0
$$

$$
\frac{\tau_{xz}}{\eta} + \frac{1}{G} \frac{\partial \tau_{xz}}{\partial t} = \frac{\partial v_x}{\partial z}
$$

$$
\frac{\tau_{yz}}{\eta} + \frac{1}{G} \frac{\partial \tau_{yz}}{\partial t} = \frac{\partial v_y}{\partial z}
$$

$$
\frac{\partial h}{\partial t} + \frac{\partial}{\partial x} \left( \int_0^h v_x dz \right) + \frac{\partial}{\partial y} \left( \int_0^h v_y dz \right) + \frac{\dot{m}}{\rho} = 0
$$

Eq. (3.7) is obtained by integrating the continuity equation across the film thickness (a derivation can be found in Ref. [59]). Here $\rho$ is the lubricant density and $\dot{m}$ is the evaporation mass flux per unit time. $v_x$, $v_y$ are the lubricant velocity components along $x$ and $y$ respectively and $p$ is the lubricant pressure. Integrating Eq. (3.5) subject to boundary condition at $z = h$ ($\tau_{xz}|_{z=h} = \tau_{b,x}$, $\tau_{yz}|_{z=h} = \tau_{b,y}$, $p|_{z=h} = p(x, y, t) = p_b$), we obtain these shear stress profiles:

$$
\tau_{xz} = \frac{\partial p}{\partial x} (z - h) + \tau_{b,x}
$$

$$
\tau_{yz} = \frac{\partial p}{\partial y} (z - h) + \tau_{b,y}
$$
We consider the linear Navier slip boundary condition (Eq. (3.4)) at \( z = 0 \) (with constant slip length \( b \))

\[
v_x |_{z=0} = \frac{b}{\eta} \tau_{xx} |_{z=0} = \frac{b}{\eta} \left( -\frac{\partial p}{\partial x} h + \tau_{b,x} \right) \\
v_y |_{z=0} = \frac{b}{\eta} \tau_{yy} |_{z=0} = \frac{b}{\eta} \left( -\frac{\partial p}{\partial y} h + \tau_{b,y} \right)
\]

(3.9)

Inserting the shear stress profiles from Eq. (3.8) into Eq. (3.6) and integrating using the boundary condition at \( z = 0 \), we obtain the following velocity profiles:

\[
v_x = \frac{1}{\eta} \left[ \frac{\partial p}{\partial x} \left( \frac{z^2}{2} - hz - bh \right) + \tau_{b,x} (z + b) \right] + \frac{1}{G} \left[ \frac{\partial^2 p}{\partial t \partial x} \left( \frac{z^2}{2} - hz \right) - \frac{\partial p \partial h}{\partial x \partial t} z + \frac{\partial \tau_{b,x}}{\partial t} \right] \\
v_y = \frac{1}{\eta} \left[ \frac{\partial p}{\partial y} \left( \frac{z^2}{2} - hz - bh \right) + \tau_{b,y} (z + b) \right] + \frac{1}{G} \left[ \frac{\partial^2 p}{\partial t \partial y} \left( \frac{z^2}{2} - hz \right) - \frac{\partial p \partial h}{\partial y \partial t} z + \frac{\partial \tau_{b,y}}{\partial t} \right]
\]

(3.10)

Inserting the velocity profiles from Eq. (3.10) into the integrated continuity Eq. (3.7), we arrive at the governing equation for the viscoelastic lubricant:

\[
\frac{\partial h}{\partial t} + \frac{\partial}{\partial x} \left( \frac{h^3}{3\eta} \frac{\partial p}{\partial x} + \frac{h^2}{2\eta} \tau_{b,x} - \frac{h^2 b \partial p}{\eta} + \frac{hb}{\eta} \tau_{b,x} \right) + \frac{\partial}{\partial y} \left( -\frac{h^3}{3\eta} \frac{\partial p}{\partial y} + \frac{h^2}{2\eta} \tau_{b,y} - \frac{h^2 b \partial p}{\eta} + \frac{hb}{\eta} \tau_{b,y} \right) + \frac{\partial}{\partial t} \left( \frac{h^3}{3G} \frac{\partial^2 p}{\partial t \partial x} - \frac{h^2}{2G} \frac{\partial p \partial h}{\partial x \partial t} + \frac{h^2}{2G} \frac{\partial \tau_{b,x}}{\partial t} \right) + \frac{\partial}{\partial t} \left( -\frac{h^3}{3G} \frac{\partial^2 p}{\partial t \partial y} + \frac{h^2}{2G} \frac{\partial p \partial h}{\partial y \partial t} + \frac{h^2}{2G} \frac{\partial \tau_{b,y}}{\partial t} \right) + \frac{\dot{m}}{\rho} = 0
\]

(3.11)

In this equation, \( q_{\text{viscous},x} = \left( \frac{h^3}{3\eta} \frac{\partial p}{\partial x} + \frac{h^2}{2\eta} \tau_{b,x} \right) \) is the viscous volumetric flow rate per unit width (originating from the viscous part of the constitutive Eq. (3.6)), \( q_{\text{slip},x} = \left( -\frac{h^2 b \partial p}{\eta} + \frac{hb}{\eta} \tau_{b,x} \right) \) is the volumetric flow rate per unit width due to slip (originating from the slip boundary condition: Eq. (3.9)) and \( q_{\text{elastic},x} = \left( -\frac{h^3}{3G} \frac{\partial^2 p}{\partial t \partial x} + \frac{h^2}{2G} \frac{\partial p \partial h}{\partial x \partial t} + \frac{h^2}{2G} \frac{\partial \tau_{b,x}}{\partial t} \right) \) is the elastic volumetric flow rate per unit width (originating from the elastic part of the constitutive Eq. (3.6)).

In the limit \( De \ll 1 \) and \( b = 0 \), i.e. \( q_{\text{elastic},x} = 0 \) and \( q_{\text{slip},x} = 0 \), this equation reduces to the classical Reynolds lubrication equation for viscous fluids (i.e. Eq. (2.6) in Chapter 2).

We note that the term \( u_d \frac{\partial h}{\partial y} \) which is present in Eq. (2.6) in Chapter 2 is missing in Eq. (3.11). This is because Eq. (3.11) assumes a frame of reference moving along with the substrate at linear speed \( U \) (so that the substrate appears to be rest). On the other hand, Eq. (2.6) in Chapter 2 used the ground frame of reference, in which the substrate moved a linear speed \( u_d \).
Lubricant Driving Forces during HAMR Writing

The deformation of the lubricant during HAMR writing is driven by the thermo-capillary shear stress caused by the spatial temperature gradient (see Subsection “Surface Tension” in Section 2.3 from Chapter 2). Assuming that surface tension $\gamma$ decreases linearly with temperature, the external shear stress $\tau_b = \tau_{b,x} e_x + \tau_{b,y} e_y$ in Eq. (3.11) for a quasi-parallel film ($|\nabla h| \ll 1, n \approx e_z$) is given by

$$\tau_b = \frac{\partial \gamma}{\partial x} e_x + \frac{\partial \gamma}{\partial y} e_y = -c \left( \frac{\partial T}{\partial x} e_x + \frac{\partial T}{\partial y} e_y \right)$$  \hspace{1cm} (3.12)

We assume $c \equiv -\frac{d\gamma}{dT} = 0.06 \text{ mN/(m}^o\text{C})$ [32]. The co-ordinate system is attached to the moving disk. In this frame, the disk appears to be stationary and the scanning thermal spot moves with speed $U$. Thus, the disk temperature profile is assumed to be a Gaussian curve with FWHM of 20 nm, moving with linear speed $U$. To keep the time derivatives finite, we apply the initial rise in temperature as a ramp of 2 ns.

Next, we consider contributions to external pressure $p_b$. Since lubricant pressure $p$ is independent of $z$, $p = p_b$. The normal pressures applied to the film are the air bearing pressure, disjoining pressure and laplace pressure (see Figure 2.3 from Chapter 2). Of these, the disjoining pressure has a dominant effect on lubricant diffusion. The timescale of lubricant deformation during HAMR is of the order of ns, while the effect of the air bearing pressure is expected to be on the order of seconds [63] and can be ignored. The laplace pressure can also be ignored unless the surface profile shows a sharp spatial variation [32, 35]. The van der Waals component of disjoining pressure is given by $\Pi_{vdw}(h) = \frac{A_{VLS}}{6\pi(h+d_0)^3}$ [46]. Here $A_{VLS}$ is the Hamaker constant for the vapor-liquid-solid system. $d_0$ is a constant introduced to account for the finite size of the atoms and molecules within the lubricant film. We use the following values in this study: $A_{VLS} = 1 \times 10^{-19} \text{J}$, $d_0 = 0.3 \text{ nm}$ [46]. For lubricants with reactive end-groups, the total disjoining pressure also has electrostatic and structural components [46]. However, for thin films ($\leq 1 \text{ nm}$, far from the typical dewetting thickness), the van der Waals component becomes dominant. Thus, $p$ in Eq. (3.11) is given by

$$p = -\Pi(h) = -\frac{A_{VLS}}{6\pi(h+d_0)^3}$$  \hspace{1cm} (3.13)

Finally, high temperatures during HAMR writing cause lubricant depletion due to evaporation and degradation. These effects are not considered in this section. The effect of evaporation will be discussed in Chapter 4.

Eq. (3.11) along with Eqs. (3.12), (3.13) describe the evolution of the lubricant height $h(x,y,t)$ under HAMR writing. We first discretize the time derivatives in Eq. (3.11) using the Implicit Euler method. The spatial derivatives are then discretized using the second order accurate finite difference schemes [94].
3.4 Non-linear Viscoelastic Effects

The Linear Maxwell model is not frame invariant and is valid only for small deformation gradients [69]. It is not clear if the linear model is a reasonable approximation to predict the lubricant deformation during HAMR. In order to convincing answer this question, one would have to simulate the lubricant behavior using a non-linear viscoelastic constitutive equation (for example, differential model like the upper-convected Maxwell model [95] or integral model like the K-BKZ model) and compare the results with the linear model. When De \( \gg 1 \), Tanner suggests using a non-linear elastic model to predict the rapid deformation behavior of the viscoelastic material [36]. In fact, most non-linear viscoelastic models including the upper-convected Maxwell model and K-BKZ model reduce to some non-linear elastic model when De \( \to \infty \). Hence, as a quick check, we compare the results of the Linear Maxwell model in the elastic limit (viscous terms suppressed), with the simplest non-linear elastic model - the incompressible neo-hookean model, which is described by the following equation:

\[
P = -pF^{-T} + GF
\]  

(3.14)

Here \( P \) is the first Piola-Kirchhoff stress tensor and \( F \) is the deformation gradient. \( G \) is the shear modulus and \( p \) is the pressure (Lagrange multiplier). Eq. (3.14) along with the Cauchy equation of motion (in referential form) and the incompressibility condition form the governing system of equations for the neo-hookean solid:

\[
\rho_0 \mathbf{a} = \text{Div} \mathbf{P}
\]

\[
\det F = 1
\]  

(3.15)

Here \( \rho_0 \) is the referential density, \( \mathbf{a} \) is the acceleration. Body forces are ignored. We simulate the behavior of the neo-hookean lubricant under HAMR using an ANSYS FEM model. We compare the results of this model with the prediction of the modified lubrication equation for the Linear Maxwell fluid, with viscous terms suppressed. The idea is to check if the prediction of the Linear Maxwell model (in elastic limit) is close to the neo-hookean result. If this is the case, it would be some justification for the assumption that the effect of the non-linear terms in the general viscoelastic case is small.

3.5 Results

Lubricant Deformation during HAMR: Viscous vs Viscoelastic Behavior

For the baseline simulation, we assume an initially uniform film of Ztetraol of thickness \( h_0 = 1 \) nm on the disk. The slip length \( b \) is set to 0. The lubricant is subjected to a moving laser spot of FWHM 20 nm at 10 m/s. At \( t = 0 \) the laser spot is centered at \( x = 0, y = 0 \), hence
at $t = 20$ ns, the laser spot is at $x = 200$ nm, $y = 0$. The resultant temperature profile on the disk is a Gaussian with a peak of $500^\circ$C. Figure 3.3a shows a 3D plot of the lubricant profile after 15 ns of laser heating. Projection of the lubricant profile along the cross-track ($y$) direction at $x = 150$ nm is shown in Figure 3.3b. We plot the lubricant profile in the down-track ($x$) direction ($h$ vs $x$ at $y = 0$) at 10 ns and 20 ns in Figure 3.4.

Figure 3.3: Disk lubricant profile (Ztetraol) after 15 ns of laser heating. The moving laser spot is centered at $x = 150$ nm, $y = 0$ at $t = 15$ ns. $T_{max} = 500$ °C, $U = 10$ m/s, FWHM = 20 nm, $b = 0$. 

(a) 3D plot of the disk lubricant profile

(b) Cross-track disk lubricant profile (at $x = 150$ nm)
The lubricant profile is composed of a trough of depth 0.43 nm centered at the instantaneous laser position, with a trail of depth 0.1 nm. As the laser moves forward from x = 100 nm (at 10 ns) to x = 200 nm (at 20 ns), the trough follows the laser instantaneously, thus displaying an elastic behavior. The trail length keeps increasing as the laser moves forward, displaying a characteristic viscous behavior.

In order to distinguish between these two contrasting behaviors, we performed simulations for the viscous limit (elastic terms artificially suppressed: \( q_{\text{elastic}} = 0 \) in Eq. (3.11)) and elastic limit (viscous terms artificially suppressed: \( q_{\text{viscous}} = 0 \) in Eq. (3.11)). We plot the down-track (x) and cross-track (y) profiles of the viscoelastic, viscous and elastic solutions in Figures 3.5a & 3.5b at the end of 15 ns of laser heating. The down-track profile (h vs x) is plotted at y = 0 and the cross-track profile (h vs y) is plotted at x = 150 nm (i.e. at the instantaneous position of the laser at t = 15 ns). The down-track profile shows that the purely elastic solution is composed of an instantaneously moving trough with no trail, whereas the purely viscous solution has no instantaneous trough (just a trail). The viscoelastic solution is a combination of both. The cross-track profile shows that the deformed lubricant width for the elastic/viscoelastic solution is much larger (almost twice) the width of the purely viscous solution. The purely elastic solution leaves behind a small residual trough of depth 0.05 nm between x = -10 nm and x = 40 nm. This trough was found to be a consequence of the initial temperature ramp from t = 0 to t = 2 ns. However, this trough does not affect the solution at later times (the trough moves instantaneously with no trail apart from this initial residual trough) and thus can be ignored for the long term solution.
Figure 3.5: Lubricant profile (Ztetraol) after 15 ns of laser heating - viscous, elastic and viscoelastic profiles. $T_{\text{max}} = 500 \, ^\circ\text{C}$, $U = 10 \, \text{m/s}$, FWHM = 20 nm, $b = 0$.

**Comparison with Sarabi & Bogy**

Sarabi & Bogy [37] used a Finite Element ANSYS model to describe the lubricant evolution during HAMR using the integral form of the Linear Maxwell model. This model solves the complete 3D Cauchy equations of motion without the simplifications arising from the lubrication approximation. Here we compare the results of our modified lubrication equation
(3.11) with the ANSYS model proposed in [37]. The ANSYS model uses a lagrangian description of the equations of motion with the initial undeformed lube as the referential configuration. Combining this approach with the lubrication approximation in Section 3.3, we arrive at the following Lagrangian description of lubricant height \( h(X,t) \) (assuming no slip i.e. \( b = 0 \), no evaporation):

\[
\frac{\partial h}{\partial t} + \frac{\partial}{\partial X} \left( \frac{-h_0^3}{3\eta} \frac{\partial p}{\partial X} + \frac{h_0^2}{2\eta} \tau_{b,x} \right) + \frac{\partial}{\partial Y} \left( \frac{-h_0^3}{3\eta} \frac{\partial p}{\partial Y} + \frac{h_0^2}{2\eta} \tau_{b,y} \right) + \frac{\partial}{\partial X} \left( \frac{-h_0^3}{3G} \frac{\partial^2 p}{\partial t \partial X} + \frac{h_0^2}{2G} \frac{\partial \tau_{b,x}}{\partial t} \right) + \frac{\partial}{\partial Y} \left( \frac{-h_0^3}{3G} \frac{\partial^2 p}{\partial t \partial Y} + \frac{h_0^2}{2G} \frac{\partial \tau_{b,y}}{\partial t} \right) = 0
\]  

(3.16)

Here \( h_0 \) is the initial uniform (undeformed) lubricant height and \( X, Y \) are the spatial co-ordinates in the reference configuration (as opposed to \( x, y \) from Eq. (3.11) which are the spatial co-ordinates in the current configuration).

Figure 3.6: Down-track lubricant (Ztetraol) profile (at \( y = 0 \)) after 10 ns of laser irradiation - Comparison between 3D ANSYS solution [37] and lubrication theory solution using Eqs. (3.11) and (3.16). \( T_{max} = 500 \text{ °C}, U = 10 \text{ m/s}, \text{FWHM} = 20 \text{ nm}, b = 0. \)

We simulate the deformation of a 1 nm (= \( h_0 \)) lube under a Gaussian temperature profile with a peak of 500 °C and FWHM of 20 nm, moving at a linear speed \( U \) of 10 m/s. Lubricant profiles in the down-track direction (at \( y = 0 \)) at the end of 10 ns using Eq. (3.11), Eq. (3.16) and the ANSYS model from [37] are plotted in Figure 3.6. The disjoining pressure (given by Eq. (3.13)) is modeled as a linear spring with constant stiffness per unit area of 1.95e+16 N/m³ (= value of \( \frac{\partial p}{\partial h} \) at \( h = 0.65 \text{ nm} \)) in all three models [37]. The ANSYS solution and the solution of Eq. (3.16) agree almost exactly, which confirms the validity of the lubrication
approximation. The solution of Eq. (3.11) has a smaller width and depth than Eq. (3.16). This difference is attributed to the additional approximations involved in deriving Eq. (3.16) as opposed to Eq. (3.11). (Eq. (3.16) assumes that $\frac{\partial}{\partial X} \approx \frac{\partial}{\partial x}$).

**Comparison between Linear Maxwell Model in Elastic Limit and Neo-hookean Model**

In order to estimate the magnitude of non-linear viscoelastic effects, we study the lubricant deformation during HAMR using the neo-hookean model and compare the results with the solution using the Linear Maxwell model, in the limit $De \to \infty$ (i.e. viscous terms artificially set to 0). To simplify the calculations, we consider a 2D form of the actual 3D problem (in the X-Z plane), where all quantities are assumed to be uniform in the Y direction. The effects of slip, evaporation and disjoining pressure are also ignored for simplicity. Accordingly, the governing equation for lubricant height $h(x,t)$ using the Linear Maxwell model is given by:

$$\frac{\partial h}{\partial t} + \frac{\partial}{\partial x} \left( \frac{h^2 \partial \tau_{b,x}}{2G \partial t} \right) = 0 \quad (3.17)$$

We simulate the deformation of a 1 nm lube for a peak disk temperature of 500 °C and laser FWHM of 20 nm. The laser speed $U$ is kept high (30 m/s) so that the Deborah number is high and the error by setting the viscous terms to 0 is small. The lubricant profile in the

![Figure 3.7: Down-track lube profile (Ztetraol) after 5 ns of laser heating. Comparison between ANSYS neo-hookean solution and lubrication theory solution using Eq. (3.17). $T_{\text{max}} = 500$ °C, $U = 30$ m/s, FWHM = 20 nm, $b = 0$.](image-url)
down-track direction (x) at the end of 5 ns using Eq. (3.17) and the 2D neo-hookean ANSYS model is plotted in Figure 3.7. We see that both solutions show the same behavior - an elastic trough centered at the instantaneous laser spot, with no trail. The only difference is that the Linear Maxwell solution leaves behind a small residual trough of depth \( \sim 0.1 \) nm between \( x = -10 \) nm and \( x = 40 \) nm, as explained in section “Lubricant Deformation during HAMR: Viscoelastic vs Viscous Behavior”. Both solutions have nearly the same trough width \( (\sim 30 \) nm) and similar trough depths (min h is 0.77 nm for Linear Maxwell solution vs 0.74 nm for neo-hookean solution). The height of the side ridges is slightly larger for the neo-hookean model (max. h is 1.29 nm for Linear Maxwell solution vs 1.19 nm for neo-hookean solution). These differences are expected to be even smaller after including disjoining pressure in both models. We thereby argue that the modified lubrication Eq. (3.11) is a reasonable approximation to predict lubricant deformation during HAMR.

**Effect of Slip**

In this section, we investigate the effect of slip length \( b \) on the lubricant behavior. The viscous and the slip volume flow rate (per unit width) terms in the governing Eq. (3.11) can be coupled together as: 

\[
q_{x, \text{net-viscous}} = \left( -\frac{b^3}{\eta} \frac{\partial y}{\partial z} \left( \frac{1}{3} + \frac{b}{K} \right) + \frac{h^2}{\eta} \tau_{b,x} \left( \frac{1}{2} + \frac{b}{K} \right) \right)
\]

We observe that \( b \) increases the magnitude of the viscous terms and does not (explicitly) affect the magnitude of the elastic terms. This is because the slip boundary condition (3.9) assumes that the slip velocity depends linearly on the wall shear stress \( \tau_{xz}|_{z=0}, \tau_{yz}|_{z=0} \) (and not on the shear stress rate \( \frac{\partial \tau_{xz}}{\partial t}|_{z=0}, \frac{\partial \tau_{yz}}{\partial t}|_{z=0} \)). A memory slip boundary condition in which slip velocity depends on the history of the wall shear stress would affect both the viscous and elastic terms [96]. We plot the lubricant thickness after 10 ns of laser irradiation for four values of slip length: 0, 1, 3, 5 nm in Figs. 3.8a & 3.8b. As \( b \) is increased, we observe larger deformations, in particular, a larger viscous trail in the down-track profile, as expected. The cross-track profile width also increases (i.e. larger deformation) on increase in \( b \), but the profile width reduces. The reduction in cross-track profile width is another indicator of a change from elastic to viscous behavior (Refer Figure 3.5b), on increase in slip length.

**Effect of Shear Modulus**

In this section, we keep the thin-film viscosity \( \eta_{eff}(T) \) fixed \( (\eta_{eff} = 13 \times \eta_{bulk}) \) and vary the shear modulus \( G_{eff} \) from 0.5 MPa to 0.1 MPa. A shear modulus of 0.5 MPa assumes that the maxwell relaxation time of the thin film lubricant is the same as the bulk lubricant (i.e. \( \eta_{eff} = 13 \times \eta_{bulk}, G_{eff} = 13 \times G_{bulk}, \lambda_{eff} = \lambda_{bulk} \)). As \( G_{eff} \) is decreased, the enhancement factor of 13 is partially absorbed by the Maxwell relaxation time and partially by the shear modulus. In particular, for \( G_{eff} = 0.1 \) MPa, \( G_{eff} = 2.8 \times G_{bulk} \) and \( \lambda_{eff} = 4.6 \times \lambda_{bulk} \). As the shear modulus is decreased and the maxwell relaxation time is increased, the elastic deformation increases significantly (Figure 3.9).
Figure 3.8: Lubricant profile (Ztetraol) after 10 ns of laser heating. Slip Length b is varied from 0 to 5 nm. $T_{max} = 500$ °C, $U = 10$ m/s, FWHM = 20 nm.

**Effect of Disk Velocity**

Here we study the effect of varying the laser speed (i.e. disk velocity) on the lubricant profile, a consequence of varying the disk rotational speed. All other parameters such as disk temperature (i.e. laser power), laser FWHM and slip length were kept fixed. As the laser speed increases, the Deborah number increases ($De = \frac{U}{L}$) and hence the lubricant
is expected to behave more elastically and less viscously. Figure 3.10 shows plots of the lubricant profiles for four laser speeds: $U = 5$ m/s, 10 m/s, 20 m/s, 40 m/s after $\frac{150}{U}$ ns ($U$ in m/s) of laser heating. As $U$ is increased, the depth of the viscous trail behind the elastic trough decreases. At lower disk speeds, the lubricant has more time to respond to the laser excitation and hence leaves a larger viscous trail behind the moving laser spot.

### 3.6 Discussion

Our simulations indicate that PFPE lubricants exhibit a combination of viscous and elastic behavior at the timescale of HAMR. When subjected to a scanning laser spot of 20 nm FWHM at 10 m/s, the disk lubricant profile consists of an elastic trough centered at the instantaneous laser location, followed by a viscous trail (Figure 3.4). The viscous vs elastic behavior of the lubricant is a function of the Deborah number, $De = \frac{\lambda U}{L}$. As the laser velocity ($U$) is increased from 5 m/s to 40 m/s a change in lubricant behavior from viscous to elastic is observed (Figure 3.10).

In order to estimate the magnitude of non-linear viscoelastic effects, we compared the lubricant deformation using the non-linear elastic neo-hookean model with our Linear Maxwell model, in the limit $De \to \infty$ (Figure 3.7). Our results suggest that the non-linear effects are relatively small in the elastic limit; nevertheless, the model presented here can be improved by using a non-linear viscoelastic constitutive equation. We also compare the results of our modified lubrication equation with the 3D ANSYS model proposed by Sarabi & Bogy [37].
Figure 3.10: Down-track lube (Ztetraol) profile (at y = 0) after $\frac{150}{U}$ ns of laser heating, $U$ is varied from 5 to 40 m/s. $T_{max} = 500$ °C, FWHM = 20 nm, $b = 1$ nm.

We find a good agreement between both models, validating the lubrication approximation (Figure 3.6).

The high thermo-capillary stress on the lubricant during HAMR would likely be effective at debonding the functional groups from the disk, thereby promoting lubricant slippage [86]. Due to the lack of experimental data for the value of slip lengths at the HDI, we conduct a parametric study of the effect of slip on lubricant deformation. As the slip length is increased, the lubricant flow rate increases, causing larger deformations (Figures 3.8a & 3.8b). With the Navier slip boundary condition (linear dependence of slip velocity on shear stress), slip increases the net viscous flow rate, causing a change in behavior from elastic to viscous.

3.7 Conclusion

We have introduced a modification to the traditional Reynolds lubrication equation using the Linear Maxwell constitutive equation and a slip boundary condition. We have used this equation to predict the deformation of the disk lubricant due to HAMR laser heating under the influence of thermo-capillary stress and disjoining pressure. When subjected to a 20 nm FWHM scanning laser spot, the lubricant profile consists of an elastic trough centered at the instantaneous laser location, followed by a viscous trail. Slippage increases the flow rate of the lubricant, causing larger viscous deformations.

This chapter presents work published in Tribology Letters (reprinted by permission from Springer Nature (Tribology Letters) [97], Copyright (2018)) and IEEE Transactions on Magnetics (© 2018 IEEE. Reprinted, with permission, from [98]).
Chapter 4

Viscoelastic model for Disk-to-Head Lubricant Transfer and Disk Lubricant Recovery During HAMR

4.1 Introduction

As noted in Chapter 2, a major tribological challenge in HAMR is the creation of write-induced head contamination at the near field transducer (NFT) [29, 30, 43, 99–101]. A likely cause of this contamination is lubricant desorption from the disk and adsorption on the head through thermodynamic driving forces [29]. During HAMR, the media is locally heated to its Curie temperature (\( \sim 500^\circ C \)), causing the disk lubricant to evaporate and form vapor in the air bearing. The peak temperature of the head is lower than that of the disk (\( \sim 300^\circ C \)). This temperature difference causes the lubricant to evaporate from the disk and condense on the relatively cooler head. The lubricant acts as a carrier, causing a continuous deposition of media contaminants at the NFT. To test this hypothesis, Tani et al. used a pin-on-disk test to demonstrate smear growth on the pin surface when lubricated disk with adsorbed contaminant, siloxane was exposed to laser heating [101].

In Chapter 2, we presented a viscous continuum model that predicts the media-to-head lubricant transfer during HAMR for the PFPE lubricant, Zdol. This model determines the thermo-capillary stress driven deformation and evaporation of the lubricant film on the disk, the convection/diffusion of the lube vapor in the air bearing and the evolution of the condensed lubricant on the head. However, this model assumes a viscous constitutive law for the lubricant, which in reality is a viscoelastic fluid.

In this chapter, we improve the viscous disk-to-head lubricant transfer model from Chapter 2 to include the effect of viscoelasticity and slip on lubricant transfer. We utilize the viscoelastic lubricant model presented in Chapter 3 to develop a viscoelastic disk-to-head lubricant transfer model for HAMR writing. We study the effect of lubricant type (Zdol vs Ztetraol), molecular weight, slip length, disjoining pressure, head/media temperatures,
initial lubricant thickness and laser spot size on the transfer process.

Finally, it is also vital for the lubricant to sufficiently recover the depletion and accumulation zones after the HAMR laser is removed to ensure stable flying heights and reliable read/write performance. Hence, we also study the recovery of the viscoelastic lubricant after removal of the HAMR laser.

4.2 Viscoelastic Model for Disk-to-Head Lubricant Transfer

During HAMR writing, the media is locally heated to its Curie Temperature (\(T_{\text{max,d}} \sim 500^\circ\text{C}\)), causing the disk lubricant (thickness \(h_d\)) to deform and evaporate. Evaporation increases the partial pressure of the lubricant vapor in the air bearing, \(p_v\). Some of this vapor condenses on the relatively cooler slider surface (\(T_{\text{max,s}} \sim 300^\circ\text{C}\)), depositing a film of thickness \(h_s\). Thus, we have three unknown profiles - \(h_d(x, y, t)\), \(h_s(x, y, t)\) and \(p_v(x, y, t)\). A schematic of this media-to-head lubricant transfer is shown in Fig. 4.1.

We consider two frames of reference: frame 1, which is attached to the disk and frame 2, which is attached to the slider. In frame 1, the disk is stationary and the head (and the laser spot) move with speed \(U\) along the down-track (x) direction (Figure 4.1). In frame 2, the head is stationary and the disk moves (backwards) with speed \(U\). In this study, we investigate lubricant transfer of two PFPE lubricants - Zdol (\(M_w = 1.5, 2, 2.5\text{ kg/mol}\)) and Ztetraol (\(M_w = 2.7\text{ kg/mol}\)).

Governing Equation for Disk Lubricant

The governing equation for the disk lubricant profile \(h_d(x, y, t)\) is given by Eq. (3.11), along with Eqs. (3.12), (3.13) (from Chapter 3) in frame 1 (\(h\) replaced by \(h_d\)). The net evaporation rate \(\dot{m}_d\) from the disk in Eq. (3.11) is determined using the Hertz-Knudsen-Langmuir law:

\[
\dot{m}_d = \sqrt{\frac{M_w}{2\pi R T_d}} (p_{\text{vap,thin}} - p_v)
\]  

Here \(M_w\) is the lubricant molecular weight, \(R\) is the molar universal gas constant, \(T_d\) is the disk lubricant temperature, \(p_{\text{vap,thin}}\) is the equilibrium vapor pressure of the thin-film lubricant, \(p_v\) is the partial pressure of the lubricant vapor in the air bearing. \(p_{\text{vap,thin}}\) is given by the following equation: [32]

\[
p_{\text{vap,thin}} = p_{\text{vap,\infty}} \exp \left( -\frac{M_w}{\rho R T_d} \pi(h_d) \right)
\]  

Here \(p_{\text{vap,\infty}}\) is the bulk vapor pressure of the lubricant, \(\rho\) is the (liquid) lubricant density and \(\pi(h_d)\) is the disjoining pressure (see Eq. (3.13) from Chapter 3). The equation for \(p_v\)
Figure 4.1: HAMR lubricant transfer schematic (as seen from frame 1, which is attached to the disk): Disk lubricant of thickness $h_d$ is subjected to a scanning laser spot of speed $U$. The disk lubricant evaporates to form vapor having partial pressure $p_v$ in the HDI. The vapor condenses on the slider to form a film of thickness $h_s$. This will be discussed in the subsequent section “Governing Equation for Lubricant Vapor”.

Figure 4.2: Bulk equilibrium vapor pressure $p_{vap,\infty}$ versus temperature for Zdol 2000 [6] and Ztetraol 2700 [79, 102].
Karis gives the bulk vapor pressure \( p_{vap,\infty} \) of Zdol as a function of temperature and molecular weight using the Clausius-Clapeyron equation [6]. This evaporation model for Zdol has been used in previous numerical studies [32] and was also used in Chapter 2. The temperature dependent \( p_{vap,\infty} \) for Ztetraol 2700 is obtained with parameters extracted using the Clausius-Clapeyron equation and the measured data in Ref [102], which yields a heat of vaporization of 68.112 kJ/mol and a pre-exponential term of 685,415 Torr. This model was used by Jones et al. [79] to predict lubricant depletion in Ztetraol 2700 and was found to agree well with experimental data. \( p_{vap,\infty} \) for Zdol and Ztetraol is plotted versus temperature in Figure 4.2.

**Governing Equation for Lubricant Vapor**

Consistent with the lubrication approximation, we assume that the density of the lubricant vapor in the air bearing, \( \rho_v \), is independent of \( z \), i.e., \( \rho_v \equiv \rho_v(x, y, t) \). The governing equation for the lubricant vapor can be obtained by integrating the continuity equation along \( z \) and applying Fick’s Law of Diffusion [44].

\[
\frac{\partial}{\partial t}(\rho_v h_a) + \frac{\partial}{\partial x}(\rho_v q_x) + \frac{\partial}{\partial y}(\rho_v q_y) =
\frac{\partial}{\partial x}\left(D h_a \frac{\partial \rho_v}{\partial x}\right) + \frac{\partial}{\partial y}\left(D h_a \frac{\partial \rho_v}{\partial y}\right) + m_d + m_s \tag{4.3}
\]

Here \( h_a \equiv (f h - h_s - h_d) \) is the air bearing height where \( f h \) is the constant head-disk spacing at the NFT (Refer Fig. 4.1). \( q_x \equiv \int_{h_d}^{h_d + h_a} v_{a,x} dz \) and \( q_y \equiv \int_{h_d}^{h_d + h_a} v_{a,y} dz \) are the volume flow rates per unit length in the \( x \) and \( y \) directions, obtained by integrating the air bearing velocity \( v_{a,x} \) and \( v_{a,y} \) (in frame 1) along \( z \) across the air bearing clearance. \( D \) is the lubricant vapor diffusivity in air and \( m_d, m_s \) are the net evaporation mass fluxes from the disk and slider lubricant films respectively. We note that the same equation was used in our viscous disk-to-head lubricant transfer model presented in Chapter 2.

We assume that the effects of the lubricant vapor on the air bearing pressure, temperature and velocity can be neglected. Also, the lubricant as well as air bearing temperature is simply assumed to be equal to the average of the disk and slider temperatures: \( T_v \equiv \frac{(T_d + T_s)}{2} \). Finally, the lubricant vapor density \( \rho_v \) and partial pressure \( P_v \) are assumed to be related by the ideal gas law:

\[
P_v = \frac{\rho_v R T_v}{M_w} \tag{4.4}
\]

Our results from Chapter 2 showed that convection has a small impact on the lubricant transfer process, however, the effect of diffusion is significant (see Figure 2.11 from Chapter 2). Hence, we ignore the convective terms in Eq. (4.3). Diffusion coefficient \( D \) is obtained using the Hirschfelder approximation [6].
Governing Equation for the Slider Lubricant

We solve for the evolution of the lubricant film on the slider in frame 2. In this frame, the slider is stationary and the disk is moving with speed $U$. The temperature profile of the slider lubricant is a (stationary) Gaussian curve with FWHM of 20 nm and peak temperature $T_{\text{max},s} = 300^\circ C$. In this frame, the governing equation for the slider lube thickness $h_s(x,y,t)$ is again given by Eq. (3.11), along with Eqs. (3.12), (3.13) from Chapter 3 ($h$ replaced by $h_s$). Since the temperature profile on the slider does not change with time, the thermo-capillary stress is also independent of time (Eq. (3.12)), $\frac{\partial \tau_{b,x}}{\partial t} = 0$, $\frac{\partial \tau_{b,y}}{\partial t} = 0$ and thus the lubricant has a predominantly viscous behavior (apart from the initial 2 ns ramp in temperature).

4.3 Results: Disk-to-Head Lubricant Transfer

Evaporation versus Thermo-capillary Stress

Using viscous simulations for Zdol at 350 °C, Dahl & Bogy [32] found that thermo-capillary stress dominates for small spot sizes (< 50 nm), whereas evaporation dominates for large spot sizes (∼ 1µm). Here we investigate the relative importance of thermo-capillary stress vs evaporation for the viscoelastic lubricants Zdol, Ztetraol at different temperatures and spot sizes.

Figures 4.3a & 4.3b plot the disk lubricant profile for Zdol with and without evaporation for laser FWHM of 20 nm and 1 µm and peak disk temperatures of 350 and 500 °C. For peak temperature of 350 °C, the profiles with and without evaporation are close (Cases c1 and c2) and thus thermo-capillary stress dominates for spot size of 20 nm, as reported in [32]. However, at higher temperature of 500 °C (Cases a1 and a2), evaporation dominates (even for small spot size of 20 nm). For larger spot size of 1 µm (Cases b1 and b2), evaporation becomes even more dominant. Another interesting observation is that as the spot size is increased from 20 nm to 1 µm, the Deborah number decreases ($De = \frac{\lambda U}{L}$) and hence the lubricant behavior changes from viscoelastic (Case a1: elastic trough + viscous trail) to purely viscous (Case b1: only viscous trail). We thus conclude that evaporation is the dominant mechanism for Zdol at high temperatures (∼ 500 °C) for all spot sizes (20 nm to 1 µm).

Figure 4.4 plots the deformation of the disk lubricant for Ztetraol with and without evaporation for laser FWHM of 20 nm (Figure 4.4a) and 1 µm (Figure 4.4b) and a maximum disk temperature of 500 °C. For the smaller spot size of 20 nm, the profiles with and without evaporation are almost indistinguishable (Cases a1 and a2) and thus thermo-capillary stress dominates, even at the high temperature of 500 °C (unlike Zdol). However, for larger spot size of 1 µm (Cases b1 and b2), evaporation dominates. Additionally, as the spot size is increased from 20 nm to 1 µm, the Deborah number decreases ($De = \frac{\lambda U}{L}$) and hence the lubricant behavior changes from viscoelastic (Case a1: elastic trough + viscous trail) to purely viscous (Case b1: only viscous trail).
Figure 4.3: Down-track disk lubricant profile with and without evaporation for Zdol 2000 after 10 ns of laser heating with $T_{\text{max},d} = 350 \, ^\circ\text{C}$, $500 \, ^\circ\text{C}$ and Laser FWHM = 20 nm, 1 $\mu$m. $U = 10 \, \text{m/s}$, $b = 1 \, \text{nm}$. Case description:

- (c1) Without Evaporation, $350 \, ^\circ\text{C}$, 20 nm, 10 ns
- (c2) With Evaporation, $350 \, ^\circ\text{C}$, 20 nm, 10 ns
- (a1) Without Evaporation, $500 \, ^\circ\text{C}$, 20 nm, 10 ns
- (a2) With Evaporation, $500 \, ^\circ\text{C}$, 20 nm, 10 ns
- (b1) Without Evaporation, $500 \, ^\circ\text{C}$, 1 $\mu$m, 0.5 $\mu$s
- (b2) With Evaporation, $500 \, ^\circ\text{C}$, 1 $\mu$m, 0.5 $\mu$s

The disparity between the dominant mechanism for Zdol vs Ztetraol at 500 $^\circ\text{C}$ and 20 nm (evaporation and thermo-capillary stress respectively) is due to the difference in vaporization properties of both lubricants. The bulk vapor pressure of Zdol at 500 $^\circ\text{C}$ is 4.9 MPa, while the same value for Ztetraol is only 2.3 kPa (Figure 4.2). This 3 orders of magnitude difference in the vapor pressure causes the evaporation rate in Zdol to be much larger than that for Ztetraol.

Comparison between Zdol and Ztetraol Transfer

We assume an initially uniform film of Zdol 2000/Ztetraol 2700 of thickness $h_{0,d} = 1 \, \text{nm}$ on the disk. To avoid singularities, we set the initial lube thickness on the slider ($h_{0,s}$) to 0.3 nm. The slip length $b$ is 1 nm. The disk lubricant is subjected to a moving laser spot of
Figure 4.4: Down-track disk lubricant profile with and without evaporation for Ztetraol 2700 with $T_{\text{max},d} = 500 \, ^\circ\text{C}$ and Laser FWHM = 20 nm and 1 $\mu$m respectively. $U = 10 \, \text{m/s}$, $b = 1 \, \text{nm}$. Case description:

(a1) Without Evaporation, 500 $\, ^\circ\text{C}$, 20 nm, 10 ns

(a2) With Evaporation, 500 $\, ^\circ\text{C}$, 20 nm, 10 ns

(b1) Without Evaporation, 500 $\, ^\circ\text{C}$, 1 $\mu$m, 0.5 $\mu$s

(b2) With Evaporation, 500 $\, ^\circ\text{C}$, 1 $\mu$m, 0.5 $\mu$s

FWHM 20 nm at $U = 10 \, \text{m/s}$. The NFT center/laser spot center is located at $y = 0$ and $x = Ut$ at time $t$ in frame 1. The resultant temperature profile on the disk and slider is a Gaussian with a peak of 500 $\, ^\circ\text{C}$ and 300 $\, ^\circ\text{C}$ respectively. To keep the time derivatives finite, we apply the initial rise in temperature on the disk/slider as a ramp of 2 ns. The head-disk clearance $fh$ is 4 nm.

Figures 4.5a & 4.5b show the time evolution of the lubricant profiles on the disk (bottom curves) and the slider (top curves) in the cross-track and down-track directions for Zdol 2000, as viewed from frame 1. The down-track profile is plotted at $y = 0$, the cross-track profile is plotted at $x = Ut$ (i.e. at instantaneous location of laser spot/NFT). In frame 1, the disk is stationary and the slider is moving, hence the slider lubricant profile moves forward in the down-track direction as time proceeds. On the disk, the length of the depleted region increases as the scanning laser moves forward in the down-track direction. As disk lubricant depletion increases with time, lubricant accumulation on the head grows. The simulation predicts a peak lube height of 1.7 nm on the slider after 8 ns.

Figures 4.6a & 4.6b show the time evolution of lubricant profiles on the disk (bottom
Figure 4.5: Disk and slider lubricant profiles at different times of laser irradiation in cross-track and down-track directions for Zdol 2000. $T_{\text{max,d}} = 500 \, ^\circ\text{C}$, $T_{\text{max,s}} = 300 \, ^\circ\text{C}$, $U = 10 \, \text{m/s}$, FWHM = 20 nm, $b = 1 \, \text{nm}$.

curves) and the slider (top curves) in the cross-track and down-track directions for Ztetraol, as viewed from frame 1. We observe a significant difference between the rates of lubricant transfer for Zdol vs Ztetraol. While lubricant transfer occurs on a time scale of ns for Zdol, lubricant pick-up occurs on a time scale of $\mu$s for Ztetraol. This can be attributed to the difference in vaporization properties of both lubricants - bulk vapor pressure of Zdol at 500
Figure 4.6: Disk and slider lubricant profiles at different times of laser irradiation in cross-track and down-track directions for Ztetrol 2700. $T_{\text{max},d} = 500 \, ^\circ \text{C}$, $T_{\text{max},s} = 300 \, ^\circ \text{C}$, $U = 10 \, \text{m/s}$, FWHM = 20 nm, b = 1 nm.

°C is 4.9 MPa, while that for Ztetrol is only 2.3 kPa (Figure 4.2).

The shape of the slider lubricant profile is also different for the two lubricants. For Zdol, the slider lubricant height is maximum at the NFT center and the lubricant height decreases radially away from the NFT (Figures 4.5a & 4.5b). On the other hand, for Ztetrol, we see a minima in the slider lubricant height at the NFT center (Figures 4.6a & 4.6b). Radially
away from the NFT, the head lubricant thickness initially increases, achieves a maximum at a radial position of $\sim 18$ nm and thereafter decreases. This difference can be explained by the relative dominance of evaporation/condensation vs thermo-capillary stress. For Zdol, disk lubricant evaporation rate is so high that condensation of lubricant onto the slider dominates over thermo-capillary stress. Since the disk temperature is maximum at the NFT center, the evaporation rate and slider lubricant height are also maximized here. On the other hand, with much slower evaporation rate for Ztetraol, thermo-capillary stress dominates and hence a minima of slider lubricant height is observed at the NFT center (where the slider temperature is maximum). The condensed lubricant is pushed away from the NFT center by the thermo-capillary stress, causing the observed lump of accumulated lubricant at a radial position of $\sim 18$ nm from the NFT center.

**Effect of Lubricant Molecular Weight**

In order to investigate the effect of lubricant molecular weight on the transfer dynamics, we performed simulations for Zdol with 3 different molecular weights - 1.5, 2 and 2.5 kg/mol. All other properties of the lubricants (viscosity, shear modulus, disjoining pressure) are assumed to be the same. As the molecular weight is increased, the equilibrium vapor pressure as well as evaporation rate decreases (lighter molecules evaporate faster) [6]. Hence, the amount of lubricant transfer for the low molecular weight lubricant is larger than that for the high molecular weight lubricant (Figure 4.7).

![Figure 4.7: Disk and slider lubricant profiles in cross-track direction after 4 ns of laser irradiation for Zdol 1500, 2000 and 2500. $T_{max,d} = 500$ °C, $T_{max,s} = 300$ °C, $U = 10$ m/s, FWHM = 20 nm, b = 1 nm.](image)
Viscous vs Viscoelastic Solution

In this section, we compare the viscoelastic solution with the purely viscous case (elastic terms artificially suppressed: \( q_{\text{elastic}} = 0 \) in Eq. (3.11) from Chapter 3). We plot the cross-track lubricant profile (Ztetraol) on disk and head at the end of 10 \( \mu s \) of laser irradiation for the viscoelastic and purely viscous cases in Figure 4.8. The slip length \( b \) is set to 1 nm. All other parameters are same as the Ztetraol simulation from Section “Comparison between Zdol and Ztetraol Transfer”. Similar to Figure 3.5b from Chapter 3, the deformed lubricant width on the disk for the viscoelastic solution is much larger (almost twice) the width of the purely viscous solution. The depth of the deformed viscoelastic solution on the disk is also larger than the viscous solution.

Figure 4.8: Disk and slider lubricant profiles in cross-track direction after 10 \( \mu s \) of laser irradiation for Ztetraol - viscoelastic vs viscous solution. \( T_{\text{max},d} = 500 \, ^{\circ}\text{C}, T_{\text{max},s} = 300 \, ^{\circ}\text{C}, \) \( U = 10 \, \text{m/s}, \) FWHM = 20 nm, \( b = 1 \, \text{nm}. \)

Disjoining pressure suppresses the equilibrium vapor pressure of the thin film lubricant (Eq. (4.2)). If the lubricant thickness \( h_d \) is smaller, its disjoining pressure is larger (Eq. (3.13) from Chapter 3) and hence its thin-film equilibrium vapor pressure and evaporation rate are smaller. The disk lubricant thickness of the viscoelastic solution is smaller than the viscous solution (near the laser spot center), causing the evaporation rate from the disk to be smaller, compared to the viscous solution. Hence, the amount of condensed lubricant on the head is also smaller for the viscoelastic solution.
Figure 4.9: Disk and slider lubricant profiles in cross-track direction after 10 µs of laser irradiation for Ztetraol. Slip Length (b) varied from 0 to 3 nm. $T_{max,d} = 500^\circ C$, $T_{max,s} = 300^\circ C$, $U = 10$ m/s, FWHM = 20 nm.

**Effect of Slip**

Next, we investigate the impact of slip on the lubricant transfer process. We plot the cross-track lubricant profile on disk and slider after 10 µs of laser heating for Ztetraol in Figure 4.9. The slip length b is varied: 0, 1, 2 and 3 nm. All other parameters are kept fixed (same as the Ztetraol simulation from Section “Comparison between Zdol and Ztetraol Transfer”). As b is increased, the disk lubricant profile depth increases (i.e. larger viscous deformations, similar to Figure 3.8b from Chapter 3). The resultant smaller disk lubricant thickness near the laser spot center causes the evaporation rate from the disk to be smaller for larger b (due to larger disjoining pressure for thinner film), decreasing the amount of lubricant transfer. Accordingly, the slider lubricant height decreases as the slip length is increased.

**Disjoining Pressure Study**

Due to the close relation between disjoining pressure and evaporation rate, we study the effect of disjoining pressure on lubricant transfer. We consider three models - DP1: $A_{VLS} = 1e-19$ J, DP2: $A_{VLS} = 3e-20$ J, DP3: temperature dependent $A_{VLS}$ from [33]. The same physics of molecular interactions and their changes with temperature applies to surface tension and interfacial energetics. Marchon & Saito [33] have proposed a temperature dependent
Hamaker constant defined as:

\[ A_{VLS} = \sqrt{A_{LL}A_{SS} - A_{LL}} \\
A_{LL} = A_{0LL}^0 (1 - s\Delta T) \] (4.5)

Here \( A_{SS} \) and \( A_{LL} \) are Hamaker constants for solid-solid interactions and liquid-liquid interactions respectively. \( A_{LL} \) is assumed to have a linear dependence on temperature, similar to surface tension. We use the same values as those proposed by Marchon: \( A_{0LL}^0 = 3.78 \times 10^{-20} \text{ J} \), \( s = 1.72 \times 10^{-3} \text{ °C}^{-1} \), \( A_{SS} = 1.16 \times 10^{-19} \text{ J} \). The resulting \( A_{VLS}(T) \) varies from \( \sim 3 \times 10^{-20} \text{ J} \) at 0 °C to 0 at \( \sim 600 \text{ °C} \) [33]. The magnitude of disjoining pressure decreases in the order DP1 > DP2 > DP3. Figure 4.10 shows that the amount of lubricant accumulated on the head increases as the disjoining pressure decreases from DP1 to DP3.

Figure 4.10: Disk and slider lubricant profiles in cross-track direction after 3 \( \mu s \) of laser irradiation for Ztetraol for different disjoining pressure models - DP1: \( A_{VLS} = 1 \times 10^{-19} \text{ J} \), DP2: \( A_{VLS} = 3 \times 10^{-20} \text{ J} \), DP3: temperature dependent \( A_{VLS} \) from [33]. \( T_{max,d} = 500 \text{ °C} \), \( T_{max,s} = 300 \text{ °C} \), \( U = 10 \text{ m/s} \), FWHM = 20 nm, \( b = 1 \text{ nm} \).

**Effect of Media Temperature**

In this section, we investigate how lubricant transfer changes with maximum disk temperature, a consequence of varying the laser power. The maximum head temperature is kept constant at 300 °C and the maximum disk temperature is varied: 500 °C, 550 °C and 600 °C. All other parameters are kept fixed. Figure 4.11 shows the cross-track profiles of the disk and head lubricant thicknesses for the different disk temperatures after 5 \( \mu s \) of laser heating for Ztetraol. As the disk temperature increases, the evaporation rate increases, causing the
lubricant accumulation on the head to rise. To quantify the increase in lubricant transfer, we record the change in total volume of accumulated lubricant on the slider after 5 $\mu$s of laser heating. As the disk temperature is increased - 500 °C, 550 °C and 600 °C, the volume of lubricant accumulated on the slider increases significantly - 356 nm$^3$, 626 nm$^3$ and 1010 nm$^3$ respectively. A similar trend (larger lubricant transfer for higher disk temperature) is expected for Zdol as well (see Figure 2.7 from Chapter 2).

**Effect of Head Temperature**

Next, the maximum disk temperature is kept constant at 500 °C and the maximum slider temperature is varied: 200 °C, 300 °C, 400 °C. All other parameters are kept fixed. The resultant cross-track profiles of the disk and head lubricant thicknesses after 5 $\mu$s of laser heating for Ztetraol are plotted in Figure 4.12. We find that change in maximum slider temperature has a relatively small effect on the total amount of lubricant transfer (compared to effect of media temperature). As the head temperature is increased - 200 °C, 300 °C and 400 °C, the volume of lubricant accumulated on the slider decreased only slightly - 369 nm$^3$, 356 nm$^3$ and 345 nm$^3$ respectively. We do however see a difference in distribution of the accumulated lubricant on the slider in Figure 4.12. As the head temperature is increased, the thermo-capillary stress on the accumulated lubricant increases, causing the lubricant to be pushed further away from the NFT center, thereby forming a lump around the NFT. A similar trend (slight decrease in lubricant transfer for higher slider temperature) is expected for Zdol as well (see Figure 2.8 from Chapter 2).
Figure 4.12: Disk and slider lubricant profiles in cross-track direction after 5 \( \mu s \) of laser heating for Ztetraol 2700. \( T_{max,s} \) varied: 200 \(^\circ\)C, 300 \(^\circ\)C, 400 \(^\circ\)C. \( T_{max,d} = 500 \, ^\circ\)C, \( U = 10 \, m/s, \) FWHM = 20 nm, \( b = 0 \)

**Effect of Initial Lubricant Thickness**

Here we study how the lubricant transfer process changes with the initial disk lubricant thickness. Figure 4.13 shows the cross-track profiles of the disk and head lubricant thicknesses after 5 \( \mu s \) of laser heating for three different initial disk lube thicknesses: 0.8, 1 and 1.2 nm for Ztetraol. All other parameters are kept fixed. As the disk lubricant thickness is decreased, the lubricant disjoining pressure increases (Eq. (3.13) from Chapter 3). The resultant larger disjoining pressure leads to more suppression of the disk evaporation rate (Eq. (4.2)), causing the amount of lubricant transfer to decrease. Accordingly, as the initial disk lubricant thickness is decreased: 1.2 nm, 1 nm, 0.8 nm, the volume of lubricant accumulated on the slider also decreases - 510 nm\(^3\), 356 nm\(^3\) and 193 nm\(^3\) respectively. A similar trend (larger lubricant transfer for thicker disk lube) is expected for Zdol as well (see Figure 2.9 from Chapter 2).

**Effect of Laser Spot Size**

In this section, we study the effect of laser FWHM on the lubricant transfer process. We plot the disk and slider lubricant profiles in the cross-track direction (normalized by FWHM) for Ztetraol and Zdol for two laser spot sizes: 20 nm and 1 \( \mu m \) in Figures 4.14 and 4.15 respectively. All other parameters are kept fixed. The relative importance of thermo-capillary stress vs evaporation for lubricant deformation during HAMR depends on its vaporization properties, laser spot size and peak temperature.
In Figure 4.4 from section “Evaporation versus Thermo-capillary Stress”, we saw that thermocapillary stress dominates at low spot sizes (∼ 20 nm) and evaporation dominates at higher spot sizes (∼ 1 µm) for Ztetraol at ∼ 500 °C. Hence, as the laser spot size is increased from 20 nm to 1 µm, the amount of lubricant transfer also increases (Figure 4.14). On the other hand, the large vapor pressure of Zdol at ∼ 500 °C results in evaporation being the dominant mechanism (over thermocapillary stress) for all spot sizes (∼ 20 nm to 1 µm) (see Figure 4.3 from section “Evaporation versus Thermo-capillary Stress”). The evaporation rate for Zdol at ∼ 500 °C and 20 nm is already so high that increase in laser spot size from 20 nm to 1 µm is not very effective in further increasing the evaporation rate (Figure 4.15). This is because the lubricant is so thin that the disjoining pressure is extremely large (Eq. (3.13) from Chapter 3) and is very effective at suppressing evaporation (Eq. (4.2)).

In order to compare the amount of transfer for different spot sizes, we normalize the volume of lubricant accumulated on the slider (ΔV_{slider}) by the laser FWHM squared: ΔV_{slider} ≡ ΔV_{slider} / FWHM^2 [32]. The resulting length scale ΔV_{slider} for Ztetraol is found to increase from 0.09 nm to 0.25 nm as the spot size is increased from 20 nm to 1 µm. On the other hand, ΔV_{slider} for Zdol is found to decrease from 0.4 nm and 0.27 nm as the spot size is increased from 20 nm to 1 µm. This trend of decrease in ΔV_{slider} on increase in FWHM was also observed in our previous viscous simulations for Zdol (see Figure 2.12 from Chapter 2).
Figure 4.14: Disk and slider lubricant profiles in cross-track direction after 0.5 µs of laser heating for Ztetraol 2700 for laser FWHM of 20 nm and 1 µm. $T_{\text{max},d} = 500\,^\circ\text{C}$, $T_{\text{max},s} = 300\,^\circ\text{C}$, $U = 10\,\text{m/s}$, $b = 0$ mm

Figure 4.15: Disk and slider lubricant profiles in cross-track direction after 6 ns of laser heating for Zdol 2000 for laser FWHM of 20 nm and 1 µm. $T_{\text{max},d} = 500\,^\circ\text{C}$, $T_{\text{max},s} = 300\,^\circ\text{C}$, $U = 10\,\text{m/s}$, $b = 0$ nm

**Lubricant Transfer vs Write-induced Contamination**

Media-to-head lubricant transfer is one of the possible mechanisms for write-induced smear on HAMR heads [29]. This contamination has been observed to occur over a timescale of
Contaminants are expected to be a small volumetric percentage of the media lubricant. Hence, contaminants would account for a small fraction of the lube accumulated on the head. This explains why write-induced contamination has been observed to occur on a timescale of seconds [29], even though we predict lubricant transfer to occur on a timescale of $\mu$s for Ztetraol.

4.4 Results: Lubricant Recovery after Laser Removal

We next study the recovery of the lubricant after the laser is turned off. The lubricant is subjected to a moving laser spot at 10 m/s for 10 ns. The laser is then turned off and the temperature drop is modeled as a 2 ns ramp ($T_{\text{max}} = 500^\circ \text{C}$ at $t = 10$ ns and $T_{\text{max}} = 25^\circ \text{C}$ at $t = 12$ ns). The slip length $b$ is 1 nm. The blue curve in Figure 4.16a is the down-track lubricant profile for Ztetraol after 10 ns of laser heating. We see a viscous trail and an elastic trough. As the disk temperature falls to ambient at $t = 12$ ns, the elastic trough recovers instantaneously (time scale of ns) leaving behind only the viscous trail (Red curve in Figure 4.16a). Thereafter, the viscous trail recovers slowly under the influence of disjoining pressure over a time scale of $\mu$s, as predicted in viscous simulations [34]. A similar trend - instantaneous recovery of elastic trough from 10 ns to 12 ns, followed by slow recovery of viscous/evaporation trail is observed for Zdol in Figure 4.16b.

In order to compare the recovery of Zdol and Ztetraol, we plot the minimum lubricant height versus time for both lubricants in Figure 4.17. The viscosity of Ztetraol at 25 $^\circ \text{C}$ is $\sim 7$ times that of Zdol [6]. Hence, the recovery rate (slope of Figure 4.17) of Zdol during the second stage (recovery of the viscous/evaporation trail) is larger than that of Ztetraol.

4.5 Discussion

Our simulations indicate that PFPE lubricants exhibit a combination of viscous and elastic behavior at the timescale of HAMR. When subjected to a scanning laser spot of 20 nm FWHM at 10 m/s, the disk lubricant profile consists of an elastic trough centered at the instantaneous laser location, followed by a viscous trail (Figure 3.4 from Chapter 3). The viscous vs elastic behavior of the lubricant is a function of the Deborah number, $\text{De} = \frac{\lambda U}{L}$. At a laser spot size (L) of 1 $\mu$m (low De), the lubricant exhibits purely viscous behavior (Figure 4.4b). However, as L is reduced to 20 nm, the Deborah number decreases, causing the lubricant to behave part-viscous, part-elastic (Figures 3.5a, 4.4a).

The relative importance of thermo-capillary stress vs evaporation for lubricant deformation during HAMR depends on its vaporization properties, laser spot size and peak temperature. Thermo-capillary stress is proportional to the spatial temperature gradient and increases as the spot size is decreased or the peak temperature is increased. Evaporation rate also increases on increase in peak temperature. At low temperatures ($\sim 350^\circ \text{C}$), thermo-capillary stress dominates at small spot sizes ($\sim 20$ nm) and evaporation dominates at large
spot sizes ($\sim 1 \, \mu m$) for Zdol [32]. However, at high temperatures ($\sim 500 \, ^oC$), evaporation dominates at all spot sizes - 20 nm to 1 $\mu m$ (Figures 4.3a & 4.3b). On the other hand, for Ztetraol, thermo-capillary shear stress dominates over evaporation for smaller spot sizes ($\sim 20 \, nm$), even at high temperatures $\sim 500 \, ^oC$ (Figure 4.4a). However, evaporation dominates for larger spot sizes ($\sim 1 \, \mu m$ in Figure 4.4b). The disparity between the dominant mechanism for Zdol vs Ztetraol at 500 $^oC$, 20 nm (evaporation and thermo-capillary stress respectively)
Figure 4.17: Lubricant recovery: Zdol 2000 vs Ztetraol 2700.

is due to the difference in their vaporization properties (Figure 4.2). This also leads to a significant difference in the rates of media-to-head lubricant transfer for Zdol (timescale of ns - Figure 4.5a) vs Ztetraol (timescale of µs - Figure 4.6a).

The media-to-head lubricant transfer causes a deposition of media contaminants at the NFT. A quantitative understanding of this material transfer is necessary to mitigate its effect. The predicted disk lubricant deformation using a purely viscous model is smaller than the deformation due to a viscoelastic constitutive equation (Figure 4.8). This difference causes the viscous model to over-predict the amount of transfer, compared to the viscoelastic model. Including viscoelastic effects is thus essential to accurately estimate the rate of lubricant transfer.

Disjoining pressure suppresses the evaporation rate of the thin-film lubricant (Eqs. (4.1), (4.2)). Hence, the amount of lubricant transfer increases as the Hamaker constant is decreased (Figure 4.10). Slip increases the flow rate of the disk lubricant, causing larger deformations. Accordingly, as the slip length is increased, the disk lubricant thickness near the laser spot center decreases, restricting the amount of transfer (due to larger disjoining pressure for the thinner film, Figure 4.9).

The amount of transfer increases on increase in media temperature (Figure 4.11) and initial lubricant thickness (Figure 4.13). Comparatively, the head temperature has a small impact on the transfer dynamics (Figure 4.12).

The recovery of the viscoelastic lubricant post-writing has two time scales. When the laser is turned off, the elastic trough recovers instantaneously (∼ ns), leaving behind the viscous/evaporation trail (Figures 4.16a & 4.16b). Thereafter, the trail recovers over a time scale of µs. The recovery of the viscous/evaporation trail depends on the lubricant disjoining
pressure, viscosity and the initial deformed profile [34]. The viscous recovery rate for Zdol is faster than that for Ztetraol, primarily due to the higher viscosity of Ztetraol at 25 °C. (Figure 4.17)

In this study, we have not considered the effects of thermal decomposition [80] or polydisperity [81]. The reduction of effective viscosity at high shear stresses is presumed to be due to slip by Mate et al. [86]. However, at high shear strains, viscosity reduction could also occur due to shear thinning [89, 103]. We have assumed that no shear thinning occurs in this study. At low fly heights, environmental conditions such as humidity also influence the interactions in the head-disk interface. Kim et al. found that disk-to-head lubricant transfer is proportional to AH, absolute amount of water in the system, rather than RH, Relative Humidity of the system alone [104]. The effect of humidity is not considered in this study.

4.6 Conclusion

In this study, we have used a modified Reynolds lubrication equation that employs the Linear Maxwell constitutive model to describe the evolution of the viscoelastic lubricant during HAMR. We have used this equation to predict the media-to-head lubricant transfer during HAMR writing. This model simultaneously determines the thermo-capillary stress driven deformation and evaporation of the viscoelastic lubricant film on the disk, the diffusion of the vapor phase lubricant in the air bearing and the evolution of the condensed lubricant film on the slider.

When subjected to a 20 nm FWHM scanning laser spot, the lubricant profile consists of an elastic trough centered at the instantaneous laser location, followed by a viscous trail. When the laser is turned off, the elastic trough recovers instantaneously, leaving behind the viscous trail, which recovers over a time scale of μs.

We have investigated the effects of viscoelasticity, lubricant type (Zdol vs Ztetraol), molecular weight, slip velocity, disjoining pressure, head/media temperature, initial disk lubricant thickness and laser FWHM on the lubricant transfer process. Our results show a significant difference between the rates of transfer for Zdol (∼ ns) vs Ztetraol (∼ μs). As the lubricant molecular weight is decreased, the evaporation rate and amount of transfer increase. The predicted disk lubricant deformation using a purely viscous model is smaller than the deformation due to a viscoelastic model, causing the viscous model to over-predict the amount of transfer. The amount of transfer decreases on increase in slip length and increase in disjoining pressure. The amount of transfer increases on increase in media temperature and increase in initial disk lubricant thickness. Comparatively, the head temperature has a small effect on the transfer dynamics. Ztetraol shows larger disk-to-head lubricant transfer for larger spot sizes (on a relative scale). However, Zdol shows smaller transfer for larger spot sizes (on a relative scale).

This chapter presents work published in Tribology Letters (reprinted by permission from Springer Nature (Tribology Letters) [97], Copyright (2018)) and IEEE Transactions on Magnetics (© 2018 IEEE. Reprinted, with permission, from [98]).
Chapter 5

Investigation of Nanoscale Heat Transfer Between a Head and Non-rotating Disk

5.1 Introduction

Head overheating is a major reliability issue curtailing the commercialization of both HAMR and MAMR. During HAMR writing, a complex laser delivery system integrated into the head is used to create a local hot spot on the disk, generating high temperatures on the disk (\(\sim 500 \, ^\circ C\)) and the head (\(\sim 300 \, ^\circ C\)) [29]. The high current density in the Spin Torque Oscillator in MAMR heads (\(\sim 10^8 \, A/cm^2\)) also causes high head temperatures (\(>200 \, ^\circ C\)) [39].

Moreover, with the minimum fly height of less than 5 nm in contemporary HDDs, classical heat transfer theory can no longer be used to predict temperatures in the head and the disk. Previous experimental studies [20, 21] and wave-based theories of radiation and phonon conduction (or tunneling) [22–25, 105, 106] have shown that heat flux increases significantly at nanoscale gaps. Several other theoretical studies also predict high heat flux between two surfaces separated by a small gap [107–110]. There is a need to develop a methodology that uses theoretical curves for spacing-dependent nanoscale heat transfer coefficients to predict head/media temperatures in actual HDDs.

Ma et al. developed a setup (static touchdown experiment) to study heat flux across a gap between two stationary bodies as the spacing between them closes in a controlled manner from tens of nm to contact [111]. In this experiment, the crown feature (\(\sim 7 \, nm\)) of the head Air Bearing Surface (ABS) is used to control the initial spacing between the head and the media (non-rotating) [111, 112] (Figure 5.1). After loading the head onto the media, the initial spacing between the trailing edge body of the slider and the media can be adjusted via a rocking motion about the center caused by moving the media forward or backward. For instance, moving the media forwards (to the right in Figure 5.1) would cause the slider to rotate counterclockwise, increasing the spacing between the trailing edge body
of the slider and the media. With an initial spacing of 10-50 nm, the Thermal Fly Height Control (TFC) heater in the head is powered to generate a local thermal protrusion near the trailing edge, causing touchdown. A near-surface resistive temperature sensor (Embedded Contact Sensor or ECS) is used to measure the temperature change at the head surface due to the heat flux across the gap. The TFC Power is kept on for a long enough duration in the experiment to ensure that the measured ECS temperature has reached steady state. This entire setup is placed inside a chamber, which can reach high vacuum (< 1e-4 Torr).

Several studies have demonstrated that the ECS is an effective tool in understanding heat transfer in the HDI [113–116]. Using the static touchdown experiment, Ma et al. observed that enhanced heat transfer at the HDI causes a drop in the ECS temperature as the ECS approaches the media [111]. They also observed a hysteresis loop during load-unload experiments, suggesting that van der Waals (vdW) forces play an important role on HDI heat transfer [111]. Subsequently, Ma et al. performed phonon conduction-based simulation of ECS cooling during static touchdown, however, their model shows qualitative, but not good quantitative agreement with experiments [112, 117]. Moreover, vdW forces were not considered while determining the thermal protrusion of the head in these numerical studies.

In this study, we present a numerical model to simulate the head temperature profile during static touchdown and compare our results with experiments performed with a head on different media (Si wafer, magnetic disks with AlMg/glass substrate). We first discuss the heat transfer coefficient between two half-spaces based on a wave-based phonon conduction theory as a function of the spacing, the temperatures and material properties of both half-spaces. Next, the numerical model that uses this heat transfer coefficient to simulate head temperature is presented. Simulated ECS temperature during static touchdown with different initial ECS-media spacings, in different environments (air vs vacuum) and on the three different media are compared with corresponding experiments. This is followed by a discussion and conclusion.
This work was completed jointly with Qilong Cheng, Amin Ghafari and Yuan Ma. Qilong and Yuan performed the static touchdown experiments. Amin developed the model to compute the phonon conduction heat transfer coefficient. I developed the numerical model and performed simulations to predict the head temperature, disk temperature and head-disk spacing during static touchdown using the air and phonon conduction heat transfer coefficients.

5.2 Model Description

Heat Transfer Coefficient in the HDI

During static touchdown of the head on the disk, three major heat transfer schemes exist: air conduction ($htc_{air}$), phonon conduction ($htc_{phon}$) and radiation ($htc_{rad}$). The heat transfer coefficient for conduction through air ($htc_{air}$) is a function of the air bearing height $h = (d − t)$, pressure $p_{air}$ and temperature $T_{air} = \frac{T_s + T_d}{2}$ and can be obtained by solving the energy equation using temperature jump theory [18, 19].

$$htc_{air} = \frac{k_{air}}{h + 2\frac{2-\sigma_T}{\sigma_T} \frac{2\gamma}{\gamma+1} Pr k_{air}}$$

(5.1)

Here $\lambda_{air}(h, p_{air}, T_{air})$ is the effective mean free path of air molecules at pressure $p_{air}$ and temperature $T_{air}$ accounting for boundary scattering [19]. $k_{air}$ is the effective thermal conductivity of air accounting for boundary scattering. $\sigma_T$ is the thermal accommodation coefficient, $Pr$ is the Prandtl number of air and $\gamma$ is the ratio of specific heats for air.

Intermolecular vdW forces between two half-spaces ($\nu = A, B$) with temperatures $T_A$, $T_B$ and spacing $h$ cause phonons to transfer energy from one half-space to the other (phonon conduction)[23, 25, 105]. When the system of the two half-spaces is in equilibrium (no heat flux), phonon waves in both half-spaces are described by the Bose-Einstein distribution (or the Planck function), which is a function of the equilibrium temperature ($T_A = T_B = T$) and frequency $\omega$ [106].

$$p^2(\omega, T)_{equil} = \left(\exp\left(\frac{\hbar \omega}{k_B T} - 1\right)\right)^{-1}$$

(5.2)

Here $\hbar$ and $k_B$ are the reduced Planck constant and the Boltzmann constant respectively.

When the system of the two half-spaces is in a non-equilibrium condition (non-zero steady state heat flux $Q$), the distribution function of phonons in each half-space $\nu$ is a modified version of Bose-Einstein distribution (modified Planck function)[106] and is given by

$$(p^\pm_{\nu})^2(\omega, T_\nu, \mu_\nu) = \left(\exp\left(\frac{\hbar \omega[1 \mp \mu_\nu]}{k_B T_\nu} - 1\right)\right)^{-1}$$

(5.3)
Here $\mu_\nu$ is an unknown factor in $(0,1)$ indicating how much the system has deviated from equilibrium, with $\mu_\nu = 0$ as being at the equilibrium condition. In our notation, $p_\nu^+$ applies to waves travelling away from the half-space and $p_\nu^-$ applies to waves travelling into the half-space. $(p_\nu^\pm)^2$ is displaced from the equilibrium distribution, $p^2(\omega, T)|_{\text{equil}}$, by a term $\hbar \mu_\nu \omega$, which can be interpreted physically as the chemical potential[118]. The displacement term, $\hbar \mu_\nu \omega$ is proportional to the phonon momentum and goes to zero as $\omega \to 0$. We note that since $0 < \mu_\nu < 1$, $(p_\nu^\pm)^2$ is always positive.

As demonstrated in Refs. [25, 105], the resultant heat flux $Q(T_A, T_B, h)$ between the two half-spaces is given by two different representations [25, 105]

$$Q = N \int_\Omega \left\{ (p_\nu^+)^2 - (p_\nu^-)^2 \right\} \frac{\hbar \omega^3}{8\pi^2 c_\nu^2} \sin(2\theta_\nu) d\theta_\nu d\omega, \quad \nu = A, B,$$

(5.4)

where $N = 3$ is the number of polarizations, $\omega, \theta_\nu$ are the wave frequency and angle of propagation, $\rho_\nu, c_\nu$ are the material density and wave speed. The domain of integration $\Omega = \Omega(\omega, \theta_\nu)$ determines the wave vectors that contribute to $Q$ and is determined using the compatibility conditions in Ref. [25] which are summarized below.

$$\Omega(\omega, \theta_\nu) = \left\{ \begin{array}{l} F_- (\mu_A, T_A, \omega, \theta_A) \leq f (\mu_B, T_B, \omega, \theta_B) \\
\leq F_+ (\mu_A, T_A, \omega, \theta_A), \\
F_- (-\mu_B, T_B, \omega, \theta_B) \leq f (-\mu_A, T_A, \omega, \theta_A) \\
\leq F_+ (-\mu_B, T_B, \omega, \theta_B), \\
0 \leq \omega \leq \omega_D, \quad 0 \leq \theta_\nu \leq \Theta_\nu. \end{array} \right.$$

(5.5)

Here $F_\pm$ and $f$ are

$$F_\pm (\mu_\nu, T_\nu, \omega, \theta_\nu) = |p_\nu^- (\omega, T_\nu, \mu_\nu) \pm R p_\nu^+ (\omega, T_\nu, \mu_\nu) |,$$

$$f (\mu_\nu, T_\nu, \omega, \theta_\nu) = \sqrt{1 - R^2 p_\nu^- (\omega, T_\nu, \mu_\nu)}$$

(5.6)

$$R \equiv R(\omega, \theta_\nu, h)$$

where $R$ is the reflection coefficient, $\omega_D$ is the Debye frequency of half-space $\nu$ and $\Theta_\nu$ is the critical angle for half-space $\nu$ (depends on $c_\nu$) [23, 25].

The effect of vdW forces on $Q$ is considered through the reflection coefficient, $R$. When phonons are considered as propagating waves inside a medium, the energy transfer between layers is quantified according to the reflection coefficient of waves on the interface. For the energy transfer between two layers separated by vacuum, $R$ depends on the vdW forces between the two layers. $R$ affects the domain of integration, $\Omega$, in Eq. (5.4) through Eqs. (5.5), (5.6) and thus determines how much energy can be transferred between the two half-spaces due to vdW forces[25]. A detailed derivation for the expression of $R(\omega, \theta_\nu, h)$ (depends on material properties $\rho_\nu, c_\nu$) using vdW forces can be found in Ref. [23].
Table 5.1: Phonon conduction parameters for three different media

<table>
<thead>
<tr>
<th>Material</th>
<th>$c_1$</th>
<th>$c_2$</th>
<th>$c_3$</th>
<th>b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Si</td>
<td>-1.93</td>
<td>-0.83</td>
<td>1.4</td>
<td>12.33</td>
</tr>
<tr>
<td>Al-Mg</td>
<td>-1.97</td>
<td>-0.86</td>
<td>1.65</td>
<td>11.34</td>
</tr>
<tr>
<td>Glass</td>
<td>-2.11</td>
<td>-0.89</td>
<td>0.5</td>
<td>10.10</td>
</tr>
</tbody>
</table>

We have two equations from (5.4) and 3 unknowns ($\mu_A, \mu_B, Q$), resulting in a range of possible solutions for $Q$. By using the Maximum Entropy Production Principle (MEPP) [119], we choose the maximum $Q$ as the solution in order to maximize the entropy of the system [25].

Using this methodology, the phonon conduction heat transfer coefficient ($htc_{phon} = \frac{Q(T_s, T_d, h)}{T_s - T_d}$) is determined as a function of the disk temperature $T_d$, the slider-disk temperature difference $\Delta T = T_s - T_d$ and the spacing $h$. We plot $htc_{phon}$ as a function of $h$, $\Delta T$ and $T_d$ for the Al$_2$O$_3$ - Si wafer interface in Figure 5.2. We observe that $htc_{phon}$ varies almost linearly with $h$, $\Delta T$ and $T_d$ on a log-log scale. Further, we plot $htc_{phon}$ vs $h$ for three media materials: Si, AlMg, glass in Figure 5.3. The slider material is assumed to be Al$_2$O$_3$ for all three cases. Our results suggest that $htc_{phon}$ can be approximated using the following equation ($0.1 \text{ nm} \leq h \leq 100 \text{ nm}, 4 \text{ K} \leq \Delta T \leq 400 \text{ K}, 298 \text{ K} \leq T_d \leq 398 \text{ K}$)

$$\ln(htc_{phon}) = c_1 \ln(h) + c_2 \ln\left(\frac{\Delta T}{400}\right) + c_3 \ln\left(\frac{T_d}{298}\right) + b \tag{5.7}$$

Parameters $c_1$, $c_2$, $c_3$, $b$ depend on the density ($\rho_\nu$), wave speed ($c_\nu$) and Debye frequency of both half-spaces (Table 5.1).

At nanoscale spacings, the heat transfer coefficient due to radiation ($\sim 10^3 \text{ W/m}^2\cdot\text{K}$) [24] is much smaller than that due to phonon conduction ($\sim 10^6 \text{ W/m}^2\cdot\text{K}$), hence radiation is ignored in this study. Thus, the net heat transfer coefficient in the HDI is approximated as:

$$htc_{total} \approx htc_{air} + htc_{phon} \tag{5.8}$$

As $h \to 0$, the net heat transfer coefficient due to phonon and air conduction, $htc_{total}$ increases (Eq. (5.7)). In reality, $htc_{total}$ would be limited by the interface thermal conductance when the head and the media come into contact [120]. Hence, we limit $htc_{total}$ to a constant interface thermal conductance: 5e7 W/m$^2$·K for head-Si interface and 3e7 W/m$^2$·K for head-AlMg disk, head-glass disk interfaces.
Figure 5.2: Phonon conduction heat transfer coefficient, $htc_{phon}$ vs $h$, $\Delta T$, $T_d$ for Al$_2$O$_3$ - Si wafer interface

**Thermo-mechanical Slider and Disk model**

The net heat transfer coefficient due to phonon and air conduction, $htc_{total}(T_s, T_d, h)$ is integrated into a finite element ANSYS model of the slider and the disk. The bulk of the slider block ($820 \mu m \times 700 \mu m \times 230 \mu m$) is made of AlTiC ($k = 20 \text{ W/m-K}$)[10], while the trailing edge (TE) portion ($20 \mu m \times 700 \mu m \times 230 \mu m$) is made of Al$_2$O$_3$ ($k = 1.8 \text{ W/m-K}$)[10] (Figure 5.1). Additionally, the TE body has several metal components (such as the reader, writer and shields), which are much better thermal conductors than Al$_2$O$_3$ and affect the heat diffusion inside the head. The focus of this study is to understand the heat transfer in the HDI and model its effect on the ECS temperature. To avoid an overly complex geometric model, we define an effective thermal conductivity ($k_{eff}$) and effective
Figure 5.3: Phonon conduction heat transfer coefficient, $htc_{phon}$ vs spacing, $h$ at $T_d = 298$ K and $\Delta T = 400$ K for three different media

thermal expansion coefficient ($\alpha_{eff}$) for the part of the TE body near the ABS that contains these metal elements (20 $\mu$m x 40 $\mu$m x 30 $\mu$m). Using the values $k_{eff} = 50$ W/m·K and $\alpha_{eff} = 7e-6$ K$^{-1}$, the initial slope of the ECS temperature vs TFC Power curve during the static touchdown simulation on Si wafer in air (0.85 $^\circ$C/mW) agrees with the measured slope during the experiment (Figure 5.4). We note that the value of $k_{eff}$ is dependent on the head design and lies within the range of thermal conductivity (W/m·K) of all the components in the head: 35 for NiFe (reader/shield), 403 for Cu (writer), 1.8 for $\text{Al}_2\text{O}_3$[10]. We create a local disk model (1150 $\mu$m x 800 $\mu$m x 330 $\mu$m) and enforce all boundary faces (except the face opposite to ABS) at room temperature (25 $^\circ$C).

The slider temperature profile ($T_s$) during the static touchdown simulation is determined using a steady state thermal conduction simulation with a heat source (TFC), metal suspension cooling (2000 W/m$^2$·K)[74] on the back surface and $htc_{total}(T_s, T_d, h)$ on the ABS. The disk temperature profile ($T_d$) is determined using a steady state thermal conduction simulation with the same $htc_{total}(T_s, T_d, h)$ on the surface opposite to the ABS. The head-disk spacing ($h$) is determined using a linear elasto-static simulation with specified temperature profile ($T_s$) and vdW force on the ABS to evaluate the head’s TFC heating-induced protrusion. The net vdW force between each ABS element ($\Delta$) and the disk is given by [121]

$$F_{vdW} = \frac{A}{6\pi} \iint_{\Delta} \frac{dx dy}{h^3} - \frac{B}{45\pi} \iint_{\Delta} \frac{dx dy}{h^9}$$  \hspace{1cm} (5.9)

We assume that $A = 0.4e-19$ J, $B = 1e-76$ Jm$^6$. The resultant non-linear problem for $T_s$, $T_d$ and $h$ (or equivalently $htc_{total}$) is solved using Broyden’s (Quasi-Newton) method [122].
We note that our model considers the effect of vdW forces in two different ways. Firstly, the effect of vdW forces is considered on the phonon conduction heat flux $Q$ in Eq. (5.4) through the reflection coefficient (using Eqs. (5.5), (5.6)). Secondly, we also consider the effect of vdW forces while determining the thermal protrusion of the slider through Eq. (5.9).

5.3 Results and Discussion

Free Heating

Figure 5.4 shows the ECS temperature vs TFC power during free heating of the slider in air (with no media present). During free heating, there is negligible cooling on the ABS and the metal suspension back cooling is poor compared to static touchdown, since the suspension is not loaded. With a low back cooling coefficient for free heating (1200 W/m$^2$·K vs 2000 W/m$^2$·K for static touchdown [74]), the simulated free heating ECS temperature curve agrees with the experiment.

Effect of van der Waals forces

Figure 5.4 also plots the simulated ECS temperature vs TFC power for static touchdown of the head on Si in air with an initial ECS-media spacing of 21.3 nm. We consider two cases: (a) vdW forces are not considered while determining the thermal protrusion of the slider (solid green curve in Figure 5.4), (b) vdW forces are considered while determining the slider’s thermal protrusion using Eq. (5.9) (solid red curve). Both simulation cases consider the effect of vdW forces on $Q$ through the reflection coefficient in Eq. (5.4). We plot the minimum spacing $h$ and the maximum heat transfer coefficient $htc_{total}$ vs TFC power for the simulation case (b) (including vdW forces) in Figure 5.5.

As the TFC power is increased, the thermal protrusion of the TE portion of the slider also increases, causing the minimum spacing $h$ to decrease (Figure 5.5). As the spacing $h$ decreases with increasing TFC power, the maximum $htc_{total}$ increases. In particular, when the $h$ becomes smaller than about 2 nm, we see a rapid increment in $htc_{total}$ in Figure 5.5 due to exponential growth in phonon conduction (Eq. (5.7)).

Figure 5.4 shows that as the TFC power is increased, initially, the ECS temperature increases due to larger joule heating at the higher TFC power for both cases (a) and (b). However, when the ECS-media spacing becomes smaller than about 2 nm, enhanced phonon conduction heat transfer causes a drop in the ECS temperature.

The simulation without vdW forces (solid green curve in Figure 5.4) shows a much more gradual drop in the ECS temperature than that in the experiment (dashed red curve). As the ECS approaches touchdown, enhanced phonon conduction causes cooling and impedes touchdown. On the other hand, attractive vdW forces between the slider and the media accelerate the touchdown process. Hence, the simulation with vdW forces (solid red curve)
Figure 5.4: ECS temperature vs TFC power for static touchdown experiment and simulation on Si in air with initial spacing of 21.3 nm. Solid green curve excludes vdW forces while computing slider’s thermal protrusion, while solid red curve considers vdW forces while computing slider’s thermal protrusion.

Figure 5.5: Static touchdown simulation on Si in air with initial spacing of 21.3 nm, including the effect of vdW forces. Solid red curve curve shows the minimum spacing $h$ (left axis) and dashed red curve shows the maximum $htc_{total}$ (right axis).
shows a steeper drop in the ECS temperature curve than the simulation without vdW forces and agrees much better with the experiment.

We plot the maximum $h_{tc_{total}}$ vs TFC Power for the simulations with and without vdW forces in Figure 5.6. Since vdW forces accelerate the touchdown process, the simulation with vdW forces (solid red curve) shows a steeper rise in the $h_{tc_{total}}$ curve than the simulation without vdW forces (solid green curve). This steeper rise in $h_{tc_{total}}$ for the simulation with vdW forces explains the corresponding sharper drop in the ECS temperature curve in Figure 5.4, compared to the simulation without vdW forces.

We plot the ECS temperature and the maximum disk (i.e. Si wafer) temperature as a function of the TFC power for the simulations with and without vdW forces in Figure 5.7. As the spacing $h$ decreases, the net heat transfer coefficient $h_{tc_{total}}$ increases (Figure 5.5). Hence, as the TFC power is increased (causing $h$ to decrease), the head and the disk (i.e. Si wafer) temperatures near the ECS location approach each other, as shown in Figure 5.7. Since we limit $h_{tc_{total}}$ to an interface thermal conductance of $5e7$ W/m$^2$·K for head-Si interface, the head and disk temperatures are never exactly equal even at and beyond touchdown. Rather we see a temperature jump of $\sim 6 - 9 \degree$ C between the head and the disk at the ECS location beyond touchdown. The value of this temperature jump depends on the assumed interface thermal conductance.

We plot the surface temperature profile of the slider ABS and the top surface of the Si wafer (i.e. the surface directly underneath the slider ABS) in Figures 5.8 and 5.9. These temperature plots correspond to a TFC power of 80 mW for the simulation with vdW forces.
Figure 5.7: Static touchdown simulation on Si in air with initial spacing of 21.3 nm. Solid green curve and dashed green curve are the ECS temperature and maximum disk (i.e. Si wafer) temperature for the simulation that excludes vdW forces while computing slider’s thermal protrusion. Solid red curve and dashed red curve are the ECS temperature and maximum disk (i.e. Si wafer) temperature for the simulation that includes vdW forces while computing slider’s thermal protrusion.

Figure 5.8: Slider temperature profile on ABS at TFC power of 80 mW for static touchdown simulation on Si in air with initial spacing of 21.3 nm, including the effect of vdW forces.
Figure 5.9: Disk (i.e. Si wafer) surface temperature profile at TFC power of 80 mW for static touchdown simulation on Si in air with initial spacing of 21.3 nm, including the effect of vdW forces

The slider temperature profile shows a localized hotspot near the trailing edge of the slider ($x = 840 \mu m$), close to its centerline ($y = 350 \mu m$) due to TFC heating. A corresponding localized hotspot is observed in the Si wafer surface temperature profile due to heat transfer from the head.

**Air Conduction vs Phonon Conduction**

To isolate the effect of air conduction on ECS cooling, we performed touchdown experiments in vacuum and compared the simulation with and without air conduction (including vdW forces) with the experiment in air and in vacuum (Figure 5.10). When we include air conduction in the model, $htc_{total}$ increases during the initial TFC heating zone (0-66 mW). This causes the ECS temperature to drop, which explains why the red curve is below the black curve from 0 to 66 mW. A lower ECS temperature causes a smaller TFC protrusion, leading to a larger spacing and hence a smaller $htc_{phon}$ for the simulation with air as compared to that without air. Hence the ECS temperature is lower for simulation without air (black curve) than that with air (red curve) for TFC power > 66 mW (when phonon conduction dominates). The shift in the ECS curve with/without air conduction agrees well with the shift in the experiment in air vs vacuum. Since the media is stationary in this experiment, air conduction has a small effect on the ECS temperature (as opposed to the flying case over a rotating disk, where air cooling would have a more significant impact).
Figure 5.10: Static touchdown simulation on Si in air ($htc_{air}$ included) and in vacuum ($htc_{air}$ excluded) and comparison with experiment in air and in vacuum. Initial spacing is 21.3 nm; vdW forces are included.

**Effect of Spacing**

As the initial ECS-media spacing is increased in the experiment, the peak ECS temperature increases and the peak is attained at a higher TFC power (Figure 5.11). The same trend is observed in the simulated ECS temperature curve, as the initial spacing is increased from 21.3 nm to 31.7 nm. Moreover, for both initial spacings, we use the same value of $A$, $B$ in Eq. (5.9). A good quantitative match between the experiment and simulation for both spacings strongly suggests that vdW force is responsible for the steep drop in the ECS cooling curve.

**Effect of Media**

To study the effect of media on ECS cooling, we performed touchdown experiments on Perpendicular Magnetic Recording (PMR) disks with AlMg and glass substrates (Figure 5.12) and compared the results with the touchdown curve on Si. Figure 5.13 plots the simulated ECS temperature vs TFC power for static touchdown on AlMg disk and glass disk and comparison with corresponding experiments. We also plot the ECS temperature vs TFC power curve for static touchdown experiment on Si wafer as a reference in Figure 5.13. Figure 5.14 plots the ECS temperature and maximum disk temperature as a function of the TFC power during the static touchdown simulation on these three media materials (Si wafer, AlMg disk, glass disk).

PMR disks have a multi-layered structure (Figure 5.12) comprising of lube, DLC (diamond-
Figure 5.11: Static touchdown simulation on Si in air with initial spacing of 21.3 nm, 31.7 nm (with vdW) and comparison with two experiments performed at different initial spacings in air. Since we do not know the initial spacing in the experiment, we choose the initial spacing in the simulation to ensure a good fit with the experiment.

like-carbon), magnetic layers (CoCrPt, Ru, CoFe) and the substrate (AlMg or glass). Since the characteristic dimension along the surface (∼μm) is much larger than the height of the disk layers (∼nm), we model the effect of the layers by computing an “effective thermal conductance” (tc) of the layered structure, which is defined as

\[ \frac{1}{t_{\text{c}}} = \sum_i \left( \frac{L_i}{k_i} + \frac{1}{h_i} \right) \]  \[ k_i(L_i) = \frac{k_{i,\text{bulk}}}{1 + \frac{4\Lambda_{\text{bulk}}}{3L_i}} \]  \[ Q_{\text{total}} = h t c_{\text{total}}(T_s - T_d) = t c(T_d - T_d') \]

Here \( L_i \) is the thickness of the \( i^{\text{th}} \) layer, \( k_i \) is the thin-film thermal conductivity of the layer material, \( h_i \) is the interface thermal conductance between layers \( i, i+1 \). This approximation assumes that the temperature varies linearly along each layer thickness (i.e. heat flux along the \( z \) direction remains a constant through the layers). Accordingly, the temperature difference between the top surfaces of the disk \( (T_d) \) and the AlMg substrate \( (T_d') \) is determined using Eq. (5.11).

We assume \( h_i = 4e9 \text{ W/m}^2\cdot\text{K} \) for metal-metal interfaces [123] and \( h_i = 1e8 \text{ W/m}^2\cdot\text{K} \) for metal-dielectric interfaces [120]. The reduced thermal conductivity of each magnetic layer \( k_i(L_i) \) due to boundary scattering is determined using Matthiessen’s rule [124] in Eq. (5.10) (we assume bulk mean free path of electrons, \( \Lambda_{\text{bulk}} \) in the magnetic layer is 40 nm). The bulk thermal conductivity of the magnetic layer materials, \( k_{i,\text{bulk}} \) can be found in Ref. [125]. 

\[ k_{i,\text{bulk}} \]
The interface thermal conductance for the HDI is expected to be sensitive to the disk roughness and is assumed to be $3 \times 10^7 \text{ W/m}^2\cdot\text{K}$. This value is chosen such that the touchdown simulation on the AlMg disk in air with vdW and initial spacing of 24 nm (solid black curve in Figure 5.13) agrees with the experiment (dashed grey curve in Figure 5.13). Using the same layered structure, we simulate the touchdown curve for the glass disk in air with vdW and initial spacing of 41 nm (solid green curve in Figure 5.13), which also agrees well with...
Figure 5.14: Effect of media material (Si wafer vs AlMg disk vs glass disk) on head cooling during static touchdown experiment in air. Solid curves plot the simulated ECS temperature and dashed curves plot the simulated maximum disk temperature vs TFC power.

Figure 5.15: $htc_{total}$ vs TFC power for static touchdown simulation on Si wafer, AlMg disk and glass disk.
the experiment (dashed green curve in Figure 5.13).

If the media is a good thermal conductor, it is able to effectively diffuse the heat transferred from the head, leading to stronger cooling of the ECS. Glass has a much lower thermal conductivity (0.9 W/m·K) than Si (148 W/m·K). Hence the glass disk heats up a lot during static touchdown (Figure 5.14), leading to a very small drop in the ECS cooling curve, compared to Si wafer.

AlMg has a comparable thermal conductivity (117 W/m·K) [127] to Si (148 W/m·K), yet shows a smaller drop in the touchdown curve than Si. The layers on top of the AlMg substrate (tc = 1.6e7 W/m²·K) make the AlMg disk an overall poor conductor (compared to Si), causing the AlMg disk to heat up more than Si wafer during static touchdown (Figure 5.14). The presence of the disk layers, along with lower thermal conductance for the HDI (3e7 W/m²·K for head-AlMg disk vs 5e7 W/m²·K for head-Si, which is possibly caused by larger RMS surface roughness of the AlMg disk: S_q = 0.2 nm than that of Si: S_q = 0.1 nm), account for the smaller drop in the simulated touchdown curve on AlMg disk compared to Si. We plot a comparison of htc_{total} vs TFC Power for Si, Al-Mg disk and glass disk in Figure 5.15.

5.4 Conclusion

We have developed a numerical model to simulate the head temperature due to heat transfer across a closing nanoscale gap between the head and the media (non-rotating) and compared our results with static touchdown experiments performed with a head resting on three different media (Si, magnetic disks with AlMg and glass substrates). The TFC heater in the head is powered to create a local protrusion, leading to contact of the ECS that is used to measure the temperature change.

As the ECS approaches the media with increasing TFC power, enhanced phonon conduction heat transfer causes a drop in the ECS temperature vs TFC power curve. Our model shows that the introduction of van der Waals forces between the head and the media during computation of the head’s thermal protrusion causes a steeper drop in the simulated ECS temperature curve, ensuring a good quantitative match with experiments for all of the media materials tested and different initial ECS-media spacings. We isolate the effect of air conduction and phonon conduction on ECS cooling by comparing our simulations with experiments performed in air vs vacuum. We also find that the media material significantly impacts the amount of ECS cooling: a good conductor (like Si) shows a large cooling drop, whereas a poor conductor (such as glass disk) shows a small cooling drop.

This chapter presents results published in Applied Physics Letters in 2019 (reproduced from [128], with the permission of AIP Publishing) and 2020 (reproduced from [129] with the permission of AIP Publishing) and presented at ISPS 2019 [130].
Chapter 6

Investigation of Nanoscale Heat Transfer Between a Flying Head and Rotating Disk

6.1 Introduction

Understanding head cooling via heat transfer in the HDI is imperative to develop reliable head and media designs for contemporary PMR drives and particularly for emerging technologies such as HAMR and MAMR. Furthermore, with the minimum fly height of less than 5 nm in contemporary HDDs, it is imperative to consider heat transfer due to near field radiation and phonon conduction [22–25, 105, 106] in addition to traditional air conduction [18, 19] to accurately predict head/media temperatures in HDDs.

In Chapter 5, we performed static touchdown experiments and simulations to study phonon conduction driven heat transfer between the head and the non-rotating media. We found that inclusion of phonon conduction, intermolecular forces (vdW forces) and disk temperature rise is essential to accurately predict the ECS temperature during static touchdown of the head on the media. In this study, we aim to answer the next logical question: how much do phonon conduction, disk temperature rise and intermolecular forces impact the ECS temperature of a flying slider over a rotating disk?

While the effect of intermolecular forces in the HDI was considered in our previous static touchdown study (Chapter 5), the roughness of the head and the disk was ignored. To consider the combined effect of intermolecular forces, head/disk roughness and partial/complete head-disk contact, asperity based intermolecular adhesion force and contact force models are needed. Zheng & Bogy used the sub-boundary lubrication model which was proposed by Stanley et al. [131] to study the behaviour of a TFC slider flying at near-contact [132]. They found the fly height is significantly affected by interfacial forces in the HDI (such as adhesion force, contact force, friction force etc.). Moreover, these interfacial forces also compromise the stability of the slider while flying at near-contact [132–134]. Since nanoscale heat transfer
is spacing dependent, it is expected that intermolecular adhesion and contact forces would impact the temperature profile of a flying slider.

Recently Zheng et al. numerically and experimentally studied the effect of the disk temperature rise on the ECS temperature for a flying slider over a rotating disk [114]. They found that excluding the effect of disk temperature rise (i.e. treating the disk as an ideal heat sink) overestimates the cooling of the slider in the simulation. However, they did not study the ECS temperature change due to heat transfer in the HDI at and beyond contact conditions. Beyond contact, heat generation due to friction between the head and the sliding disk is expected to increase the ECS temperature [135, 136].

In this chapter, we introduce a numerical model to predict the slider temperature profile and the fly height for a flying TFC slider over a rotating disk. Subsequently, we compare our simulation results with touchdown experiments performed with a magnetic recording head flying over a rotating Al-Mg disk. The TFC heater is energized, causing a localized protrusion near the flying slider’s trailing edge and the ECS is utilized to record the temperature change during this process (Figure 6.1). The simulations and experiments are performed over a range of TFC powers starting from a fly height of ∼ 9-12 nm all the way down to contact and beyond. To accurately predict the fly height and heat transfer in the HDI, we incorporate the effects of disk temperature rise, asperity based adhesion & contact force models, air & phonon conduction heat transfer and friction heating in our model. We study the effect of each of these features on the ECS temperature and the fly height during the flying touchdown process.

We first discuss the methodology used to compute the adhesion and contact forces and the net heat flux in the HDI. Next, the overall simulation schematic, including the slider thermo-mechanical model, the rotating disk thermal model and the air bearing model is
presented. This is followed by a discussion of results and the conclusion.

This work was completed jointly with Qilong Cheng and Amin Ghafari. Qilong performed the flying touchdown experiments. Amin developed the model to compute the phonon conduction heat transfer coefficient. I developed the numerical model and performed simulations to predict the head temperature, disk temperature and fly height during touchdown of a flying slider using air and phonon conduction heat transfer coefficients. I also performed simulations using Amin’s model to compute the phonon conduction heat transfer coefficient for the HDI.

6.2 Model Description

Adhesion and Contact Forces

To accurately predict the fly height at near-contact, it is necessary to account for the interactions between the rough slider and the lubricant/rough disk using asperity-based intermolecular adhesion force and contact force models. In this study, we use the sub-boundary lubrication model which was proposed by Stanley et al. [131]. A rough surface (slider/disk) is described using three topological roughness parameters: standard deviation of asperity heights, mean radius of curvature of asperities and areal density of asperities. This model converts the problem of two contacting rough surfaces (slider and disk) to the equivalent simpler problem of contact between a rigid infinitely smooth surface (slider) and a nominally flat surface (disk) having combined roughness parameters of the individual surfaces. Accordingly, \( \sigma_s \) is the standard deviation of asperity heights for the combined slider/disk surfaces, \( R \) is the mean radius of curvature of asperities for the combined slider/disk surfaces and \( \eta \) is the areal density of asperities for the combined slider/disk surfaces. We note that \( \sigma_s \) is related to \( \sigma \) (the standard deviation of surface heights for the combined slider/disk surfaces) as described in Ref. [131].

Next, the total intermolecular adhesion force \( F_a \) between the slider and the lubricated disk is obtained as [131, 132]

\[
F_a = \eta A_n \left( \int_{-\infty}^{d-t} \frac{8}{3} \pi R \delta \gamma \left[ \left( \frac{\epsilon}{d-u-t+\epsilon} \right)^2 - \frac{1}{4} \left( \frac{\epsilon}{d-u-t+\epsilon} \right)^{8} \right] \phi(u) \, du + 2 \pi R \delta \gamma \int_{d-t}^{d} \phi(u) \, du \right) + \int_{d}^{\infty} \int_{-\infty}^{\infty} \frac{8 \delta \gamma}{3} \epsilon \left[ \left( \frac{\epsilon}{z-t+\epsilon} \right)^3 - \left( \frac{\epsilon}{z-t+\epsilon} \right)^9 \right] \, 2 \pi r \, dr \, \phi(u) \, du \right) (6.1)
\]

where \( A_n \) is the nominal contact area, \( d \) is the distance between the mean plane of asperity heights on the disk and the slider ABS (Figure 6.2), \( t \) is the lubricant thickness, \( \delta \gamma \) is the adhesion energy per unit area for the HDI, \( \epsilon \) is the equilibrium inter-molecular separation, \( u \) is the asperity height and \( \phi(u) \) is the probability density function of asperity heights. We assume that \( \phi(u) \) is a Gaussian distribution with a mean of zero and a standard deviation of
$\sigma_s$. In the third integral in Eq. (6.1), $z$ is the separation of solid surfaces outside the contact region at a radius $r$, and $r_t$ is the radius at the intersection of the lubricant and solid (see Figure 6.2). The expression for $z$ and $r_t$ can be found in Refs. [131, 132]. We note that since $d$ is the distance between the mean plane of asperity heights on the disk and the slider ABS, the fly-height (i.e. actual air bearing height) is defined as $h = (d - t)$ (as shown in Figure 6.1). Eq. (6.1) considers three types of asperities on the disk (as shown in Figure 6.2) - (1) non-contacting asperities (described by the first integral), (2) lubricant-contacting asperities (described by the second integral) and (3) solid-contacting asperities (described by the third integral).

![Figure 6.2: Schematic of non-contacting, lubricant-contacting and solid-contacting asperities](image)

The contact force $F_c$ between the slider and the disk is obtained using the well-known Greenwood-Williamson model and is given by

$$F_c = \frac{4}{3} \eta A_n E R^{1/2} \int_d^{\infty} (u - d)^{3/2} \phi(u) du$$  (6.2)

where $E$ is the combined Hertz elastic modulus of the two surfaces. The adhesion and contact force parameters used in Eqs. (6.1), (6.2) are summarized in Table 6.1.

### HDI Heat Transfer Coefficient

During flying touchdown of the slider on the disk, four major heat transfer schemes exist: air conduction ($htc_{air}$), viscous dissipation ($htc_{visc}$), phonon conduction ($htc_{phon}$) and radiation ($htc_{rad}$).

$$htc_{HDI} = htc_{air} + htc_{visc} + htc_{phon} + htc_{rad}$$  (6.3)

The heat transfer coefficient for conduction through air ($htc_{air}$) is a function of the air bearing height $h = (d - t)$, pressure $p_{air}$ and temperature $T_{air} = \frac{(T_s + T_d)}{2}$ and can be obtained...
Table 6.1: Adhesion/contact force parameters [132, 134, 137–141]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Combined standard deviation of surface heights $\sigma$ (nm)</td>
<td>0.5</td>
</tr>
<tr>
<td>Combined mean radius of asperities $R$ (nm)</td>
<td>20</td>
</tr>
<tr>
<td>Combined asperity density $\eta$ (1/µm$^2$)</td>
<td>5000</td>
</tr>
<tr>
<td>Equilibrium intermolecular distance $\epsilon$ (nm)</td>
<td>0.3</td>
</tr>
<tr>
<td>Adhesion energy per unit area $\delta \gamma$ (N/m)</td>
<td>0.1</td>
</tr>
<tr>
<td>Lubricant thickness $t$ (nm)</td>
<td>1</td>
</tr>
<tr>
<td>Hertz elastic modulus $E$ (GPa)</td>
<td>148.56</td>
</tr>
</tbody>
</table>

by solving the energy equation using temperature jump theory [18, 19].

$$htc_{air} = \frac{k_{air}}{h + \frac{2^{2-\sigma_T}}{\sigma_T} \frac{2}{\gamma + 1} \frac{1}{Pr} \lambda_{air}}$$  \hspace{1cm} (6.4)

Here $\lambda_{air}(h, p_{air}, T_{air})$ is the effective mean free path of air molecules at pressure $p_{air}$ and temperature $T_{air}$ accounting for boundary scattering [19] (with a nominal value of 67.1 nm for no boundary scattering and at ambient pressure and temperature). $k_{air}$ is the effective thermal conductivity of air accounting for boundary scattering (with a nominal value of 0.0261 W/(m-K) for no boundary scattering). $\sigma_T$ is the thermal accommodation coefficient, $Pr = 0.71$ is the Prandtl number of air and $\gamma = 1.4$ is the ratio of specific heats for air. We assume that $\sigma_T = 0.6$ in our calculations [142, 143]. This value ensures that the slope of the simulated ECS temperature change vs TFC power curve in the initial linear regime agrees well with the corresponding experiment (see Figure 6.14 in subsequent section “Comparison with Experiments”). We note that since $\lambda_{air} \propto p^{-1}$, $htc_{air}$ increases as the air bearing pressure $p_{air}$ increases.

The heat transfer coefficient due to viscous dissipation ($htc_{visc}$) can be neglected compared to air conduction ($htc_{air}$) for small gap sizes [18] and hence is ignored in this study.

We use a wave-based phonon conduction theory to model the enhanced nanoscale heat transfer due to van der Waals force driven migration of phonons from one half-space to the other [23, 25, 105]. Using the methodology outlined in Section 5.2 in Chapter 5, we compute the phonon conduction heat transfer coefficient for the HDI ($htc_{phon}$) as a function of $h$, $\hat{T}_d$ and $\Delta \hat{T} = \hat{T}_s - \hat{T}_d$. Here $\hat{T}_d$ and $\hat{T}_s$ are the disk and slider surface temperatures respectively.

We ignore radiative heat transport in this study, since $htc_{rad}$ ($\sim 10^3$ W/m$^2$-K) [24] is typically much smaller than $htc_{phon}$ ($\sim 10^6$ W/m$^2$-K) at nanoscale spacings. Thus, the net heat transfer coefficient in the HDI is approximated as:

$$htc_{HDI} \approx htc_{air} + htc_{phon}$$  \hspace{1cm} (6.5)
Friction Heating Flux

The net heat generation per unit contact area due to friction heating is given by [135]

\[ q_{\text{fric}} = \mu p U \] (6.6)

Here \( \mu \) is the coefficient of friction, \( p \) is the net normal pressure in the HDI due to the contact force and the adhesion force [144] and \( U \) is the linear disk speed. We assume a heat partition factor of 0.5 in our model [135] so that the heat flux due to friction heating into the slider \( (q_{\text{fric},s}) \) and the disk \( (q_{\text{fric},d}) \) is given by \( q_{\text{fric},s} = q_{\text{fric},d} = 0.5q_{\text{fric}} \).

Slider Thermo-mechanical Model

We determine the slider temperature profile \( T_s(x, y, z) \) and thermal protrusion due to TFC heating using a thermo-mechanical finite element model (ANSYS). The net heat flux into the slider ABS due to heat transfer in the HDI and heat generation due to friction is given by

\[ q_s = -h_{\text{HDI}}(\hat{T}_s - \hat{T}_d) + q_{\text{fric},s} \] (6.7)

We note that \( T_s(x, y, z) \) and \( T_d(x, y, z) \) are the temperature profiles in the slider and the disk respectively. On the other hand, \( \hat{T}_s(x, y) = T_s(x, y, z = 0) \) is the slider ABS surface temperature and \( \hat{T}_d(x, y) = T_d(x, y, z = 0) \) is the disk top surface temperature profile (as shown in Figure 6.3).

As shown in Figure 6.1, the slider is composed of two parts - a block of 818.5 \( \mu m \times 700 \mu m \times 230 \mu m \) that is made of AlTiC (thermal conductivity of 20 W/m·K) [10] and a block of 25 \( \mu m \times 700 \mu m \times 230 \mu m \) (called the trailing edge or TE portion) that is made of Al\(_2\)O\(_3\) (thermal conductivity of 1.8 W/m·K) [10]. We use a similar model as Chapter 5 to account for the presence of the metallic components in the TE body (such as the NiFe reader, Cu writer and NiFe shields), which have a much higher thermal conductivity (35 W/m·K for NiFe, 403 W/m·K for Cu) [10] than Al\(_2\)O\(_3\). These metallic components are present near the ABS in a volume of 25 \( \mu m \times 30 \mu m \times 35 \mu m \) and are described in our model using an effective thermal conductivity of 50 W/m·K and an effective thermal expansion coefficient of 8e-6 K\(^{-1}\) as described in Section 5.2 in Chapter 5. Using a similar slider model, we obtained a good agreement between simulations and experiments for static touchdown of the head on different media materials (AlMg disk, glass disk and Si wafer), in different environments (air, vacuum) and at different head-media spacings in our previous study (Chapter 5).

We perform a static thermal finite element analysis to compute the slider temperature profile \( T_s \) due to TFC joule heating. We consider a convection coefficient of 100 W/m\(^2\)·K on the side surfaces and a larger convection coefficient of 2000 W/m\(^2\)·K on the back surface of the slider to account for metal fixture cooling [74]. The heat flux \( q_s \) from Eq. (6.7) is applied on the ABS. This temperature profile \( T_s \) is subsequently used to determine the thermal protrusion of the slider using a static structural finite element analysis. We also account for the air bearing pressure, adhesion force and contact force on the ABS in this simulation.
Disk Thermal Model

\[ \hat{T}_s = T_s(x, y, 0) \]
\[ \hat{T}_d = T_d(x, y, 0) \]
\[ \hat{T}_d' = T_d(x, y, -L_d) \]

Figure 6.3: PMR head and multi-layered disk schematic

As the disk rotates underneath the flying hot slider, heat transfers from the slider to the part of the disk which is underneath the slider at any given time. Hence, the temperature of each material point on the disk varies periodically and does not reach a steady state. However, if we consider a frame of reference that is fixed with the slider and use Eulerian co-ordinates, the temperature field in the disk \( T_d(x, y, z) \) reaches a steady state in this frame [114]. Ignoring the skew of the slider, the temperature profile of the disk in this frame is given by

\[ \rho C_p U \frac{\partial T_d}{\partial x} = \nabla \cdot (k \nabla T_d) \quad (6.8) \]

Here \( \rho \) is the density, \( C_p \) is the specific heat capacity, \( U \) is the linear disk speed and \( k \) is the thermal conductivity. The net heat flux into the disk due to heat transfer from the slider and heat generation due to friction heating is obtained as

\[ q_d = h t c_{HDI} (\hat{T}_s - \hat{T}_d) + q_{fric,d} \quad (6.9) \]

Eq. (6.8) subject to boundary condition Eq. (6.9) determines the disk temperature profile.

We describe the thin layers (lubricant, Diamond-like-Carbon, magnetic layers) on the top of the AlMg substrate of the PMR disk (Figure 6.3) using an “effective thermal conductance” \( tc = 1.6 \times 10^7 \text{ W/m}^2\text{K} \) in our model (same as Chapter 5). This approximation assumes that the temperature varies linearly along each layer thickness (i.e. heat flux along the \( z \) direction remains a constant through the layers). Accordingly, we compute the temperature jump between the top surface of the PMR disk \( \hat{T}_d \) and the top surface of the AlMg substrate.
\( \dot{T}_d = T_d(x, y, z = -L_d) \) as (see Figure 6.3)
\[ q_d = tc(\dot{T}_d - \dot{T}_d') \] (6.10)

Assuming that the AlMg disk substrate can be approximated as a semi-infinite medium, the temperature profile of the top surface of the AlMg substrate \( \ddot{T}_d \) is determined using the analytical solution of Eq. (6.8) as [145].
\[ \ddot{T}_d(x, y) = T_0 + \int \int \frac{q_d(x', y')}{2\pi kR} e^{-\frac{U\rho C_p}{2k}(R-(x-x'))} dx' dy' \] (6.11)

Here \( T_0 = 298 \) K is the ambient temperature. \( \rho, C_p, k \) for AlMg can be found in Ref. [125]. Eqs. (6.9), (6.10) and (6.11) together describe the temperature profile of the top surface of the disk \( \ddot{T}_d \).

### Air Bearing Pressure Solver

The governing equation for the air bearing pressure profile in the HDI is the steady state generalized Reynolds equation. The non-dimensional form of this equation is: [146, 147]
\[ \frac{\partial}{\partial X} \left( \dot{Q}PH^3 \frac{\partial P}{\partial X} - \Lambda_x PH \right) + \frac{\partial}{\partial Y} \left( \dot{Q}PH^3 \frac{\partial P}{\partial Y} - \Lambda_y PH \right) = 0 \] (6.12)

where \( X = x/L, Y = y/L, P = p/p_a, H = h/h_m \) are the non-dimensionalized \( x \) coordinate (along the slider’s length direction), \( y \) coordinate (along the slider’s width direction), air bearing pressure and spacing respectively. Here \( L \) is the slider’s length, \( p_a \) is the ambient pressure and \( h_m \) is the reference spacing at the slider’s trailing edge center. \( \Lambda_x = 6\mu UL/p_a h_m^2 \) and \( \Lambda_y = 6\mu VL/p_a h_m^2 \) are the bearing numbers in the \( x \) and \( y \) directions, where \( \mu \) is the air viscosity and \( U \) and \( V \) are the \( x \) and \( y \) disk velocity components. Since the minimum spacing \( h \) can be lower than 5 nm, which is small compared to the mean free path of air (\( \lambda = 63.5 \) nm at ambient temperature and pressure), the no-slip boundary condition does not hold and hence a flow factor \( \dot{Q} \) is introduced to account for rarefaction effects. CML Air uses the Fukui–Kaneko slip correction factor: \( \dot{Q} = f(K_n/PH) \), where \( K_n = \lambda/h_m \) is the Knudsen number and \( f \) is given by Fukui and Kaneko [146, 148].

We use a modified version of the CML Air static simulation program [147] to solve the generalized Reynolds equation. CML Air uses Patankar’s control volume method [76] with a multigrid solver to discretize and solve Eq. (6.12) for a given flying attitude (nominal fly height, pitch and roll) [147]. In order to obtain the slider’s equilibrium flying attitude at a given suspension load, CML Air starts by solving Eq. (6.12) and computing the air bearing pressure distribution using an initial guess for the flying attitude. Next, a Quasi-Newton iteration method is applied to search for a new guess for the flying attitude. Iterations are performed, until the new updated flying attitude ensures the balance between the suspension load and the air bearing pressure.

The sub-boundary lubrication model [131] is implemented in the modified CML Air
program by regarding the slider ABS as an infinitely smooth surface with combined roughness parameters being applied on the disk surface (see Table 6.1) [132, 149]. The asperity heights on the disk are described by a Gaussian distribution function \( \phi(u) \) with a mean of zero and a standard deviation \( \sigma_s \). This asperity-based model enables us to solve the generalized Reynolds equation at near-contact and contact conditions when the fly height \((d - t)\) becomes 0 or even negative [133, 149]. This approach also considers the effect of air pressure loss at asperities which are in contact during determination of the air bearing force and the air conduction heat flux [133, 149]. The ABS profile is modified with the simulated TFC protrusion [149] using the slider thermo-mechanical finite element model to account for the fly height change due to TFC actuation. The equilibrium flying state of the slider is then determined by balancing the forces and torques on the slider due to adhesion and contact forces (Eqs. (6.1), (6.2)), the suspension load and the air bearing pressure [132, 149].

### Overall Simulation Methodology

The simulated TFC protrusion profile determined by the slider thermo-mechanical model is used to compute the steady state fly-height and air bearing pressure using the modified CML Air program (accounting for adhesion and contact forces in the HDI using Eqs. (6.1), (6.2)). The fly height, air pressure \( p_{\text{air}} \), slider surface temperature \( T_s \) and disk surface temperature \( T_d \) are used to compute the heat flux into the slider and disk \( q_s, q_d \) using Eqs. (6.5), (6.6), (6.7), (6.9). \( q_s \) and \( q_d \) are further used as boundary conditions to determine the slider temperature profile \( T_s(x, y, z) \) and the disk temperature profile \( T_d(x, y, z) \). \( T_s, p_{\text{air}} \) and the computed adhesion and contact forces on the ABS in the modified CML Air are used to determine the slider TFC heating-induced protrusion profile. The resultant non-linear problem involving the modified CML Air, the slider thermo-mechanical model and the disk thermal model is solved using Broyden’s Quasi-Newton method [122]. The overall simulation schematic is summarized in Figure 6.4.

We note that our model considers the effect of intermolecular forces in two different ways. Firstly, the effect of intermolecular forces is considered on the phonon conduction heat transfer coefficient \( h_{\text{cphon}} \) through the reflection coefficient (see Eqs. (5.4), (5.5), (5.6) from Chapter 5). Secondly, we also consider the effect of intermolecular forces while determining the steady state fly height of the slider in modified CML Air and while computing thermal protrusion of the slider using the slider thermo-mechanical model through the adhesion force (Eq. (6.1)).

### 6.3 Results and Discussion

#### Phonon Conduction Heat Transfer Coefficient

In Chapter 5, we determined \( h_{\text{cphon}} \) as a function of \( h, \hat{T}_d \) and \( \Delta \hat{T} = \hat{T}_s - \hat{T}_d \) for the HDI, assuming that the slider material is \( \text{Al}_2\text{O}_3 \) and the disk material is \( \text{AlMg/glass} \). We found
that $htc_{phon}$ can be well approximated with the following equation (0.1 nm $\leq h \leq$ 100 nm, 4 K $\leq \Delta \hat{T} \leq$ 400 K, 298 K $\leq \hat{T}_d \leq$ 398 K)

$$ln(htc_{phon}) = c_1 ln(h) + c_2 ln\left(\frac{\Delta \hat{T}}{400}\right) + c_3 ln\left(\frac{\hat{T}_d}{298}\right) + b$$ (6.13)

Parameters $c_1$, $c_2$, $c_3$, $b$ depend on the material properties of both half-spaces ($\rho_\nu$, $c_\nu$ and $\omega_D$). However, we did not consider the effect of the diamond-like-carbon (DLC) films on the slider/disk and the magnetic layers on the disk (Figure 6.3) in Chapter 5. Other studies have shown that addition of a diamond film to the disk can significantly reduce the phonon conduction heat transfer coefficient [23]. To understand the effect of slider/disk DLC films and disk magnetic layers on phonon conduction, we consider 4 cases as shown in Figure 6.5:

(a) Al$_2$O$_3$ - gap - AlMg

(b) Al$_2$O$_3$ - 2 nm Diamond layer - gap - 2 nm Diamond layer - AlMg
Table 6.2: Density, acoustic wave speed and Debye frequency of different materials for computation of $htc_{phon}$ [125, 126, 150]

<table>
<thead>
<tr>
<th>Material</th>
<th>$\rho_\nu$ (kg/m$^3$)</th>
<th>$c_\nu$ (m/s)</th>
<th>$\omega_D (\times10^{15} \text{ rad/s})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alumina</td>
<td>3980</td>
<td>7133</td>
<td>0.1179</td>
</tr>
<tr>
<td>AlMg</td>
<td>2660</td>
<td>3420</td>
<td>0.056</td>
</tr>
<tr>
<td>Diamond</td>
<td>3500</td>
<td>13850</td>
<td>0.2919</td>
</tr>
<tr>
<td>DLC</td>
<td>2800</td>
<td>4167</td>
<td>0.1593</td>
</tr>
<tr>
<td>CoCrPt</td>
<td>8900</td>
<td>2844</td>
<td>0.06</td>
</tr>
<tr>
<td>Ru</td>
<td>12300</td>
<td>2295</td>
<td>0.0726</td>
</tr>
<tr>
<td>CoFe</td>
<td>8514</td>
<td>2601</td>
<td>0.06</td>
</tr>
</tbody>
</table>

(c) Al$_2$O$_3$ - 2 nm DLC layer - gap - 2 nm DLC layer - AlMg
(d) Al$_2$O$_3$ - 2 nm DLC layer - gap - 2 nm DLC layer - mag layers - AlMg

The material properties ($\rho_\nu$, $c_\nu$, $\omega_D$) of all the layers are summarized in Table 6.2. We use bulk Diamond properties for the Diamond layer (case b) and thin film DLC properties for the DLC layer (cases c and d). The thin film DLC acoustic wave speed is estimated from the elastic properties and density of a 2.2 nm DLC film from Ref. [150]. The acoustic wave speed of the magnetic layer materials is estimated from the elastic properties and density from Ref. [125].

The resultant $htc_{phon}$ as a function of $h$ for cases (a), (b), (c), (d) are plotted in Figure 6.6. Our results show that the addition of a 2 nm Diamond layer (with bulk Diamond properties) reduces the phonon conduction heat transfer coefficient by 1 to 2 orders of magnitude (which is consistent with previously published results in Ref. [23]). However, addition of a 2 nm DLC layer (with thin film DLC properties) has a relatively small effect on $htc_{phon}$. Similarly, addition of a 2 nm DLC layer and magnetic layers also has a relatively small effect on $htc_{phon}$. Nevertheless, we use the simulation curve for case (d) for all the simulations in this study. For case (d), the parameters in Eq. (6.13) are obtained as: $c_1 = -1.99$, $c_2 = -0.83$, $c_3 = 0.99$, $b = 11.4$.

**Effect of Disk Temperature Rise**

In this section, we study the effect of the disk temperature rise on the ECS temperature. Figure 6.7 plots the ECS temperature change vs the TFC power for the simulations with and without the disk temperature model. In the simulation with the disk temperature model, the disk temperature rise is determined using the methodology described in the Section “Disk Thermal Model”. In the simulation without the disk temperature model, the disk
is assumed to be an ideal heat sink and hence the disk temperature is always equal to the ambient temperature everywhere (i.e. $T_d(x,y,z) = T_0 = 298 K$). Both simulations include heat transfer due to both air and phonon conduction. For now, adhesion and contact forces and friction heating are excluded in both simulations.

In both simulations, initially, the ECS temperature increases with increasing TFC power due to larger joule heating generated at the higher TFC power. However, as the flying head approaches the rotating disk with a further increase in TFC power, enhanced nanoscale heat transfer in the HDI due to air conduction and phonon conduction causes the ECS temperature to decrease. Our results indicate that the simulation without the disk temperature model overestimates the ECS cooling drop compared to the simulation with the disk temperature model. We note that a similar trend was observed in Ref. [114]. The heat flux from the slider to the disk is directly proportional to the temperature difference between the slider and the disk surfaces (Eq. (6.7)). Treating the disk as an ideal heat sink overestimates the heat flux in the HDI and hence overestimates the ECS cooling drop.

**Effect of Adhesion and Contact Forces**

The adhesion and contact forces in the HDI are computed as a function of the fly height using eqs. (6.1), (6.2) and are plotted in Figure 6.8. We note that adhesion force being attractive is negative and the contact force being repulsive is positive. We also note that $d$ is the distance between the mean plane of asperity heights on the disk and the slider ABS and the fly height is defined as $(d - t)$, hence the fly height becomes negative when the head protrusion penetrates into the lubricant. We see that as the fly height becomes smaller
Figure 6.7: Effect of disk temperature rise on the ECS temperature change

Figure 6.8: Adhesion and contact forces in the HDI as a function of the fly-height \((d - t)\)
than $\sim 1$ nm, the magnitude of the adhesion force starts increasing due to enhanced head-lubricant-disk interactions, causing the net normal force to decrease. As the fly height is further decreased causing the head to penetrate through the lubricant and come into contact with the disk asperities, the contact force increases rapidly, causing the net normal force to increase.

In order to study the effect of adhesion/contact forces on fly height and nanoscale heat transfer, we perform simulations with and without adhesion/contact forces. We plot the minimum fly height vs the TFC power for the simulations with and without adhesion/contact forces in Figure 6.9. Both simulations include the disk temperature rise model and heat transfer due to both air and phonon conduction. Friction heating is excluded in both simulations.

![Figure 6.9: Comparison between simulations with and without adhesion & contact forces: minimum fly height $(d - t)$](image)

The simulation with adhesion/contact forces has a lower fly height (8.94 nm) than the simulation without adhesion/contact forces (10.16 nm) at TFC power = 0 mW. This is because attractive adhesion forces between the head and the disk cause the head to fly at a lower spacing. As the TFC power is increased and the minimum fly height decreases below $\sim 1.2$ nm (TFC power $> 77.5$ mW), the magnitude of the adhesion force starts increasing (Figure 6.8), causing the simulation with adhesion/contact forces to reach touchdown at a lower TFC power than the simulation without adhesion/contact forces (Figure 6.9). Moreover, since the adhesion force acts in a direction opposite to the air bearing force, the slider looses stability when the increase in the air bearing force can no longer balance the rapid increment in adhesion force [132]. Hence, we do not find stable equilibrium fly heights between 77.5 mW and 106.4 mW. The slider regains stability when it comes into contact with
the disk at TFC power of 106.4 mW (minimum fly height = - 0.52 nm). The rapidly growing contact force adds on to the air bearing force (Figure 6.8) thereby restoring the stability of the HDI [132]. We use the approach discussed in Refs. [132, 151] to determine the stability of an equilibrium state.

The instability in the fly height of TFC sliders at near-contact has been observed in several previous simulation studies [132–134, 139]. This instability has also been observed experimentally in literature using an LDV to measure slider vertical vibration and AE signal to monitor contact at the HDI [152–154]. To model the slider behavior during this unstable region, simulations need to be performed with a dynamic air bearing program (such as the CML Air dynamic simulation program) so as to capture the bouncing vibrations of the slider [133, 134].

The loss of slider stability with rapidly increasing adhesion forces beyond 77.5 mW makes the convergence of the simulation scheme (Figure 6.4) challenging. Hence, to simplify the highly non-linear calculations at near-contact, we use the methodology from Ref. [132] - we set the slider protrusion profile at TFC power of 70 mW as a baseline and proportionally alter this profile for TFC power beyond 77.5 mW for the simulation with adhesion/contact forces.

![Figure 6.10: Comparison between simulations with and without adhesion & contact forces: ECS temperature change](image)

We plot the ECS temperature change vs the TFC power for the simulations with and without adhesion/contact forces in Figure 6.10. As the head-disk spacing decreases, the heat transfer coefficient due to air conduction as well as phonon conduction increases (Eq. (6.4), Fig. 6.6). Hence, as the head approaches the disk with increasing TFC power, enhanced heat transfer in the HDI due to both air conduction and phonon conduction leads to a drop
in the ECS temperature change vs TFC power curve. The simulation with adhesion/contact forces has a smaller spacing and hence a larger heat transfer coefficient than the simulation without adhesion/contact forces (Figure 6.9). Hence, the simulation with adhesion/contact forces shows a smaller ECS temperature and a steeper ECS cooling drop than the simulation without these forces in Figure 6.10.

We note that we observed a similar trend (compared to Figure 6.10) in our previous static touchdown simulation study (Figure 5.4 in Chapter 5), where the simulation with intermolecular forces showed a steeper ECS cooling drop and predicted a smaller static touchdown power than the simulation without intermolecular forces.

**Effect of Phonon Conduction**

The net heat transfer coefficient in the HDI has two dominant contributions: air conduction and phonon conduction (Eq. (6.5)). To isolate the effects of air conduction and phonon conduction, we performed simulations with and without phonon conduction heat transfer $htc_{phon}$ and plot the ECS temperature change vs TFC power curve for both cases in Figure 6.11. Both simulations consider air conduction heat transfer $htc_{air}$, the disk temperature rise model and adhesion/contact forces. Friction heating is excluded in both simulations.

![Figure 6.11: Comparison between simulations with and without phonon conduction: ECS temperature change. Both simulations consider air conduction.](image)

For TFC power $< 77.5$ mW (i.e. fly height $> 1.2$ nm), simulations with and without phonon conduction give very similar results, indicating that air conduction is the dominant heat transfer mechanism for large fly heights. However, when the fly height becomes smaller than 1.2 nm (TFC Power $> 77.5$ mW), the simulation with phonon conduction shows a larger
ECS cooling drop than the simulation without phonon conduction. Our results indicate that it is imperative to include phonon conduction heat transfer to accurately predict the ECS temperature at near-contact.

**Effect of Friction Heating**

In this section, we study the effect of friction heating on the ECS temperature change vs TFC power curve. We plot the results for simulations with friction heating (Eq. (6.6) with $\mu = 0.7$) and without friction heating in Figure 6.12. Both simulations consider the disk temperature rise model, heat transfer due to both air and phonon conduction and adhesion/contact forces.

![Figure 6.12: Comparison between simulations with and without friction heating: ECS temperature change](image)

As expected, both simulations yield exactly identical results at large fly heights (TFC power $\leq 77.5$ mW). Further, as noted in the Section “Effect of Adhesion and Contact Forces”, we do not find stable equilibrium fly heights and ECS temperatures between 77.5 mW and 106.4 mW for the simulation without friction heating and between 77.5 mW and 102 mW for the simulation with friction heating due to the inclusion of adhesion and contact forces. Beyond contact, the simulation with friction heating shows a larger ECS temperature change and a larger slope of ECS temperature change vs TFC power due to additional heat generated by friction.

**Interface Thermal Conductance**

We plot the temperature change at the ECS (which is located near the head ABS, see Figure 6.1) and the temperature change at the location on the surface of the disk exactly below
the ECS at different TFC powers in Figure 6.13. We note that this simulation considers the effects of disk temperature rise model, heat transfer due to both air and phonon conduction, adhesion/contact forces and friction heating.

As the spacing $h$ decreases, the net heat transfer coefficient in the HDI due to phonon and air conduction, $htc_{HDI}$ increases (Eq. (6.4), Figure 6.6). Hence, as the TFC power is increased (causing $h$ to decrease), the head and the disk temperatures at the ECS location approach each other, as shown in Figure 6.13. In reality, at head-disk contact, $htc_{HDI}$ would be restricted by the interface thermal conductance (or Kapitza conductance) of the HDI. Hence, we enforce an interface thermal conductance of $1.5 \times 10^7$ W/m$^2$K as an upper bound to $htc_{HDI}$ in our model. Due to the presence of this interface thermal conductance, the head and disk temperatures are not exactly equal even at and beyond touchdown (i.e. TFC power $\geq 102$ mW). Rather we see a temperature jump of $\sim 6$°C between the head and the disk at the ECS location at contact. The value of this temperature jump depends on the assumed interface thermal conductance.

**Comparison with Experiments**

Figure 6.14 shows the simulated ECS temperature change vs TFC power curve at 5400 RPM and 7200 RPM and comparison with corresponding experimental curves. The minimum fly height vs TFC power for the simulations at 5400 RPM and 7200 RPM are plotted in Figure 6.15. Both the simulation and the experiment are performed at a radial position of 27 mm.
Both simulations consider the disk temperature rise model, heat transfer due to both air and phonon conduction, adhesion/contact forces and friction heating. The simulation at 5400 RPM is performed with $\mu = 0.7$ and the simulation at 7200 RPM assumes $\mu = 0.5$. The smaller $\mu$ at 7200 RPM can be justified by the larger sliding velocity and the larger normal force at 7200 RPM compared to 5400 RPM. All other parameters are kept the same for both simulations (5400 RPM and 7200 RPM).

![Graph showing ECS temperature change vs TFC power for 5400 RPM and 7200 RPM simulations and experiments.]

Figure 6.14: Comparison between simulation and experiment at 5400 RPM & 7200 RPM: ECS temperature change

As expected, the simulation at 7200 RPM has a larger fly height (at a given TFC power) and a larger touchdown power than the simulation at 5400 RPM. As explained in the Section “Effect of Adhesion and Contact Forces”, we do not find stable equilibrium fly heights and ECS temperatures between 77.5 mW and 102 mW for the simulation at 5400 RPM due to the inclusion of adhesion and contact forces. The simulation at 7200 RPM also shows a similar behavior with no stable equilibrium fly heights and ECS temperatures between 105.5 mW and 140.7 mW.

The value of the thermal accommodation coefficient $\sigma_T = 0.6$ in Eq. (6.4) is chosen such that the slope of the ECS temperature vs. TFC power curve in the initial linear regime in the simulation (~0.63 °C/mW from 0 to 30 mW) agrees well with the corresponding initial slope in the experiment at 5400 RPM. With $\sigma_T = 0.6$, we see that overall the simulated ECS temperature change vs TFC power curves at both 5400 RPM and 7200 RPM agree reasonably well with corresponding experimental curves even beyond the initial linear regime of 0 to 30 mW.

However, we note that the rate of frictional heating in the simulation is higher than the experimental observation (i.e. slope of ECS temperature change vs TFC power beyond
Figure 6.15: Comparison between simulations at 5400 RPM and 7200 RPM: minimum fly-height ($d - t$)

contact is higher in the simulation than the experiment. This may be caused by several factors such as:

- We assume a constant friction coefficient $\mu$ at a given sliding velocity in our simulations. In reality, $\mu$ is a function of the normal pressure (typically $\mu$ decreases with increasing normal pressure). Hence as the TFC power is increased beyond the touchdown power and the contact pressure increases, assuming a constant $\mu$ at the higher contact pressure may cause the simulation to overestimate the amount of friction heating.

- The contact force estimated by the simulation (Eq. (6.2)) may be higher than reality, causing the simulation to overestimate friction heating.

- The TFC protrusion shape predicted by the simulation at contact and hence the simulation contact area may be different than reality.

The simulation model presented in this study can be improved by modeling the detailed head geometry including the reader, writer and shields. While intermolecular van der Waals forces are the driving mechanism for phonon conduction heat transfer between two half-spaces, the high air bearing pressure in the HDI may also enhance the $h_{tc, phon}$. Humidity in the HDI can also affect the air pressure, fly height and air conduction/phonon conduction heat transfer coefficients, which is not considered in our study [155]. The accuracy of the simulated ECS temperature and fly height at near-contact can be improved by considering the thermal protrusion of the disk due to the temperature rise. The fly height prediction can be improved by incorporating electrostatic forces in the HDI [133].
6.4 Conclusion

We have introduced a numerical model to predict the slider temperature profile and the fly height for a flying TFC slider over a rotating disk. Next, we compared our simulation results with touchdown experiments performed with a magnetic recording head flying over a rotating Al-Mg disk. Our model considers the effects of disk temperature rise, asperity-based adhesion and contact forces, combined heat transfer due to air conduction & phonon conduction and friction heating to accurately predict the fly height and heat transfer at near-contact. The heat transfer coefficient due to wave-based phonon conduction theory is determined as function of the spacing, the disk surface temperature and the slider-disk surface temperature difference, accounting for the effect of DLC layers on the slider/disk and magnetic layers on the disk.

Initially, the ECS temperature increases with increasing TFC power due to larger joule heating generated at the higher TFC power. However, as the flying head approaches the rotating disk with a further increase in TFC power, enhanced nanoscale heat transfer due to air conduction and phonon conduction leads to a drop in the ECS temperature change vs the TFC power curve until touchdown. Beyond touchdown, the ECS temperature increases again with increasing TFC power. Our results show that the simulation without the disk temperature model overestimates the ECS cooling drop compared to the simulation with the disk temperature model. The incorporation of adhesion force between the head and the disk causes a reduction in the fly height, leading to a smaller touchdown power and a steeper ECS cooling drop than the simulation without adhesion force. The simulation with phonon conduction shows a larger ECS cooling drop compared to the simulation without phonon conduction. The simulation with friction heating predicts a larger ECS temperature and a larger slope of ECS temperature vs TFC power beyond contact. The simulation with disk temperature model, air & phonon conduction, adhesion & contact forces and friction heating agrees well with experiment at different rotational speeds (5400 RPM, 7200 RPM).

The results of this chapter have been submitted for publication in the Journal of Applied Physics [156] and were presented at ISPS 2020 [157].
Chapter 7

Disk Temperature Profile and Thermal Protrusion During HAMR

7.1 Introduction

During HAMR writing, the media is locally heated to \( \sim 500 \) °C using a laser, so as to temporarily reduce its coercivity during writing. Successful data writing in HAMR is strongly dependent on attainment of a desirable disk temperature profile. Moreover, laser heating of the media may also cause a thermal protrusion, which can affect the slider’s flying performance. While direct measurement of the media temperature profile and thermal protrusion can be challenging, numerical modeling provides a practical way to characterize the thermo-mechanical response of the media and provide guidelines for experiments [50, 158–161]. In this chapter, we present a numerical model to predict the temperature profile of the media and its resultant thermal protrusion during HAMR laser heating. We study the effect of the laser FWHM on the protrusion of the media.

7.2 Model Description

As the disk rotates underneath a stationary laser beam, the laser heats up the part of the disk which is below it at any given time. Hence, the temperature of each material point on the disk varies periodically and does not reach a steady state. However, if we consider a frame of reference that is fixed with the laser and use Eulerian co-ordinates, the temperature field in the disk \( (T_d(x, y, z)) \) reaches a steady state in this frame [114]. The co-ordinate system is defined such that the \( X \) axis is along the direction of the disk velocity and the \( Z \) axis is along the thickness of the disk. The origin is located on the top surface of the disk at the center of the laser spot. Ignoring the skew of the slider, the steady state temperature profile of the disk is given by

\[
\rho C_p U \frac{\partial T_d}{\partial x} = \nabla \cdot (k \nabla T_d) + q_{\text{gen}}
\]  

(7.1)
Here $\rho$ is the density, $C_p$ is the specific heat capacity, $U$ is the linear disk speed and $k$ is the thermal conductivity. $q_{\text{gen}}$ is the heat generation rate per unit volume in the media due to laser absorption. We consider a multi-layered HAMR disk geometry (see Figure 7.1) consisting of 10 nm thick FePt storage layer, 15 nm thick MgO interlayer, 80 nm thick heat sink, 100 nm thick NiTa layer and a glass substrate [160, 162]. The effect of the lubricant (1 nm) and the DLC (2 nm) layers is ignored. We assume that heat generation rate per unit volume in the storage layer drops exponentially with the thickness [161]. Further we ignore the heat generation in the other layers of the disk such as the interlayer and the heat sink [163]. Accordingly, $q_{\text{gen}}$ in the storage layer is given by

$$q_{\text{gen}} = I \beta e^{-\beta z}$$

$$I = C \exp \left( \frac{-x^2 + y^2}{2\delta^2} \right)$$

(7.2)

Here $I$ is the next flux entering the film from the top surface, which is assumed to be a Gaussian profile centered at the origin with standard deviation $\delta$. $\beta$ is the storage layer attenuation constant which is assumed to be 0.033 nm$^{-1}$ [161]. $C$ is a constant (with units of heat flux) whose value depends on the laser power, the laser FWHM and the storage layer’s optical properties [164].

The thermal conductivity and thermal expansion coefficient of the HAMR disk layers are tabulated in Table 7.1. Material anisotropy is taken into account, assuming out-of-plane and in-plane thermal conductivity ratio is 5 for FePt [158, 162]. We also consider an interface thermal conductance (Kapitza conductance) of 3e8 W/m$^2$K between FePt/MgO and MgO/heat sink interfaces in our model [165].

![Figure 7.1: HAMR multi-layered disk schematic](image-url)
Table 7.1: Thermal conductivity \( (k) \) and thermal expansion coefficient \( (\alpha) \) of disk layers [125, 158, 160, 162, 164]

<table>
<thead>
<tr>
<th>Material</th>
<th>( k ) (W/m-K)</th>
<th>( \alpha ) (K(^{-1}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>FePt</td>
<td>2 (in-plane), 10 (out-of-plane)</td>
<td>12e-6</td>
</tr>
<tr>
<td>MgO</td>
<td>2</td>
<td>11e-6</td>
</tr>
<tr>
<td>Heat Sink</td>
<td>50</td>
<td>17e-6</td>
</tr>
<tr>
<td>NiTa</td>
<td>5</td>
<td>13e-6</td>
</tr>
<tr>
<td>Glass</td>
<td>1</td>
<td>7.1e-6</td>
</tr>
</tbody>
</table>

We discrete and solve Eq. (7.1) using Patankar’s Control Volume method (Hybrid scheme) [76]. We use a 3D spatially non-uniform structured grid to model the layered disk geometry. The resultant disk temperature profile \( T_d(x, y, z) \) is inputted into a finite element model (ANSYS) of the media, which is used to determine the thermal protrusion of the media using a quasi-static structural simulation.

7.3 Results and Discussion

Baseline Simulation

We plot the temperature rise of the disk along the cross-track direction \( (y) \) and along the thickness \( (z) \) direction for laser FWHM = 20 nm in Figures 7.2 and 7.3 respectively. The disk velocity \( U \) is set at 20 m/s. The value of the constant \( C \) in Eq. (7.2) is adjusted such that the peak temperature rise of the disk is 475 °C. Due to the inclusion of the Kapitza resistance, we see a temperature jump of 144.8 °C at the FePt/MgO interface and a temperature jump of 40.6 °C at the MgO/heat sink interface. Almost all of the temperature drop occurs in the first 25 nm of thickness (i.e. in the storage layer, the interlayer and at the FePt/MgO, MgO/heat sink interfaces) and the temperature rise is negligible in the heat sink. We observe a peak disk protrusion of only 0.11 nm at a laser spot size of 20 nm, as shown in Figure 7.3.

Effect of Spot Size

In this section, we study the effect of the laser FWHM on the temperature profile and thermal protrusion of the media. We plot the temperature rise of the disk along the thickness \( (z) \) direction for laser FWHM = 20 nm, 75 nm and 200 nm in Figure 7.5. The resultant disk protrusion profile is plotted in Figure 7.6 along the cross-track direction \( (y) \). The disk
Figure 7.2: Disk temperature profile at $z = 0$ (i.e. top surface of the disk), $x = 0$ along cross-track ($y$) direction. Laser FWHM = 20 nm, $U = 20$ m/s.

Figure 7.3: Disk temperature profile at the center of the laser beam ($x = 0$, $y = 0$) along thickness ($z$) direction. Laser FWHM = 20 nm, $U = 20$ m/s.
velocity $U$ is set at 20 m/s. The value of the constant $C$ in Eq. (7.2) is adjusted for all three cases such that the peak temperature rise of the disk is 475 °C.

As the spot size increases, the peak disk protrusion also increases. The peak protrusion of the media is found to be 0.11 nm, 0.22 nm and 0.57 nm for FWHM of 20 nm, 75 nm and 200 nm respectively. At the small spot size of 20 nm, almost all of the temperature increase due to the laser occurs in the first 25 nm of thickness, with negligible temperature rise in the heat sink (Figure 7.5). Hence, we see a relatively small peak protrusion of 0.11 nm in Figure 7.6. However, as the spot size is increased to 200 nm, we observe a non-negligible temperature rise in the heat sink layer, NiTa layer and even the glass substrate (Figure 7.5). This larger heat penetration through the thickness causes a correspondingly larger peak disk protrusion of 0.57 nm (Figure 7.6).

7.4 Conclusion

In this chapter, we have developed a numerical model to predict the temperature profile of the media and its resultant thermal protrusion during HAMR laser heating. We find that close to the HAMR target spot size (20 nm), the disk protrusion is quite small (0.11 nm). However, for larger spot sizes, like those generated by the HAMR waveguide (200 nm), the disk protrusion can be relatively large (0.57 nm).
Figure 7.5: Disk temperature profile at the center of the laser beam \((x = 0, y = 0)\) along thickness \((z)\) direction for FWHM = 20 nm, 75 nm and 200 nm

Figure 7.6: Disk Protrusion profile at \(z = 0\) (i.e. top surface of the disk) along cross-track \((y)\) direction for FWHM = 20 nm, 75 nm and 200 nm
Chapter 8

Conclusion and Future Work

8.1 Conclusion

Technologies such as Heat-Assisted Magnetic Recording and Microwave-Assisted Magnetic Recording are under rapid development to decrease magnetic media bit sizes below the superparamagnetic limit so as to achieve the HDD storage density targets of 1–10 Tb/in\(^2\). However, addition of new components required for the energy-assist in HAMR/MAMR leads to high temperatures in the head, making head failure due to overheating an increasing concern for both these technologies. Moreover, the high thermal gradient on the disk during HAMR writing causes the lubricant to deform and transfer to the slider, leading to additional reliability issues such as write-induced head contamination. This dissertation investigates the deformation, media-to-head transfer and recovery of the media lubricant during HAMR laser heating through numerical simulations. Further, we perform simulations to investigate nanoscale heat transfer in the HDI during static as well as flying conditions and compare our computations with experiments.

Chapter 2 presents a viscous model for lubricant transfer from the disk to the head during HAMR writing. This model simultaneously determines the thermocapillary stress-driven deformation and evaporation of the lubricant film on the disk, the convection and diffusion of the vapor phase lubricant in the air bearing and the evolution of the condensed lubricant film on the slider. The model also considers molecular interactions between disk–lubricant, slider–lubricant and lubricant–lubricant in terms of disjoining pressure. We investigate the effect of media temperature, head temperature and initial lubricant thickness on the lubricant transfer process for the PFPE lubricant, Zdol. We find that the transfer mechanism is initially largely thermally driven. However, as the amount of lubricant accumulation increases with time, a change in the transfer mechanism occurs from thermally driven to molecular interactions driven (dewetting instability). A similar change in transfer mechanism is predicted as the head–disk spacing is reduced.

While lubricant behavior is traditionally modeled using viscous lubrication theory in the HDD industry, PFPE lubricants are viscoelastic fluids and are expected to exhibit a
combination of viscous and elastic behavior at the timescale of HAMR writing. Hence, we introduce a modification to the traditional (viscous) Reynolds lubrication equation using the linear Maxwell (viscoelastic) constitutive equation and a slip boundary condition in Chapter 3. We study the deformation of the viscoelastic lubricant due to laser heating under the influence of thermocapillary stress and disjoining pressure. Our results show that the deformed lubricant profile (under a 20-nm scanning laser spot) consists of an elastic trough centered at the laser location, followed by a viscous trail. Slippage increases the flow rate of the lubricant, causing larger viscous deformations.

Subsequently, in Chapter 4, we use this modified lubrication equation for the viscoelastic lubricant to develop a model that predicts the media-to-head lubricant transfer during HAMR writing for two PFPE lubricants - Zdol and Ztetraol. Our results show a significant difference between the rates of transfer for Zdol (∼ ns) vs Ztetraol (∼ µs). The amount of transfer increases with the lubricant molecular weight. The purely viscous model under-predicts the deformation of the disk lubricant and also grossly over-predicts the amount of transfer. The amount of transfer decreases on increase in slip length and increase in disjoining pressure. We find a larger amount of transfer at higher media temperatures and larger initial disk lubricant thicknesses. Finally, we study the recovery of the viscoelastic lubricant when the laser is turned off. We find that the elastic trough recovers instantaneously (∼ ns), leaving behind the viscous trail, which recovers over a time scale of µs.

In Chapter 5, we present a numerical model to simulate the head and media temperature profiles due to nanoscale heat transfer between the head and the non-rotating media. We compare our simulations with static touchdown experiments performed with a slider resting on three different media (Si, AlMg disk and glass disk). The TFC heater in the head is powered to create a local protrusion, leading to head-media contact and the ECS is used to detect the temperature change. The net heat transfer coefficient due to phonon conduction and air conduction is integrated into a finite element model to simulate the head/media temperature profiles and the head-media spacing using a non-linear thermo-mechanical simulation. As the head approaches the media with increasing TFC power, enhanced phonon conduction causes a drop in the ECS temperature vs TFC power curve. Our model shows that the introduction of van der Waals forces between the head and the media during computation of the head’s thermal protrusion causes a steeper drop in the simulated ECS temperature curve, ensuring a good quantitative match with experiments for all of the media materials tested, different initial head-media spacings and in different environments (air vs vacuum). We find that the media material significantly impacts the amount of ECS cooling: a good conductor (like Si) shows a large cooling drop, whereas a poor conductor (such as glass disk) shows a small cooling drop.

In Chapter 6, we develop a numerical model to predict the temperature profile and the fly height for a flying slider over a rotating disk. We compare our simulations with touchdown experiments performed with a flying TFC slider embedded with the ECS, which helps us detect the temperature change. To accurately predict the heat transfer and fly height at near-contact, we incorporate the effects of disk temperature rise, intermolecular adhesion & contact forces, air & phonon conduction heat transfer and friction heating in our
model. As the head approaches the disk with increasing TFC power, enhanced nanoscale heat transfer leads to a drop in the ECS temperature change vs TFC power curve. We find that the exclusion of the disk temperature rise causes the simulation to overestimate the ECS cooling drop. The incorporation of adhesion force results in a smaller touchdown power. The addition of phonon conduction in the model causes a larger ECS cooling drop. The simulation with friction heating predicts a larger ECS temperature slope beyond contact. The simulation with these features agrees with the experiment.

In Chapter 7, we develop a numerical model to predict the temperature profile of the media and its resultant thermal protrusion during HAMR writing. We find that the protrusion of the media is quite small (0.11 nm) at the HAMR target spot size of 20 nm. However, for larger spot sizes, like those generated by the HAMR waveguide (200 nm), the disk protrusion can be relatively large (0.57 nm).

Our hope is that our findings would provide a better understanding of the mechanism of heat and mass transfer in the HDI and would contribute towards managing head overheating and contamination in HAMR and MAMR drives. While our investigation is of direct relevance to the HDD industry, our methodology for modeling the behavior of nanoscale viscoelastic lubricant films and insight into understanding the impact of enhanced nanoscale heat transfer would appeal to a broader scientific community.

### 8.2 Future Work

In this dissertation, we use the Linear Maxwell model to describe the behavior of the lubricant during HAMR laser heating (Chapters 3 and 4). In order to estimate the magnitude of non-linear viscoelastic effects, we compared the lubricant deformation using the non-linear elastic neo-hookean model with our Linear Maxwell model, in the limit $De \to \infty$. While our preliminary results suggest that the non-linear effects are relatively small in the elastic limit, nevertheless, the model presented here can be improved by using a non-linear viscoelastic constitutive equation (for example, differential model like the upper-convected Maxwell model [95] or integral model like the K-BKZ model). Moreover, at high shear strains, viscosity reduction could occur due to shear thinning [103], an effect that we have not considered in this dissertation. Itoh et al. have reported occurrence of shear thinning in PFPE lubricants using Fiber Wobbling Experiments [89]. As a first order approximation, we can assume that shear thinning decreases the viscosity and maxwell relaxation time ($\eta(\dot{\gamma}), \lambda(\dot{\gamma})$), while the shear modulus is unaffected ($G = \text{constant}$). With this assumption, if shear thinning does occur, we would expect to see larger, viscous deformations in the lubricant response.

In Chapter 5, we present static touchdown simulations for different media materials and in air/vacuum environments. However, the effect of humidity on heat transfer was not considered. Static touchdown experiments performed at different humidity levels suggest that nanoscale heat transfer in the HDI is significantly impacted by relative humidity (RH) level for RH $> 75\%$ [129]. Simulations need to be performed to understand how humidity
in the HDI and the formation of a water layer on the head/disk at very high humidity levels affects the air and phonon conduction heat transfer in the HDI.

In Chapter 5, we performed static thermal and structural simulations to predict the steady state temperature distribution and thermal protrusion of the slider during static touchdown. Transient thermal and structural simulations need to be performed and compared with the transient data from the static touchdown experiment to understand the timescales of heat diffusion in the slider and thermal protrusion of the slider when subjected to a step TFC power input.

The simulation models presented in Chapter 5 and 6 can be extended to HAMR and MAMR drives. The thermo-mechanical finite element head model needs to be modified by adding additional components such as the laser diode, the waveguide and the NFT for HAMR and the STO for MAMR. At the time of this writing, fully functional HAMR and MAMR heads are still not available to us for study. Once they are available, experiments and simulations can be performed using these heads to study nanoscale heat transfer during static and flying touchdown. It would be interesting to see how the ECS cooling drop observed during both static and flying touchdown in Chapters 5 and 6 is impacted by laser heating of the media during HAMR and the high current density in the STO in MAMR heads. In Chapter 5 and 6, we have investigated how heat transfers from the hot head (due to TFC Joule heating) to the cool media. In the case of HAMR, two types of heat flow occurs - firstly, far away from the NFT, where the head is hotter than the media, we would still have heat flux from the head to the media (similar to the results in Chapters 5 and 6). Secondly, close to the NFT, the media is hotter (∼500 °C) than the head (∼300 °C). Hence, here we would expect a back-heating flux from the media to the head. Simulations and experiments need to be performed by applying the methodology developed in Chapters 5 and 6 to actual HAMR heads to understand these two types of heat flow.

Furthermore, the disk-to-head lubricant transfer and resultant head contamination could in turn affect the heat transfer in the HDI [29] and also alter the slider’s fly height. Simulations can performed using the methodology developed in Chapter 6 to investigate how the contamination buildup on the slider ABS could affect the ECS temperature and fly height.

Finally, the author wants to express his sincere hope that the technical challenges of HAMR and MAMR can be conquered and either or both of these products can be released to the public soon.
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