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ABSTRACT OF THE DISSERTATION

Ultrafast Dynamics and Control in Layered Transition Metal Oxides

by

Kelson Kaj
Doctor of Philosophy in Physics

University of California San Diego, 2023

Professor Richard Averitt, Chair

Ultrafast and time-resolved THz techniques have emerged as an important tool

not only for measuring the equilibrium properties of quantum materials, but also

for exhibiting control over their phases and degrees of freedom. This thesis focuses

on the use of THz light to drive nonlinearities, probe strong coupling, and probe

photoinduced phase transitions in layered transition metal oxides. After a brief

introduction to the thesis in chapter 1, the physics behind the materials discussed

in this thesis will be described in chapter two. Then an introduction to the ex-

perimental techniques used in this thesis will be given in chapter three. Chapter

four consists of a project measuring the THz nonlinearities in a superconducting

cuprate. Strong coupling in the THz range on the same superconducting cuprate

is the subject of chapter five. Finally, experiments concerning the photoinduced

insulator-to-metal transitions are discussed in chapter 6. This will be followed by

a conclusion, summarizing the work of this thesis.
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Chapter 1

Introduction

Quantum materials, and more specifically transition metal oxides, are a class of

materials that lie at the forefront of current research in condensed matter physics.

First, this is because of the wide array of material phases that can be realized

including superconductivity, exotic magnetism, and Mott transitions, and the uses

of these phases in devices and real world applications[2]. Secondly, quantum ma-

terials and transition metal oxides are complicated, and are generally made up of

multiple competing degrees of freedom and nearby energy scales, which makes un-

derstanding them a long process which must utilize a wide variety of experimental

and theoretical methods[2]. However, to bridge between studying quantum mate-

rials because they are interesting and complicated, and their possible real-world

applications necessitates understanding how to control the properties and phases

of these materials. There are many well-studied static methods to tune the prop-

erties of quantum materials, such as strain, chemical doping, magnetic field, and

many more[2, 3, 4]. Another, newer, tuning knob for material properties is the use

of light, and specifically the use of ultrafast light[2, 3, 4]. The use of ultrashort

laser pulses allows researchers to tune (pump) and measure (probe) materials on

their intrinsic timescales ranging from nanoseconds to femtoseconds. Along with

advances in making pulses shorter over recent decades, there have also been many

important advances in generating pulses of light near the energy scale of many of

the most important excitations in quantum materials. In particular, this includes

the THz range (∼0.1 - 30 THz)[5]. The goal of the research in this thesis is to

1



use ultrafast pulses and THz light to study and control the phases of some layered

transition metal oxides, which exhibit a variety of phases that occur due to their

correlated nature.

The thesis will be organized as follows. Chapter 2 will introduce the relevant

physics concepts for understanding the materials shown in this thesis and their in-

teraction with light. It will introduce the physics of cuprate superconductivity and

La1.85Sr0.15CuO4 (LSCO), which is the material studied in two projects of chapters

4 and 5. An introduction to the experimental techniques used in this thesis, THz

spectroscopy and pump-probe spectroscopy, makes up chapter 3. The first study

of LSCO, THz-third harmonic generation from the Josephson Plasma Mode, is

the subject of chapter 4. Chapter 5 is a THz study of coupling of the Josephson

plasma mode in LSCO to metamaterial resonators. Pump-probe dynamics of the

photoinduced insulator-to-metal transition in Ca2RuO4 are the subject of chapter

6. This thesis will then conclude and mention some possible future directions in

chapter 7.
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Chapter 2

Introduction to Layered

Transition Metal Oxides and their

Optical Properties

Contained within this thesis are studies of strongly correlated materials using

THz and ultrafast light. A huge variety of phenomena have been observed in

strongly correlated materials, but the two that will be focused on in this thesis are

insulator-metal transitions and high-temperature superconductors. I will review

some of the physics related to both of these phenomena, specifically focusing on

the equilibrium physics of these phases and materials. This is to set the stage

for studying these materials with ultrafast and nonlinear optics as discussed in

subsequent chapters.

2.1 Strongly Correlated Mott Insulators

2.1.1 Band Theory of Solids and Basic Optical Properties

Before tackling the problem of strongly correlated (i.e., strongly interacting)

solids, we will first review some of the basic properties of non-interacting solids.

The properties of many non-interacting solids are well-explained by the band the-

ory of electrons[6, 7]. Atoms in a periodic potential can be described by Bloch

3
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Figure 2.1: Schematic of band structure for a metal, semiconductor, and insulator.
Here all three have a lower valence band and upper conduction band, separated by
an energy gap. The Fermi energy is given by the horizontal red line labelled Ef .
The filling of electrons in the bands goes up to the Fermi energy, and the filled
states are shaded blue. The metal has the Fermi energy lying within the band,
whereas both the semiconductors and insulators have the Fermi energy in the gap
between the bands. The only difference between the semiconductor and insulator
is that the gap between the bands is larger for an insulator.

wavefunctions with well defined momentum and energies that lie in various energy

bands[6, 7]. For a non-interactiong solid, the bandstructure can be solved related

to the positions of the ions that make up the crystal, and then these bands are

filled with electrons up to the Fermi level[6, 7]. Metals can then be understood as

materials where the band is partially filled with the Fermi level lying within the

band. Semiconductors and insulators are then materials with a completely filled

band where there is a bandgap and the Fermi level is in the middle of the gap

between the conduction and valence band. Semiconductors are when this gap is

small, and insulators are when this gap is large, with the crossover between these

two not being a hard definition, but is generally around 1.5 eV. A schematic of

band structure for these three types of solids is shown in figure 2.1, where the same

band structure can be metallic or insulating depending on the Fermi level or filling

of the material.

The band picture of solids along with the Drude model can describe some
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of the basic optical properties of solids[8, 6, 7]. Non-correlated metals and their

interaction with light were first described by the Drude model. Here all interactions

and scattering are phenomenologically captured by an effective scattering time,

which is the average time between conduction electron scattering events. This

gives the following equation of motion for an electron in the presence of an electric

field.

dp

dt
= −eE − p

τ
(2.1)

Here p is the electron’s momentum, E is the applied electric field, e is the

electron charge, and τ is the Drude scattering time. When the electric field is at

a finite frequency, the frequency domain form of this equation can be used, and

this can be simplified to give the following relation between the applied electric

field and the momentum of electrons, which can be related to the current through

j = −enp/ω with n being the density of electrons.

−iωp(ω) = −eE(ω)− p(ω)

τ
(2.2)

j(ω) =
e2n/m
1
τ
− iω

E(ω) (2.3)

Where ω is the frequency of the applied field, n is the density of electrons, and

m is their effective mass. The final equation shows a proportionality between the

applied electric field and a current density, so through Ohm’s law this gives a

conductivity.

σ(ω) =
ne2τ/m

1− iωτ
(2.4)

This is the Drude optical conductivity, describing the currents at a given frequency

for an applied electric field. The numerator of equation 2.4 has units of frequency

squared, and defines the plasma frequency of a metal, ω2
p = ne2τ/m. This form of

the optical conductivity holds for a wide variety of metals, where both the plasma

frequency and scattering times can vary by orders of magnitude. Two examples

of optical conductivity are shown in figure 2.2. The conductivity is shown for

two choices of parameters, when the scattering rate (1/τ) is equal to the plasma
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frequency, and where it is 10 times larger than the plasma frequency. First, when

ωp = 1/τ , the real part of the conductivity is peaked at 0 frequency (sometimes

referred to as the Drude peak), and gradually falls of, with magnitude related to

the plasma frequency as σ(0) = ω2
pτ and a width related to the scattering rate. The

imaginary part is 0 at 0 frequency, and rises to a maximum at ω = 1/τ , which is

also where it is equal to the real part. The conductivity where the scattering rate is

larger than the plasma frequency is also shown in purple and green curves of figure

2.2. If plotted over a larger frequency, the same overall features as the red and blue

conductivity would be seen, except much broader. However, it can be seen that the

optical conductivity in this frequency range exhibits an overall flat real part and a

very small imaginary part that only becomes significant at the highest frequencies.

What this illustrates is that a flat optical conductivity that is dominated by the

real part is consistent with the Drude model when measured over a finite frequency

range. This is a very common case for many strongly correlated transition metal

oxides, which often have stronger interactions (and more defects)[9, 10, 11, 12],

making scattering rates much larger (compared to the plasma frequency) than

cleaner systems, such as doped semiconductors[13].

Another response function that gives information about solids is the dielectric

function which is related to the index of refraction and optical conductivity as

follows:

n =
√
ϵ (2.5)

σ =
ω

4π
(1− iϵ) (2.6)

where n is the index of refraction, ϵ dielectric function, and σ is the optical con-

ductivity. Some details of extracting these response functions will be discussed in

Chapter 3 of this thesis, but in short the index of refraction can be calculated from

the reflection and transmission of light, from which the dielectric response and/or

optical conductivity can be determined.

r =
n1 − n2

n1 + n2

(2.7)
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ing rate (purple and green). b) Dielectric function for the Drude model when the
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t12 =
2n1

n1 + n2

(2.8)

The dielectric function for the Drude model is shown in figure 2.2 for a plasma

frequency of 1 THz. The real part of the dielectric function, shown in red, goes

from positive above the plasma frequency to negative and decreasing with a −1/ω2

dependence below the plasma frequency. The real part of the dielectric function

crosses zero near the plasma frequency (only slightly shifted by the scattering

rate contribution). This crossover at the plasma frequency is when a metal goes

from transparent above the plasma frequency, where ϵ is not too large and not all

light reflects, to highly metallic and reflective below the plasma frequency, where

ϵ becomes very large in magnitude. The imaginary part of ϵ for the Drude model

is always positive, and increases with decreasing frequency.

A key to the previously described understanding of materials is that they do not

include electron-electron interactions, except in the phenomenological Drude scat-

tering time. First of all, if these correlations were taken into account it would make

the phenomenological equation of motion for electrons in the Drude model much

harder to solve. However, if the electron-electron interaction is strong enough,

this energy can dominate over the kinetic energy and cause the ground state of

electrons in the solid to instead be composed of localized electrons in order to

minimize the interaction energy, leading to an insulating state. This means that

the drude model will not be a valid description of electrons in the solid, even if

the non-interacting band structure and fermi energy would predict metallic behav-

ior.Although these materials are where many of the interesting phenomena studied

in modern condensed matter physics lie, the band theory of solids and the Drude

model are still very helpful in building an intuition for how electrons behave in

solids and interact with light before more realistic complications are taken into

account.

2.1.2 Correlated Electron Materials

Taking electron-electron interactions into account makes the problem of mod-

eling solids much more complicated. In the non-interacting picture, the band

structure can essentially be calculated from the ionic potential, and then electrons
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fill up these states up to the Fermi-energy. However, in correlated materials the

makeup of the states that electrons fill is related to the filling of those electrons,

since they interact strongly with each other. The effects of electron correlations

can be made apparent with one of the simplest models of interacting electrons in

a solid, the Hubbard model, which has the following hamiltonian[14].

H = −t
∑

<i,j>,s

c†i,scj,s + U
∑
i

ni,↑ni,↓ (2.9)

Here i is the index for a given site, c† and c are the creation and annihilation

operators for electrons, t is the hopping matrix element from site to site, and U

is the energy cost of having two electrons occupying the same site, which comes

from coulomb repulsion. If t is held constant, changing the strength of U tunes

how important electron-electron interactions are to the band structure, although

in reality it is the ratio of U/t that is important, and oftentimes t (which is related

to the bandwidth of a given band) is what changes the most for given tuning

parameters. The effect of electron-electron interactions can be made most apparent

by looking at two extreme cases of the Hubbard model at half filling, U = 0 and

U = ∞.

First, for U = 0, the Hubbard hamiltonian can be made diagonal by using

momentum space creation and annihilation operators ck =
∑
eikxcx [15]. This

gives a bandstructure with dispersion ϵ(k) = −2tcos(k). For half-filling, which is

one electron per site (full filling is two electrons per site since electrons are spin

1/2, this puts the Fermi-energy in the middle of the band, giving a metal. On

the other hand, for U = ∞ (more realistically U >> t, the coulomb repulsion

will dominate over any energy saved by electron-electron hopping, and the ground

state in this case will be one electron confined to each site, with an energy cost

U to doubly occupy a site. Here the electrons become localized to minimize the

coulomb repulsion energy, so instead of having states that are spread out in space

with well-defined momentum, the states do not have a well-defined momentum

but are localized in space. The schematic density of states for these two cases

are shown in figure 2.3 from [16]. The key takeaway is that, contrary to non-

interacting band structure where being a metal or insulator simply depends on
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where the Fermi energy is, in correlated materials Coulomb repulsion can make a

material that would otherwise be metallic (since in the non-interacting case the

Fermi energy is in the middle of a band) an insulator. This type of insulator is

called a Mott Insulator.

2.1.3 Insulator-to-Metal Transition in Ca2RuO4

The Mott insulator that is studied in detail in this thesis is Ca2RuO4. It hosts

a variety of phases, particularly when doped with strontium, including multiple

structural phases, insulating and metallic phases, antiferromagnetism, orbital or-

der, and even superconductivity [17]. What is most relevant here is that it under-

goes a metal-insulator transition at ∼ 360K[18], as shown by the drop in resistivity

in 2.4a. The metal-insulator transition is caused by a structural transition at the

same temperature[18, 19], as seen by the jump in the b-axis and drop in the a-axis

in 2.4. The structure of calcium ruthenate is that of a Ruddlesden-Popper per-

ovskite, where the octahedra of ruthenium-oxide are organized in quasi-2d planes

separated by calcium-oxygen layers. A picture of the structure of Ca2RuO4 is

shown in figure 2.4c. The hopping integrals, and therefore the electronic band-

width in Ruddlesden-Popper ruthenates is very sensitive to the octahedral rota-

tions and distortions[19]. Upon cooling below 360K, there is a lengthening of the

c-axis, and a large orthorhombic distortion that involves an increase of Ru-O oc-

tahedral rotation about the x-axis and a tilt of the Ru-O basal planes [18, 19].

This change in structure changes the bandwidth of the Ru-d bands to be smaller

than the Coulomb interaction strength, leading to a Mott insulating state and a

metal-insulator transition.

The coexistence of a structural transition with the metal-insulator transition

is a fairly common trait, seen in Ca2RuO4, NdNiO3, VO2, and V2O3 [18, 20, 21,

22, 23, 24, 25]. An unfortunate byproduct of this is that cycling through the

insulator-to-metal transition causes cracks and structural defects to form, which

makes studying the transition, particularly with ultrafast stroboscopic measure-

ments, very difficult[20]. One solution to this is to (instead of studying bulk crys-

tal samples) study epitaxially grown thin films, which are more stable to cycling
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Figure 2.3: From [16] Schematic of the density of states in a material where the
ratio of Coulomb repulsion to bandwidth (U/W )is varied to make a half-filled
metallic band (a) eventually turn into an insulator (d).
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a) b)

c) d)

Figure 2.4: a) Resistivity and b) Lattice constants of Ca2RuO4 as a function
of temperature, showing an insulator to metal transition occurring along with a
structural transition at 357K. c) An image of the crystal structure of Ca2RuO4.
d) Resistivity of a Ca2RuO4 thin film on LaAlO3. a), b) from [17], c) from [18],
and d) from [27].
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through the transition, largely because they are much thinner and have their struc-

ture clamped to the bulk substrate. A substrate that calcium ruthenate can be

grown on that still preserves the insulator-to-metal transition is lanthanum alu-

minate (LAO)[26, 27]. On LAO, the IMT in Ca2RuO4 occurs at ∼ 220K, lower

than in bulk crystals. The reason that the transition temperature is lower for

films on LAO has been attributed to this compressive strain fighting against the

orthorhombic distortion of the Ru-O octahedra[26, 27]. Nevertheless, Ca2RuO4

films on LAO are stable and undergo a first-order insulator-to-metal transition, so

they are an ideal playground to study photoinduced insulator-to-metal transitions.

2.2 Superconductivity

Other than insulator-to-metal transitions, the other phase of matter that will be

studied in this thesis is superconductivity, specifically in La1.85Sr0.15CuO4 (LSCO).

Superconductivity is a phenomenon where the electrons in a metal have a bosonic

attractive interaction (whose source is material specific and in many cases un-

known), pair up to form Cooper pairs, which then condense into a single macro-

scopic “condensate” and behave essentially as a perfect conductor[28, 29]. The two

physical phenomena that are signatures of, and essentially define superconductivity

are zero electrical resistance and the Meissner effect[28]. Zero electrical resistance

means that when a voltage is applied to a superconductor, current flows with zero

measurable resistance. This means, for example, that if a current is set in a closed

loop of a superconductor, it will flow indefinitely, and although it’s impossible to

measure forever currents flowing for years at a time have been measured [30]. This

has the obvious application that it could make the transport of power by electricity

much cheaper and work over arbitrarily long distances with minimal losses. This is

however not currently possible for two reasons. First, superconductivity generally

only occurs at low temperatures. Most simple metals superconduct with critical

temperatures below 30K, a temperature that requires liquid helium [28]. Second,

if the applied current goes beyond the critical current, the superconducting state

is destroyed and the material goes back to behaving like a conventional metal,
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exhibiting resistive losses[28]. For these reasons, there has been an enormous ef-

fort to realize superconductors that have higher critical temperatures and critical

currents, and a variety of different methods of to achieve this are currently being

investigated.

The second experimental signature of a superconductor is the Meissner effect,

where a material expels a magnetic field when it goes through the superconducting

transition, thus behaving as a perfect diamagnet. This is in contrast to how a

”perfect metal” (a metal where the Drude scattering time is taken to infinity)

would behave, where it only perfectly expels a time varying magnetic field [31, 32].

The ability of a superconductor to perfectly expel an applied magnetic field comes

from the quantum mechanical nature of the superconducting state, that all of the

superconducting electrons behave like a single macroscopic wavefunction[28, 31,

32].

Another experimental signature of the quantum mechanical nature of the su-

perconducting state is the Josephson effect[33]. The Josephson effect concerns the

current that can flow between two superconductors that are separated by an insu-

lating layer. This comes from the overlap of the superconducting wavefunction in

the first superconducting region with the second one. The superconducting wave-

function essentially makes up the order parameter of the superconducting state,

and it has both a magnitude and a phase.

ψ = ρeiϕ (2.10)

Here ρ is the magnitude of the order parameter, which is directly proportional

to the density of superconducting carriers, and ϕ is the phase order parameter.

Behaving as the superconducting wave function it has the corresponding bra and

ket vectors which satisfy the following.

⟨ψ|ψ∗ψ |ψ⟩ =| ψ |2= ρ (2.11)

For the Josephson effect, we consider two wavefunctions for the left and right

superconducting regions, ψL, ψR and their corresponding state vectors |L⟩ , |R⟩.
The situation is depicted schematically in figure 2.5.
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Ψ1 Ψ2

InsulatorSuperconductor 1 Superconductor 2

Figure 2.5: Schematic of a Josephson Junction, where ψ1 and ψ2 represents the
superconducting wavefunction of regions 1 and 2, respectively. The decaying green
curve of ψ1 represents the overlap of the wavefunction through the yellow insulating
region into region 2.

The total state vector satisfies the Schrodinger Equation for the full Hamilto-

nian of the system.

|ψ⟩ = ψR |R⟩+ ψL |L⟩ (2.12)

ih̄
∂ |ψ⟩
∂t

= H |ψ⟩ (2.13)

H = ER |R⟩ ⟨R|+ EL |L⟩ ⟨L|+K(|R⟩ ⟨L|+ |L⟩ ⟨R|) (2.14)

Here EL/R is the uncoupled energy of a superconducting region, which won’t be

important for the Josephson effect, and K is a phenomenological coupling param-

eter that allows for tunneling between the two regions. This form is the simplest

term we could write to couple the two regions. We will remain ambiguous about

what exactly is contained in it because the Josephson equations derived from this

approach holds very generally for systems that span orders of magnitude in size
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and complexity, from cuprates (which will be discussed more below), to artificially

constructed Josephson junctions, but is generally related to the overlap of the

wavefunctions of the two superconducting condensates in the two regions. Using

the orthogonality of the state vectors |L⟩ and |R⟩ we can project out two individual

equations from the Schrodinger equation.

ih̄
∂ψL/R

∂t
= EL/RψL/R +KψR/L (2.15)

And for an individual superconducting wavefunction.

∂ψ

∂t
= i

∂ϕ

∂t
ρ1/2eiϕ +

∂ρ

∂t

eiϕ

2ρ1/2
(2.16)

If we put a DC potential difference V across the junction, the two energies EL, ER

which are really the chemical potential for the two ensembles, will each be shifted

by ±eV (sign depending on whether potential drop is left to right or right to left).

This creates an energy difference between the two superconducting regions of 2eV .

We can choose the zero of the energy to be in between these two, so now our

Schrodinger equation is the following:

ih̄
∂ψL

∂t
= eV ψL +KψR (2.17)

ih̄
∂ψR

∂t
= −eV ψR +KψL (2.18)

If we then use the total derivative defined above along with the two coupled equa-

tions for the two regions we get the following (defining the phase difference between

the two regions as θ).

ϕ = ϕL − ϕR (2.19)

∂ρL
∂t

=
2

h̄
K
√
ρLρRsin(ϕ) (2.20)

∂ρR
∂t

= −2

h̄
K
√
ρLρRsin(ϕ) (2.21)

The first two equations, being time derivatives of a charge density, can be identified

as equations for the current in each individual region, which is directly related to
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the order parameter phase difference of the two regions with the sinϕ term. The

second term relates the order parameter phase difference between the regions to the

applied voltage. The difference in sign between the two current equations is related

to the fact that current will flow from one region to another and vice verse, and

the individual signs come from the choice of convention for the phase difference,

ϕ = ϕL − ϕR vs ϕ = ϕR − ϕL. For the case of two equivalent superconducting

regions, ρL = ρR = ρ, these equations can be written in the following simpler

form:

I = I0sin(ϕ) (2.22)

∂ϕ

∂t
=

2eV

h̄
(2.23)

where I0 = 2ρK/h̄is the critical current of the Josephson junction, which depends

on the coupling between the two superconducting regions. To reiterate, the essen-

tial physical picture of the Josephson effect is the following: A tunneling current

can flow between two superconducting regions that are separated by an insulating

barrier, and that current is related to the order parameter phase difference between

the two regions and the spatial overlap of their wavefunctions. As will be discussed

below, this picture is successful in explaining some of the interesting properties of

superconducting cuprates and their interaction with light.

2.3 High-Tc Cuprates and the Josephson Plasma

Mode

The most straightforward definition of cuprates is that they are materials that

contain both copper and oxygen (in a square-planar geometry). Intense interest

in studying cuprates started with the discovery of high-temperature superconduc-

tivity in La2−xBaxCuO4(LBCO) [34]. Soon after, many different cuprate com-

pounds were discovered with superconducting critical temperatures, with some

having transition temperatures above 100K[35]. What causes these materials to

exhibit superconductivity is still not fully understood, as these materials have very
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Figure 2.6: From [35] Schematic of crystal structure for a single-layer cuprate
superconductor.

complex phase diagrams which include a wide variety of phases in addition to su-

perconductivity, such as charge and spin density waves, strange metal, nematic

order, pseudogap, antiferromagnetism, and more[35]. The details of these phases

and their interplay, although incredibly important, is not what is studied in this

thesis. What is most important here is that cuprates are highly anisotropic, quasi-

2d metals. This means that, in the normal state, although the resistivity measured

in the ab-plane is conducting, perpendicular to these planes along the c-axis the

material is insulating. This paints the general picture of cuprates as weakly cou-

pled copper-oxygen planes, which then become superconducting below a critical

temperature. A schematic of the cuprate crystal structure is shown in figure 2.6.

Although cuprates are insulating along the c-axis in the normal state, as just

described earlier, there is a mechanism to have transport between superconducting

regions separated by insulating regions. Here the superconducting regions are the

individual copper-oxygen planes. Below TC , Cooper-pair tunneling yields a Drude-
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like optical response along the c-axis of cuprates, with a plasma frequency termed

the Josephson Plasma Mode (JPM) [36]. The derivation of the JPM involves using

the same Josephson equations derived above with an oscillating applied electric

field. Starting with the Josephson equation for the time evolution of the phase, in

terms of electric field we have

∂ϕ

∂t
=

2edE

h̄
(2.24)

which for an AC field gives

E = E0e
−iωt, ϕ = ϕ0e

−iωt (2.25)

−iωϕ0 =
2ed

h̄
E0 (2.26)

We can then use the other Josephson equation, which in the limit of small electric

field (and thus small interlayer phase difference) is:

J = J1 sinϕ0 ≈ J1ϕ0 (2.27)

where J1 is the c-axis critical current. Using the relationship in equation 2.27 for ϕ0

and the relationship between E0 and ϕ0 we can obtain a proportionality between

the applied electric field and the current, which then gives the conductivity through

Ohm’s Law.

J = −2edJ1
iωh̄

E0 (2.28)

The conductivity here then has the same form as the Drude optical conductivity,

but with no scattering.
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Figure 2.7: a) THz reflectivity of LSCO in the superconducting state. b) Loss
function of LSCO in the superconducting state.

σ = −iω
2
J

ω
(2.29)

ω2
J = 2edJ1/h̄ (2.30)

where ωJ is the JPM frequency. A key here is that J1 scales directly with the

superfluid density. The physics is that the optical response of the superconducting

condensate along the c-axis of cuprates is a Drude response with a plasma frequency

that scales directly with the superconducting cooper pair density. This longitudinal

plasma mode is known as the Josephson plasma mode, and manifests as an edge in

reflectivity. The JPM and the associated edge in reflectivity is thus a direct reporter

of superconductivity in cuprates. Reflectivity on the LSCO crystal studied in this

thesis is shown in figure 2.7, where the edge in reflectivity shows a clear redshift

with increasing temperature as the cooper pair density decreases as the sample gets

closer to TC . For the specific case of cuprates, the JPM lies in the THz range[37].

This is a consequence of both the c-axis lattice spacing and the cooper pair density

in cuprates, and is not tied to this energy range for any other fundamental reason.

For example, in contrast artificially made arrays of Josephson junctions have JPM

frequencies at much lower frequencies, in the microwave range [38].
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In addition to the linear optical response, the Josephson equations also give

insight into the nonlinear optical response of the JPM. The first nonlinear optical

effect from the JPM is high-harmonic generation, which can be seen from the

current Josephson equation.

J = J1sin(ϕ) = J1sin(ϕ0cos(ωpumpt))

≈ J1(ϕ0cos(ωpumpt)−
ϕ3
0

6
cos3(ωpt) + ...)

(2.31)

ϕ0 =
2edE

h̄ωpump

(2.32)

When the Josephson phase ϕ is driven harmonically at frequency ω, because of the

sinusoidal relationship between current and phase, this will create higher order cur-

rents oscillating at odd harmonics of ω. An important note is that the Josephson

equations predict that the high-harmonic should scale with the JPM frequency,

so it should increase monotonically as temperature decreases. The lowest order

nonzero high harmonic generation, third harmonic generation, is studied experi-

mentally in chapter 4 of this thesis, and it is found to actually have non-monotonic

temperature dependence. The details of this will be discussed in chapter 4.

The other nonlinear optical effect of the JPM is a redshift of the JPM frequency

with applied electric field. This can be seen by looking at the voltage equation for

an applied electric field between two copper oxygen layers in a cuprate supercon-

ductor.

V =
q

C
+ Vapp cosωt (2.33)

where q is the charge on the junction, C is the junction’s capacitance, Vapp is the

applied voltage, and ω is the frequency of the drive. This can be combined with
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the two Josephson equations (shown again below) by using the relationship I = dq
dt
,

taking a time derivative, and using the relationship in equation 2.35 for dϕ
dt
.

Ip = Ic sinϕ (2.34)

dϕ

dt
=

2eV

h̄
(2.35)

dq

dt
= −Ic sinϕ (2.36)

d2q

dt2
= −Ic

dϕ

dt
cosϕ = −Ic

2eV

h̄
cosϕ (2.37)

Then using our equation for the voltage drop between the two layers we get the

following.

d2q

dt2
= −Ic

2e

h̄
(
q

C
+ VRF cosωt) cosϕ (2.38)

This can be arranged to have the form of a harmonic oscillator, whose resonant

frequency has a parametric dependence on the Josephson phase ϕ.

d2q

dt2
+ ω2

J cosϕq = −ω2
JCVRF cosωt cosϕ (2.39)

ω2
J(ϕ) = ω2

J cosϕ (2.40)

For an AC field drive, the JPM frequency can be expanded in powers of the field

strength.

ω2
jp =

1

L(ϕ)C
= ωjp0cos(ϕ) ≈ ω2

jp0(1−
ϕ2
0

4
− ϕ2

0cos(2ωpumpt)

4
) (2.41)
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This final equation shows that as larger electric fields are applied, the JPM fre-

quency redshifts. Experimental measurements of this in LSCO will be presented in

chapter 4. It should also be noted that the above relation between JPM frequency

and applied field allows for parametric driving of the JPM. This was demonstrated

experimentally in a cuprate similar to the LSCO studied in this thesis, LBCO

[39]. There it was demonstrated through THz-pump THz-probe spectroscopy that

Josephson plasma waves could be parametrically amplified by control of the pump

frequency.
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Chapter 3

Experimental Techniques

In this chapter a variety of techniques that were used to study quantum materi-

als and metamaterials during the course of this thesis will be introduced. All of the

experiments in this thesis involve THz light in some capacity, for a few reasons.

Many of the excitations and energy scales of quantum materials lie in the THz

and midinfrared regime, such as superconducting gaps, phonons, magnons, etc[4].

Additionally, THz is at a low-enough energy to be close to a measurement of DC

conductivity, and for some materials the Drude parameters can be extracted from

measuring in the THz regime[13]. THz is still however on ultrafast timescales (1

THz → 1 ps) and is therefore it is a good probe of the metallicity while also being

compatible with pump-probe experiments on ultrafast timescales. We will first

introduce the concept of THz Time Domain Spectroscopy (THz-TDS), including

different ways to generate and detect THz, and how to extract material parameters

from THz measurements. We will then introduce a pump-beam into the experi-

ment and review Optical-Pump, THz Probe spectroscopy. Finally, we will briefly

discuss using midinfrared pump (still low-energy and close to THz compared to

optical frequencies), optical probe spectroscopy to drive (and probe) low-energy

excitations in materials with strong fields.

24



3.1 Terahertz Time Domain Spectroscopy

We first introduce Terahertz Time Domain Spectroscopy (THz-TDS) and how

the THz pulses are generated, detected, and used to extract material parameters.

THz-TDS is essentially used as the experimental probe in all three of the main

projects of this thesis, particularly as a probe of THz nonlinearities, light-matter

coupling, and a photoinduced insulator-to-metal transition.

3.1.1 THz Generation

First we will review a few methods of THz generation that wereused for the work

of this thesis. The details for measuring the generated THz pulses will be explained

in the next section. The first method of generating THz is optical rectification in

nonlinear crystals. Optical rectification is one of the frequency mixing processes

of light in a nonlinear crystal. The optical response of a crystal can be written in

terms of its linear and nonlinear susceptibilities, which can be written as a series

in powers of the incident electric field[40].

P = χ1E + χ2E2 + χ3E3 + ... (3.1)

where P is the induced dipole moment, E is the electric field, and χi is the “ith”-

order susceptibility, where χ1 is the linear susceptibility, and χ>1 are the nonlinear

susceptibilities. Optical rectification (and also difference frequency generation,

which will be discussed later), are processes related to χ2, the second order sus-

ceptibility, so we will discuss this further. The second order (and any even order

susceptibilities) must vanish for crystals that preserve inversion symmetry. In-

version symmetry involves flipping the sign of the spatial coordinate r → −r,
which in turn acts on the electric field as E → −E. A crystal that does pre-

serve inversion symmetry then has it’s induced dipole moment flipped P → −P .
However, the χ2 term in the equation for induced dipole moment transforms as

χ2E2 → χ2E2 ̸= −χ2E2 unless χ2 = 0, since there’s an even number of powers of

the electric field for that term of the dipole moment. Thus crystals that preserve

inversion symmetry must have vanishing even order nonlinear susceptibilities.
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For crystals that do break inversion symmetry, which includes all crystals used

for THz generation through optical rectification, we can look at the effect of mixing

electric fields of two different frequencies, ω1 and ω2.

E = E0 cos(ω1t) + E0 cos(ω2t) (3.2)

P 2 = χ2E2
0(cos

2(ω1t) + cos2(ω2t) + 2 cos(ω1t) cos(ω2t)) (3.3)

The 2nd-order trigonometric functions can be shown to contain terms such

as sin((ω1 + ω2)t) and sin((ω1 − ω2)t), which correspond to sum and difference

frequency generation. Additionally, the first two terms can both be written as

(1/2)(1 + cos(2ωIt), showing that each term has a second harmonic term oscil-

lating at 2ωi and a constant term, which is termed rectification. To reiterate,

optical rectification is the constant, DC polarization induced in a nonlinear crystal

by an electric field interacting with itself. For generation of THz pulses, optical

rectification comes from different frequency components in the same optical pulse

mixing with each other in the nonlinear crystal. This means that for a spectrum

containing frequencies of light between ω1 and ω2, the highest possible frequency

generated from optical rectification, is ω2−ω1, and the lowest frequency generated

is (in principle) a DC component. A gaussian pulse that is sent into a nonlinear

crystal also has a gaussian spectrum, and since χ2 gives a 2nd-order polarizability

proportional to E2, the output from optical rectification will also be a gaussian

pulse, whose bandwidth is determined (in part) by the bandwidth of the incoming

pulse.

One crystal that is commonly used for THz generation is ZnTe, a semiconduc-

tor with zincblende structure that breaks inversion symmetry[41]. An example of a

THz pulse generated through optical rectification of an ultrafast, 800nm pulse from

two similar lasers is shown in figure 3.1. The difference between the generation

pulses of these two systems is that one is slightly more narrowband, with a 30nm

bandwidth and 100fs pulse width in time, while the other is more broadband, with

a 60nm bandwidth and 35fs pulse width in time. What can be highlighted here

is that when the generation pulse has a larger bandwidth, more high-frequency

components are generated. Another property that makes ZnTe good for gener-
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Figure 3.1: a) Time Domain Scans and b) Frequency Domain Spectra of THz
pulses generated with ZnTe through optical rectification for two different laser
systems with different pulse generation bandwidths

ating THz is that the group velocity of the 800nm generation beam matches the

phase velocity for the generated THz pulse. This means that as the 800nm pulse

propagates through the ZnTe generating additional THz radiation that is in phase

with the previously generated THz pulse. A mismatch between these two velocities

would cause destructive interference reducing the THz generation efficiency. The

length at which the generation and THz pulses need to propagate for the difference

in phase of THz generation to become out of phase by π is know as the coherence

length Lc of the crystal.

Optical rectification can also be used to generate high-field THz pulses to study

nonlinear THz phenomena. There is not a strict definition for high-field THz, it

is essentially THz pulses with a field strength (the electric field at the peak of

the pulse) that is strong enough to drive nonlinearities in a sample. Realistically,

high-field THz pulses generally means at least 10kV/cm, whereas the maximum

acheived in tabletop THz sources is on the order of 1MV/cm [42, 43].There are

crystals, such as organics BNA and OH1, where this is a straightforward process

similar to generation in ZnTe where an optical pulse can passes through a thick

crystal generating high-field THz pulses[44, 45, 46]. Although many of these crys-
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tals generate high-field THz very efficiently, they also have low damage thresholds.

The nonlinear THz pulses used in this thesis were instead generated using optical

rectification in crystals of LiNbO3, using the tilted pulse front technique[47]. In

short, the tilted pulse front technique is a way to greatly increase the THz genera-

tion efficiency in a crystal where the optical generation pulse group velocity differs

from the generated THz pulse phase velocity.

The idea of the tilted pulse front technique is to use the fact that generated THz

radiation propagates perpendicular to the pulse front of the generation beam, and

since the group velocity of the generation beam is faster than the phase velocity

of the THz beam nphase
THz > ngroup

gen , where n refers to the index of refraction for

generation (gen) or THz pulses for either group or phase velocities. A tilted pulse

front will cause the generation beam to propagate at a slower speed along the

direction of THz generation, which is perpendicular to the pulse front. For a

generation beam with a pulse front tilted at angle θ, the component perpendicular

to the pulse front will propagate at a velocity that is the projection of the velocity

along that direction, vgroupgen cos(ϕ). This is shown schematically in figure 3.2. The

phase matching condition for a tilted pulse front is then the following:

vgroupgen cos(ϕ) = vphaseTHz (3.4)

For LiNbO3 the 800nm group index of refraction is ngroup
gen = 2.25 and the THz

phase index of refraction is ngroup
gen = 4.96, leading to a phase matched tilted pulse

front of ϕ = cos−1(2.25/4.96) = 630[47]. Due to refraction of the generation pulse

as it enters into the crystal, the in-air pulse front should be tilted to an angle of

ϕ = tan−1(2.25 tan(ϕ) = 77.20. The tilted pulse front can be generated by using

the 1st-order diffracted beam from a grating, which satisfies the following equation.

sin γi − sin γr = λgenp (3.5)

Here γi,r are the angles of the beam incident on and diffracted from the grating,

λgen is the THz generation beam wavelength, and p is the grating periodicity, in

this case we use a density of 2000 grooves/mm. Having a pulse front tilted at an
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Figure 3.2: Schematic of angles for tilted pulse front scheme between generation
beam propagation vgen, the pulse-front (blue ellipse), and the projection perpen-
dicular to the pulse front, vgen cosϕ.
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angle ϕ′ gives the following constraint.

sin γi + sin γr
cos γr

= tanϕ′ (3.6)

For the experimental setup here, with 800nm generation light and 2000 grooves/mm

this is satisfied by an incident angle of 600 and a diffracted angle of 470. A picture

of the experimental setup is shown in figure 3.3. After diffracting off the grating

the beam has it’s polarization rotated by a half waveplate and is imaged onto the

LiNbO3 by an 80mm focal length lens. After THz generation, the pulse is colli-

mated by another lens, and then directed to 4-inch parabolic mirror to focus it

onto the sample spot. An example THz transient generated by this setup is shown

in figure 3.6c.

The other method of generating THz pulses in this thesis is through the use

of photoconductive antennas, which does not make use of any optical rectification

in any nonlinear crystals. Instead, THz can be generated from metallic antennas

fabricated on a semiconductor. When a 1.55eV generation pulse is incident on a

semiconductor, such as GaAs, it will generate free carriers in the conduction band.

When the excited spot is between two metallic antennas with a voltage between

them, the carriers will be accelerated, giving a current. Specifically the process of

the generation beam creating carriers while there is a voltage between the antennas

will create a quickly changing current, which will then radiate a power given by

Larmor’s formula [48].

P =

(
dI

dt

)2
2q2

3c3
(3.7)

In this equation, c is the speed of light, dI/dt is the time derivative of the current,

and q is the total charge being accelerated. The temporal waveform and bandwidth

of the THz pulse can be tuned by choice of semiconductor, antenna design, pump

fluence, and antenna bias voltage [40]. An example THz waveform and spectrum

for the THz pulse generated by a photoconductive antenna is shown in figure 3.4.
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a

b

c

d

Figure 3.3: Picture of tilted pulse front setup used to generate high-field THz
pulses. The beams are indicated by arrows in the direction of propagation and
an ellipse to indicate their pulse front, where the size is not to scale, more to
indicate the tilt of pulse-front at various stages of the beam path. The incoming
800nm beam without a tilted pulse front is indicated in purple, with a pulse front
perpendicular to propagation. After diffracting off of the grating, the tilted pulse
front beam is indicated in red with an ellipse at an angle to propagation. The
THz generation is indicated by a blue arrow, with the pulse front perpendicular to
the propagation direction. Key optical elements are labelled: a-diffraction grating,
b-half waveplate, c-lens to image beam onto LiNbO3, d-LiNbO3 crystal
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Figure 3.4: a) Time domain pulse and b) Frequency domain spectrum for THz
generated by photoconductive antenna.

3.1.2 Time-Domain Spectroscopy

Since THz is a relatively low frequency of light, it is possible to directly measure

THz pulses in the time domain. An obvious reason this is helpful is that it is then

easy to integrate into pump-probe geometries. Of even greater importance is that

the THz waveform can be directly measured in time yelding both the amplitude

and phase of the terahertz electric field. This makes it possible to extract both

the real and imaginary parts of the optical parameters of a material directly from

THz transmission or reflection, without the need of Kramers-Kronig relations.

The general principle behind THz-TDS is to use a shorter ”gate” pulse to

measure instants of the THz electric field of the pulse at different delays, and then

sweeping the gate delay through the THz field. In order to make use of this fast

pulse, a measurement scheme that can sample small windows in time of the electric

field of a THz pulse is necessary. The measurement of a THz pulse is very similar

to that of a pump-probe measurement, where the gate and THz pulse need to be

brought together to the same spot and their delay varied between being overlapped

and arriving before and after each other. However, it is key that the detection of

the THz does not have long-lived dynamics due to the THz probe, and instead
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acts as a cross-correlation of the gate-pulse and the instantaneous electric field of

the THz pulse. If the detection scheme had longer-lived dynamics this would cause

smearing and distortion of the measured time trace. The two ways in which THz

pulses are measured for experiments in this thesis are with Electro-Optic Sampling

(EOS) and with a photoconductive antenna.

Electro-Optic Sampling (EOS) is the use of a nonlinear crystal and specifically

a 2nd-order susceptibility effect to measure the THz pulse[49]. In properly chosen

crystals, such as ZnTe, GaP, and GaSe, birefringence can be induced from an

applied electric field. This is known as the pockels effect[49, 40]. Thus for EOS,

this birefringence is caused by the THz probe field in the EOS crystal. Then, as

the gate pulse propagates through the EOS crystal that has birefringence from

the THz pulse, it will have its polarization rotated. This polarization can then be

detected by passing through the gate pulse through a quater waveplate, and then

a Wollaston prism, separating the two components of polarization, and measuring

both components on two photodiodes. The use of the quarter waveplate and

Wollaston prism enables balanced detection, which is shown schematically in figure

3.5[49]. Specifically, without any THz pulse, the quarter waveplate can be aligned

to the gate pulse’s polarization so that the output is circularly polarized light.

This has equal components of horizontally and vertically polarized light, so passing

through the Wollaston prism splits the pulse into two equally intense components,

which then each go to a photodiode. What can then be measured is the difference

in signal between these two photodiodes, which without any THz pulse present

will be zero. Then, in the presence of a THz pulse, the gate pulse will be rotated

from the birefringence in the EOS crystal, and then going through the quarter

waveplate the pulse will have additional ellipticity compared to without the THz

field. This will then lead to one polarization component having more intensity than

the other, giving a net difference in intensity on the photodiodes. The difference

in signal between the two photodiodes is given by the following formula, when the

fractional difference in intensity on the two photodiodes satisfies ∆I/I << 1[50].

∆I

I
=
ETHz2πLn

3
0rklt0

λ0
(3.8)
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where ∆I/I is the fractional diffrence in intensity on the two photodiodes, ETHz

is the THz electric field, L is the thickness of the EOS crystal, n0 is the index of

refraction of the EOS crystal at the gate wavelength, rkl is the electro-optic coeffi-

cient of the EOS crystal, t0 is the transmission coefficient at the gate wavelength,

and λ0 is the gate wavelength. A key to EOS is that the birefringence induced

in the EOS crystal is linearly proportional to the THz electric field, including its

sign, not just the magnitude. This means that when the THz field changes from

positive to negative, the polarization rotation of the gate pulse is in the opposite

directions, in turn making the signal on the opposite photodiode larger than when

the THz field is in the positive direction.

Other than having a nonzero Pockels effect, there are a few considerations to

take into account when picking the best EOS crystal for a given experiment. First,

too large of an electro-optic response can cause artifacts in the THz measurement,

due to over-rotation of the probe beam. This is because if the gate beam’s polar-

ization rotates more than 45 degrees, the ellipticity of the beam after the quarter

waveplate will actually go down, since it’s polarization is now closer to being at

the equilibrium angle to the fast-axis of the quarter waveplate. This would then

lead to a smaller ∆I/I for larger fields, and an inaccurate measurement of the THz

field. For this reason, for high enough fields, one needs to be careful not to use a

crystal that is too thick or with too strong of an electro-optic coefficient.

Another key property for a good EOS crystal is small group velocity mismatch

between the THz and gate beam. This will mean that upon entering the EOS

crystal the gate and the THz will propagate through the whole crystal together.

This first increases the signal, since the gate’s polarization will be rotated during

it’s whole trip through the crystal. Also, this keeps the gate from sampling other

points in the THz pulse than the intended one. The final important factor for an

EOS crystal is the dispersion of the various optical coefficients of that crystal in

the THz range, specifically the index of refraction and absorption, which will effect

the group velocity mismatch, the transmission of the THz into the EOS crystal,

and how the THz pulse is attenuated in the crystal. For example, the dip in the

spectrum measured with ZnTe as an EOS crystal in figure 3.6 is due to a phonon
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Figure 3.5: From [49]. Schematic of Electro-Optic-Sampling for detection of THz.
When the gate pulse propagates without the THz pulse the quarter waveplate
makes it circularly polarized, then both polarization components are split by a
Wollaston to balanced detection by two photodiodes. When the THz pulse is
present in the EOS crystal the field induced birefringence causes a rotation of the
gate pulse, which adds some ellipticity to the gate pulse after it passes through the
quarter waveplate, giving different amounts of vertical and horizontal polarization
that will lead to an imbalance in the signal detected by the photodiodes and a net
THz signal.
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in ZnTe at that frequency. There is additionally a phonon at ∼ 2.5THz that is

the main limiting factor in pushing the bandwidth of measured THz to higher

frequencies. An even more dramatic realization of this can be seen with extremely

broadband THz, for example plasma-based THz generation. There, although the

generated THz has a very high bandwidth (i.e. 1-20THz), there is not actually

any individual EOS crystal that can sample the whole spectrum. These TDS

measurements must be done twice with two separate EOS crystal, for example

GaP for the 1-7THz range and GaSe for the 8-20THz range [51].

The other way to measure THz pulses is with a photoconductive antenna[40].

The process is somewhat the reverse of THz generation in a photoconductive an-

tenna, except also utilizing a gate beam whose delay is varied with respect to the

THz beam. An antenna on a semiconductor won’t measure any current when the

THz pulse impinges on it unless carriers have been excited in it. So for detecting

THz, the gate pulse, again at optical frequencies, excites carriers between the two

ends of the photoconductive antenna. In the absence of the THz pulse, there will

be no current between the antenna since there is no voltage. However when the

THz pulse hits the antenna, while there are photoexcited carriers in the substrate,

the THz E-field will accelerate the carriers, creating a measurable current that will

be proportional to the applied field and can be measured. A key to this, similar to

EOS, is that the photoconductive antenna measures both the magnitude and sign

of the current. As with EOS, this enables measurement of both the amplitude and

phase of the terahertz pulse.

With the aforementioned THz generation and measurement techniques we can

measure time-traces of the THz pulses, and Fourier transform them to do spec-

troscopy. Example time traces for three different THz experiments and their fourier

transformed spectra are shown in figure 3.6. Figure 3.6a shows a THz pulse that

is both generated and detected by a photoconductive antenna. PC antenna gen-

erate very low THz fields but are also very sensitive to THz fields, yielding a high

signal-to-noise ratio. The working bandwidth is ∼0.2-2.5 THz, based on the 10%

lines (i.e., where the spectral amplitude is 10% of the peak value). Next, in figure

3.6b is a THz spectrum that is generated with ZnTe with optical rectification and
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Figure 3.6: Time domain scans and associated spectra of THz generated from a,d)
Photoconductive Antenna, b,e) ZnTe, c,f) LiNbO3.

also measured with a different cut of a ZnTe crystal with EOS. Here the working

bandwidth is also about 0.2-2.4 THz. Finally, figure 3.6c shows the time trace

and spectrum of THz generated by LiNbO3 using the tilted pulse front technique.

Here the THz maximum field strength is ∼80kV/cm, which is sufficient for nonlin-

ear THz spectroscopy (the subject of chapter 4 of this thesis) or as a THz pump.

Compared to the photoconductive antenna and ZnTe THz sources the bandwidth

is smaller, about 0.2-1.8 THz based on the 10% lines. Here the THz is measured

using EOS with a GAP crystal, which has a smaller electro-optic coefficient than

ZnTe, to prevent overrotation of the gate beam in EOS.

Details of optical parameter extraction will be reviewed in the next section,

but here we can review some spectroscopic features manifest in THz-TDS spec-

troscopy. Figure 3.7 shows a reference THz pulse transmitted through air, along

with a pulse transmittedthrough a metamaterial designed to have resonances at

THz frequencies. In the spectra, these resonances show up as dips in the transmis-

37



sion at the resonance frequencies. How this manifests in the time domain is that

the transmitted THz field oscillates at the resonance frequency, with a number of

cycles related to the linewidth of the resonance, as seen in figure 3.7a. Even though

less light is transmitted at the resonance frequency (there is a dip in transmission),

there is an oscillation at the resonance frequency is because in the reference pulse

the different Fourier components add up with phase relationships to have a nearly

single cycle pulse, so when a frequency is taken out, the rest of the Fourier com-

ponents that were canceled at that frequency no longer are, causing an oscillation

in the time domain at that frequency. How this manifests in the transmission in

terms of frequency is shown in figure 3.7b, where there are dips in the transmission

at the metamaterial resonances.

3.1.3 Material Parameters using THz-TDS

As mentioned earlier, one of the great benefits of THz-TDS is that both the

magnitude and phase information of the transmitted THz pulse is measured, which

allows for direct extraction of optical parameters over the frequency range con-

tained in the THz pulse. Here I will go through the example of extracting the

optical conductivity of a thin film on a thick substrate, but it should be made

clear that with the phase information of THz-TDS and Fresnel equations in trans-

mission and reflection, optical parameter extraction can be done for any number

of linear optical experiments. The situation of a thin-film on a thick substrate is

shown schematically in figure 3.8.

The total pulse transmitted through the sample will be attenuated by the

transmission coefficients at the air-sample interface, sample substrate interface,

and substrate-air interface. The Fresnel coefficient for transmission between two

media with indices of refraction n1 and n2 is given by the following, where we

restrict ourselves to normal incidence transmission in this section.

T12 =
2n1

n1 + n2

(3.9)

T21 =
2n2

n1 + n2

(3.10)
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Figure 3.7: a) Time Domain Scans of THz transmission through a Metamaterial
(blue) along with a reference pulse measured through air (red). The metamaterial
resonances cause clear oscillations of the transmitted field in the time domain. b)
Transmission spectrum calculated from the above pulses.
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Figure 3.8: Schematic of THz transmission through a thin film on a thick sub-
strate. The incident, reflected, and transmitted Electric fields are indicated by
large arrows. Fabry-perot reflections inside the thin film are also indicated by
smaller arrows.

Additionally, there is a phase delay picked up by the pulse as it passes through

a medium. This is true even when propagating through air, however for THz pulses

we generally compare the THz pulse transmitted through a sample compared to a

reference. The phase delay, as a function of frequency ω, propagating through a

material of index n2 compared to a material of index n1 is given by the following.

P21 = e
iωd
c

(n2−n1) (3.11)

Where d is the thickness of the film and c is the speed of light. The final piece

that needs to be taken into account is the Fabry-Perot reflections of the THz inside

of the sample. This comes from internal reflections of the pulse inside of the sample

that eventually transmit and add to the overall measured transmission. For thin

media, such as thin films, these will have very small separation from the pulse, so

these contribute to the overall transmission and need to be taken into account. For

thick samples, the separation in time is large enough that the higher Fabry-Perot

terms can be referenced out using temporal windowing. An example of this is
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Figure 3.9: Time Domain Scan of THz transmission through a thin film of SrTiO3

on LSAT. The back-reflection of the THz pulse from the back of the LSAT, off of
the thin film, then transmitting again through the back of the substrate can be
seen ∼15ps after the first transmitted pulse. Since this back-reflection is separated
from the main pulse in time enough, it can be windowed out and does not need to
be considered for calculation of optical properties in equation 3.15.

shown in figure 3.9. For thin samples, the addition of all the internal reflections

can be summed up in a geometric series, to give the following Fabry-Perot term.

F =
1

1 +R12R21e
2iωd
c

n2
(3.12)

R12 =
n1 − n2

n1 + n2

(3.13)

Now with all the individual ingredients for transmission through a medium, we

can look at the transmission through a thick substrate. This will be made up of

the transmission coefficients at the air-sample interface, the phase delay picked up

during propagation, and the transmission coefficient at the sample-air interface.

For a thick substrate the Fabry-Perot reflections can be windowed out, with a

sacrifice in the spectral resolution. This gives the following transmission of the
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substrate.

Tsub = Tair,subPsubTsub,air =
4nsub

(1 + nsub)2
e

iωLref
c

(nsub−1) (3.14)

where nsub is the index of refraction of the substrate, c is the speed of light, ω is

the frequency of light, and Lref is the thickness of the reference substrate. Next we

can look at the transmission of the thin-film on the thick substrate, who will have

transmission coefficients at each interface, phase picked up during propagation,

and the Fabry-Perot term to account for internal reflections in the thin film. The

total transmission will be given by the following.

Tfilmonsub = Tair,filmFfilmPfilmTfilm,subPsubTsub,air

=
8nfilmnsub/(nfilm + 1)(nfilm + nsub)

1 +Rair,filmRfilm,sube
2iωd
c

nfilm

e
iωd
c

nfilme
iωLsub

c
nsub

(3.15)

where nfilm is the index of the film, and all other terms were previously defined.

Both of the total transmission equations are somewhat complicated, but the bene-

fit of using a bare substrate as a reference is that some of the effect of the substrate

index on the transmission can be referenced out. The total transmission is then the

ratio of the two, which causes some of the terms to cancel. The total transmission

is given by the following formula.

Ttotal =

2(nsub+1)
(1+nfilm)(nfilm+nsub)

e
iωd
c

(nfilm−1)

1 +
(nfilm−1)(nsub−nfilm)

(nfilm+1)(nsub+nfilm)
e

2iωd
c

nfilm

e
iω(Lsub−Lref )

c
(nsub−1) (3.16)

This is the technically correct equation that can be used to extract the optical

properties of one medium on top of another, using a bulk slab of the other as the
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reference substrate and measuring THz transmission. For the specific case of a thin

film, this equation can be made even simpler by taking advantage of the following

assumptions: nfilm >> nsub > 1 and 1 >> ωdnfilm/c. In this case, the thin film

transmission can be approximated by the following.

Ttotal =
1 + nsub

1 + nsub + Z0σ(ω)d
e

iω∆L
c

(nsub−1) (3.17)

where σ(ω) is the frequency-dependent optical conductivity, ∆L = Lsub−Lref and

Z0 is the impedance of free space, 377Ω. It can also be inverted to directly write

conductivity (or whichever optical constants are desired) in terms of transmission,

the directly measured quantity.

σ(ω) =

(
1 + nsube

iω∆L
c

(nsub−1)

Tmeas

− 1− nsub

)
1

Z0d
(3.18)

Here I am being explicit that the transmission used is the measured transmission

of the thin film on a thick substrate with another substrate used as a reference. An

example of a material where large changes to the THz optical conductivity show

up going through a phase transition is a superconductor, which we will examine

below, illustrating the information gained by the explained measurement and ex-

traction process. Figure 3.10 shows the THz transmission through a thin film of

the cuprate superconductor YBa2Cu3O7−x (YBCO) on a LaAlO3 substrate over a

wide temperature range. YBCO is a metal at all temperatures measured, and the

decrease in the THz transmission demonstrates that it becomes more metallic as

the temperature is decreased. Additionally, at lower temperatures the transmis-

sion shows a roughly linear increase in transmission from low to high frequencies,

compared to the flatter response at high temperature. More insight into this be-

havior can be gained from looking at the optical conductivity, which can be directly
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extracted from the transmission using equation 3.18.

The extracted optical conductivity for a few select temperatures is shown in

figure 3.11. Looking first at the non-superconducting state conductivity, above

80K, we can see a few distinct features. First, the real part of the conductivity

dominates over the imaginary part of the conductivity. Second it has very little

dispersion over the THz range measured. Both of these are consistent with the

Drude model in the limit where the scattering rate and the plasma frequency are

very large, much larger than the THz bandwidth measured. This can be seen

by looking at the Drude model conductivity, and taking the limits ωp >> ω and

γ >> ω.

σ(ω) = ω2
pτ (3.19)

On the other hand, at the lowest temperatures measured, deep in the super-

conducting state, we can see a very different behavior of the optical conductivity.

Here the conductivity is dominated by a large imaginary part and very small real

part. Although it is true that a gap opens in superconductors, which leads to a

decrease in the real part of the conductivity, that is not actually necessary to cap-

ture the behavior of cuprate THz optical conductivity, and can be seen by looking

at the Drude model and the behavior of the imaginary part of the conductivity.

Additionally, in cuprates the gap has a momentum dependence and actually van-

ishes at some momenta, so the story of the gap is more complicated and won’t

be considered here. Contrary to the real part of the conductivity in the normal

state, the imaginary part of the conductivity shows clear dispersion, with a 1/ω-

like dependence in the THz range. This is actually also able to be seen from the

Drude model in the limit that the scattering rate goes to 0 (consistent with zero

resistance, a hallmark of superconductivity).

σ(ω) = i
ω2
p

ω
(3.20)

The strength of the superfluid contribution to the conductivity, the plasma

frequency, is directly proportional to the cooper-pair density as ωp ∼
√
n where n

is the cooper pair density. Examining the normal state and superconducting state

optical conductivity shows that the effect that the superconducting transition has
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Figure 3.10: THz Transmission of YBCO for various temperatures in the normal
state and in the Superconducting state. a) Shows all temperatures measured from
295 K to 20K. b) shows temperatures all within the superconducting state. c)
Shows temperatures right above and below the transition.
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on THz conductivity is essentially a decrease in the real part of the conductivity

with a corresponding increase in imaginary part conductivity as qasiparticles join

the condensate. The temperature evolution of the optical conductivity of a su-

perconductor can be captured by the two fluid model which is a two-compenent

Drude model with finite scattering rate and 0 scattering rate components[52].

σ2fluid(ω) = ω2
p

(
(1− f(T ))

1
τ
− iω

− f(T )
i

ω

)
(3.21)

where f(T ) is the fraction of electrons participating in superconductivity at a given

temperature. In the two fluid model the total density of electrons is kept constant,

and what changes as a function of temperature is the fraction of the total density of

electrons that are in the superconducting state, along with the quasiparticle (non-

superconducting electrons) scattering rate. This is able to qualitatively capture the

gradual decrease in real conductivity and increase in 1/ω imaginary conductivity

as a superconductor is cooled through the superconducting transition and deeper

into the superconducting state.

3.2 Optical Pump-THz Probe Spectroscopy

In addition to being able to measure the equilibrium properties of solids, THz-

TDs is also amenable to measuring non-equilibrium properties of solids in pump-

probe experiments, particularly since the THz generated using the techniques de-

scribed above generates ∼ps pulses. There are a huge variety of possible states

that can, in principle, be induced by carefully chosen pumps, with unique signa-

tures in the THz range, some of which may not even fit with the conventional

linear-optical-properties analysis that was described in the previous section. Nev-

ertheless, when probing with THz there are two basic kinds of measurements one

can do that give different, yet complementary information, which I will illustrate

with two experiments performed by the author.
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Figure 3.11: Optical conductivity of YBCO thin films extracted from transmission,
with a-c) the real part and d-f) the imaginary part for temperature ranges deep
within the superconducting state a,d), near Tc b,e) and in the normal state c,f).
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The first kind of Optical pump, THz probe (OPTP) measurement one can

perform is a ”1-d” scan. With the introduction of a pump beam into a THz-TDS

experiment there are now two time axes associated with the experiment. First

there is the gate time, which is the time axis along the THz probe pulse. For

example, the previously shown THz scans, such as in figures 3.1, 3.4, 3.6, 3.7, and

3.9 are all scanned along this gate time, which is varying the time between the THz

probe pulse and the gate pulse in the detection scheme (either the EOS crystal or

the PCA). In pump-probe experiments there is also the pump-probe delay time,

which is the time between the pump and probe pulses at the sample. A ”1-d” scan

is when the gate-time of the THz pulse is fixed, and the pump delay is changed.

Explicitly what is being measured here is how much the transmitted THz pulse

at a single point in time is changing as the delay between that and a pump pulse

is changed. What this means physically is essentially that the change in THz

properties averaged over the entire spectrum is being measured. One conclusion

that can be taken from this is that 1-d scans are most meaningful when the pump-

probe dynamics do not create clear phase shifts in the THz pulse and when the

spectroscopic signatures of the photoexcited change are not changing a lot during

the pump-probe delay. If either of these is the case, this can cause changes that

can only truly be captured by measuring the entire photoexcited THz pulse at

each pump delat,as described in the next chapter. That being said, 1-d scans are

a good, and much less time-intensive way, to capture the overall THz-energy scale

photoinduced dynamics. An example of a THz 1-d scan measurement is shown in

3.12, where Sr2IrO4 was pumped with an above gap, 800nm pump. The dynamics

are well-characterized by a fast rise, an exponential decay, and a long-lived offest.

The overall amplitude of the signal increases with increasing fluence.

In the case of Sr2IrO4, the pump is above the electronic gap, so it is introducing

electronic excitations, called quasiparticles. The fast decay time of the pump-

probe 1-d scan can then have information about the lifetime of the photoexcited

quasiparticles. A complementary but not fully equivalent way to interpret the fast

time scale is as a measure of the time for energy that is put into the electronic

system (by the pump) to go into the lattice and other degrees of freedom and reach
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a quasi steady-state. In this case the relaxation will be related to electron-phonon

coupling, and this behavior can be captured by the two-temperature model [53].

The long-lived offset of the signal can then be understood as increased reflectivity

due to net heating of the sample.

The second kind of OPTP measurement one can perform is a ”2-d” scan, where

both the pump and THz gate time are varied. This enables one to measure the

change in the transmission or reflection of the entire THz pulse, which means this

information can be Fourier transformed to obtain spectroscopic dynamics of the

photo-induced state. One clear example showing this is measuring the properties of

photoexcited carriers in GaAs. Figure 3.13 shows a measurement of photoinduced

THz reflectivity of GaAs after being excited with an 800nm (above bandgap) pump

pulse. The equilibrium THz reflectivity is shown as the black curve in figure

3.13a, which is flat and relatively featureless, consistent with a semiconductor

with very few carriers in equilibrium. The loss function is flat and featureless, ϵ1 is

relatively flat and positive, and ϵ2 is small, all consistent with this picture. Upon

photoexcitation, the photoinduced reflectivity shows a clear plasma edge, seen as

the red curve in figure 3.13a. This is consistent with a Drude response arising from

the photoexcited carriers where the plasma frequency is in the THz regime. This

is corroborated by the loss function showing a peak at around 1 THz, similar to

the plasma edge in reflectivity, the crossover of the photoinduced ϵ1 going from

positive to negative, crossing 0 at ∼ 1THz, and ϵ2 showing the 1/ω2 dependence.

3.3 Mid-Infrared Pump, Optical Probe

Many of the relevant excitations and degrees of freedom in quantum materials

lying in the THz and mid-infrared (mid-IR) means that THz pulses can be used

not only to measure these excitations, but also to drive them nonlinearly with

strong THz or mid-IR pulses. The generation of high-field THz pulses with optical

rectification in LiNbO3 has already been discussed. To generate strong pulses in the

mid-IR frequency regime, we use difference frequency generation (DFG) in GaSe,

and measure pump-probe dynamics with an optical probe. This section will review
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Figure 3.13: Optical Pump THz Probe 2d scans on GaAs, showing photoexcited
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the details of getting to a working mid-IR pump, optical probe configuration.

3.3.1 Mid-Infrared Pulse Generation

The mid-IR pulses used in experiments in this thesis were generated using DFG

in a GaSe crystal. The pulses that were mixed in the GaSe crystal were gener-

ated by a commercially TOPAS-TWINS noncollinear optical parametric amplifier

(NOPA). The TOPAS-TWINS is a set of two NOPAs where the pulses are gen-

erated from the same white-light source, and then pumped and amplified in two

separate arms, allowing their wavelength to be tuned independently. In this section

I will review some of the practical actions taken when generating mid-IR pump

pulses in this experiment. Additional detail on the basics of the design can be

found in [54, 55, 56].

Starting with the NIR generation beams for the DFG, a consideration to be

made is that the output wavelength of the TOPAS commercial OPA is sensitive to

the alignment into the OPA. What this means is that even if the light is aligned

into the TOPAS and OPA light is being generated with powers similar to past

instances (200-300mW), the output wavelength may not match the set wavelength

in the OPA software. For example, upon explicitly checking the output wavelength,

we’ve found a value off from the software setting by up to 15nm, which can lead

to the DFG output being off from the desired wavelength by as much as a micron.

Next, the OPA output from both arms of the TOPAS need to be combined

in the GaSe DFG crystal in the same spot at the same time for maximum mid-

IR generation efficiency. To be able to tune the temporal overlap between the

generation beams one of the output beams is on a delay stage. Spatial overlap

of the beams is also not too difficult to obtain since both of the the OPA beams

generate their own SHG in the GaSe crystal, which for the NIR wavelengths here

is orange or red by eye. As long as temporal overlap has been achieved, rough

spatial overlap of the two beams can be achieved by overlapping the two visible

SHG spots on the crystal. Once some mid-IR power is generated, one can tune

all parameters (DFG crystal angle, spatial and temporal overlap of the generation

beams, and focusing into the crystal) to maximize power. To ensure that what is
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being measured is truly the DFG power, a long-pass filter is placed right after the

generation crystal so that only the mid-IR is transmitted. For GaSe, we have found

that maximizing the output solely for power always gets us towards a wavelength

of 9µm. Once sufficient optimization has been done for power at 9µm, one can

then tune to the desired wavelength. Generally the maximum achievable power

in this experimental setup at 9µm is around 10mW. The two parameters that

most straightforwardly determine the output wavelength of the DFG process are

the input beam energies, since the output is their difference, and the angle of the

crystal, since this determines the phase-matching condition. In reality, for given

pulse energies and crystal angles a variety of mid-IR output wavelengths can be

generated, so one can’t simply set the OPA output and crystal angle and optimize

power. In reality to set the mid-IR wavelength one gradually changes the crystal

angle and OPA output in the direction one wants to go (OPA pulses closer in energy

along with a crystal more normal to the incoming beams for longer wavelength

output and further apart in energy along with a less normal crystal for shorter

wavelength output), while re-optimizing for power as you go. Once parameters are

pretty close to give the desired output wavelength based on calculations, align the

output beam into the prism spectrometer to see the current wavelength. Then,

while watching the spectrum on the spectrometer, tune spatial overlap, temporal

overlap, and crystal angle to make the spectrum redshift and blueshift towards

the desired output wavelength. After shifting the spectrum as close as possible to

the desired output, one can then measure the mid-IR power again and make some

minor adjustments to optimize it, before realigning into the prism spectrometer and

tuning the wavelength again closer to the desired output. This process essentially

then needs to be iterated until one gets the desired power and output spectrum.

After setting the power and spectrum with the prism spectrometer, the spectrum

should be measured with the interferometer, which will be described in more detail

below.
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Figure 3.14: Pictures of mid-IR spectrometers used to characterize mid-IR pump
pulses. a) Top-down view of interferometer, incoming mid-IR is indicated by white
arrow. It will then be split by the KBr beam splitter (a), to arm 1, with a KBr
beam compensator (b) and its mirror (c). The beam that transmits through the
beamsplitter will go to arm 2, reflecting off its mirror (d) which is on a delay stage
(e). Both beams are recombined and measured with a WiredSense detector (f) with
the delay adjusted, changing between constructive and destructive interference of
the two arms. b) Perspective view of the interferometer. c) Prism spectrometer,
the incoming beam is indicated by the white arrow. The beam is dispersed by the
ZnSe prism (a) and is measured with a Pyreos detector (b).

3.3.2 Mid-Infrared Pulse Characterization

Characterizing mid-IR pulses is actually a nontrivial procedure, since they are

too low-energy to show up on many conventional photodiodes, and this also does

not give any information about the frequency content of the pulses. At the same

time, they are generally high-enough in frequency that they can only be measured

by Electro-Optic-Sampling (EOS) with very broadband, compressed pulses, which

are not trivially generated by many conventional ultrafast lasers. For the pulses

in this thesis, we use two different methods for characterizing the mid-IR pulses,

which have their own advantages as will be discussed below.

The first method used to characterize the mid-IR pulses is interferometry. This

is where a mid-infrared pulse is split by a beam splitter, the two arms of the

interferometer go through close but slightly different path lengths, and the pulses

are recombined in a photodetector. The photodetector used is a WiredSense MPY-

01 pyrodetector, which is sensitive both at mid-IR and optical wavelengths, which

aids in alignment. A schematic of the interferometer is shown below.

To measure the pulses, the path length of one of the arms of the interferometer

is varied with respect to the other, which will cause the pulses in each of the two
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arms of the interferometer to interfere constructively and destructively when the

peaks and troughs overlap. This interferogram can then be Fourier transformed to

obtain the spectrum of the pulse. An example pulse and the corresponding Fourier

transform are shown below, along with a measurement of the HeNe beam with the

interferometer. For realistic alignment of the interferometer, it is easier to use a

HeNe beam first since it can be seen by the eye, then making the mid-IR beam

colinear with the HeNe beam.

Although the interferogram is an accurate way to characterize the mid-IR pump

pulses generated, it does create some difficulties when optimizing the mid-IR out-

put and setting the wavelength. This is because each interferogram is generated

by a scan of the delay stage, which for our pulses takes about 15 minutes for an ac-

ceptable signal to noise. For setting the mid-IR wavelength, an active, ”real-time”

measurement of the spectrum is necessary. This is why a second way of measuring

the mid-IR light is necessary, using a prism spectrometer that was designed and

built by a lab-member (Mustafa Ali). The essential idea is that the mid-IR pulses

are sent through a ZnSe prism, which spatially spreads the mid-IR pulses exiting

the prism. Then a photodetector with a series of spatially separated detectors in-

dividually measure the amplitude of the spectral content at different wavelengths.

Since all of the different wavelengths are being measured simultaneously, it is pos-

sible to use this to have a real time measurement of the spectrum. An example of

a mid-IR pump spectrum measured with this interferometer is shown below.

There are a few reasons this is not the sole spectrometer used to characterize

the mid-IR light in our lab. First, the spectral precision is much lower than the

interferometer, since each wavelength has its own detector and there is a finite

number of pixels. Second, this spectrometer is more at risk of having slight inacur-

racies during alignment. This is because the spectrum measured is a result of the

spatial dispersion of the beam throuh a prism, so changes to the pointing of the

beam going into the spectrometer will change the output spectrum. These effects

are minimized by using a pinhole at the entrance to the spectrometer, but they

are not completely eliminated. Although an accurate measurement of the pump

spectrum can be obtained by aligning well into the spectrometer, various tunings
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Figure 3.15: Example interferograms a) Direct time-domain interferogram of a
mid-IR pulse and b) its spectrum. c) Interferogram of a HeNe beam, which is
good for initial alignment of the interferogram and d) its spectrum.
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Figure 3.16: a) 3 Representative pump spectra generated by the mid-IR experiment
measured on the prism spectrometer. b) 5 Representative pump spectra generated
by the mid-IR experiment measured on the interferometer.
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done to increase pump power and change the wavelength do slightly change the

pointing of the mid-IR out of the generation crystal. So the mid-IR would have

to be real-time realigned into the spectrometer while tuning parameters to have a

fully trusted pump spectrum. This spectrometer is, however, good at measuring

relative changes, so for example when the desired pump wavelength is much longer

or shorter than the current set wavelength, this spectrometer can be used to know

relatively that the pump is tuned in the right direction, even if the central value

is not completely accurate. Thus, both spectrometers are used to characterize the

pump beam used for mid-IR pump, optical probe experiments.

3.3.3 Mid-Infrared Pump, Optical Probe Experiment

In this section I will discuss some of the finer details to setting up the mid-

IR pump, optical probe experiment that has been used to measure dynamics of

various different compounds during the course of this thesis. This section includes

the steps taken once the pump pulse has been set and characterized.

For the mid-IR pump, optical probe experiment, both the pump and probe

beams need to be focused and overlapped in the same place at the same time,

where then changes in the optical probe reflectivity can be measured as a function

of pump-probe time delay. First, multiple optics are needed to get the pump to

the sample spot. As stated, a long-pass filter is first used to filter out any second

harmonic and sum frequency generation that the DFG crystal produces. It would

be possible to then bring this beam to an off-axis parabolic mirror to focus it at

the sample spot. However, with the current beam size of the output of the DFG

crystal (∼3.5mm 1/e2) and the long wavelength of the light, the minimum focused

beam size possible for light with wavelength of 9µm is 340µm 1/e2 (given the 4

inch focal length parabolic mirror used for focusing). To be able to focus the beam

down further, we expand the beam before focusing it down. Although this could

be done with a pair of lenses, since the pump beam will be varied over a large

wavelength range, it is desired to use achromatic optics for this. This is why a

pair of off-axis parabolic mirrors (OAPs) is used. Here the ratio of the mirrors

focal lengths is four, to expand the beam by a factor of 4. This is then steered to
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a 4-inch focal length OAP which is used to focus the beam down onto the sample

spot. With the beam expanded, mid-IR pump beam sizes as small as ∼60 microns

(diameter) have been achieved. To have a properly focused beam with minimal

aberrations, the steering into the OAP and the OAP angle should be tuned while

observing the beam on a THz FLIR camera.

Once the pump has been properly focused, the probe beam must be focused and

overlapped to the pump beam spot. For focusing of the probe, a lens is used. Since

800nm is a much shorter wavelength than the mid-IR pump, it is not necessary to

use an expanded beam or steep focusing optic to achieve usable beam sizes, with

a one half or one third meter focal length lens probe beam sized below 50 microns

can be achieved. Spatial overlap of the pump and probe beams is then needed for

pump probe dynamics, to do this a pinhole is used. By putting a power meter

behind a pinhole, one can measure the pump-probe beam sizes as well as achieve

overlap by having both beams go through the pinhole at a fixed position. Since the

pump must be more carefully aligned into the focusing optics, the pinhole must

be moved into the position of the pump beam, as opposed to moving the pump

beam to a given pinhole position. This can be tricky to do with a pinhole of ∼100

microns and a pump beam of ∼100 microns since these are both small. To aid

in this, one can align a HeNe path through the pump path, and then move the

pinhole to the position that the HeNe goes through it, then turn the pump beam

on again and it will be as close as the care taken to align it to the HeNe. Another

way to make it easier to align the pinhole to the mid-IR is to go away from the

focus, where the beam is larger. Once the pinhole is aligned to the pump, it’s

position should stay fixed for probe alignment. The probe can be aligned through

the pinhole fairly easily by making it intense enough to see by eye. Caution is

needed though as it is also easy to burn the pinhole with the probe, so it should

be made just barely visible.

Once the pump and probe have been made collinear, a sample can be put into

the experiment and the detection optics aligned. For time-resolved reflectivity and

transmission measurements there aren’t too many careful considerations needed, as

the probe light just needs to be routed from the sample to the photodiode detector
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without clipping on any mirrors. Since the probe is focused onto the sample, a

lens or another optic will be needed to used to re-collimate the light.

At this point the experiment should hypothetically be aligned, although in

reality some tuning of pump and probe overlap by improving a found pump probe

signal is generally necessary. The best way to do this successfully is to have a good

calibration crystal, that will have a relatively large, long-lived mid-IR pump optical

probe signal at room temperature. Although GaAs is a very good calibration

crystal for experiments with optical pumping, since an optical pump generates

carriers in the conduction band that cause a huge change to the optical response

of the crystal, we have not found that it has a very big mid-IR pump, optical

probe signal since the pump photon energy in this case is 10-20 times smaller than

the gap energy. A sample that we have found works very well as a calibration

crystal for mid-IR pump experiments is Cd3As2. This is a semimetal that hosts

a lot of interesting, rich physics, including being a 3d dirac semimetal, having

extremely high carrier mobility, and possibly hosting non-trivial topological phases

[57]. However, all of these details are not particularly important to us (nor is an

800nm probe at room temperature a particularly sensitive probe for this). What is

important is that this sample is a semimetal with a Dirac point that, in thin-films

grown by our collaborator [58], is generally ∼ 100meV below the fermi-energy.

This means that there are excitations at low-energies that can be pumped in the

mid-IR and give a pump-probe response. The measured pump-probe response on

a Cd3As2 thin film sample for a variety of mid-IR pump wavelengths is shown in

figure 3.17. What is key here, to act as a good calibration crystal, is that the

signal is large and quite noticeable for even the lowest pump-energy used, and that

it is relatively long-lived, meaning that if you are unsure of the exact pump-probe

overlap in time the long-lived response gives a larger window in time to look for

the signal.
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Chapter 4

Terahertz third harmonic

generation in c-axis

La1.85Sr0.15CuO4

4.1 Abstract

In this section Terahertz nonlinear optics was used to investigate a supercon-

ducting collective mode, the c-axis Josephson phase mode, through THz high-

harmonic generation. Specifically, we have investigated the nonlinear c-axis re-

sponse of optimally doped La1.85Sr0.15CuO4 using high-field THz time domain spec-

troscopy at field strengths up to ∼ 80kV/cm. With increasing field, we observe

a distinct redshift of the Josephson plasma edge and enhanced reflectivity (above

the plasma edge) arising from third harmonic generation. The non-monotonic

temperature-dependent response is consistent with nonlinear drive of the Joseph-

son plasma mode (JPM) as verified with comparison to theoretical expectations.

Our results add to the understanding that, using THz light, the JPM (in addition

to the Higgs mode) provides a route to interrogate and control superconducting

properties.
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4.2 Introduction

Terahertz spectroscopy has emerged as a powerful probe of non-equilibrium

dynamics in quantum materials [2, 59]. More recently, the generation of intense

terahertz (THz) high-field pulses has enabled nonlinear drive of the low energy

electrodynamics, offering new insights into the many-body response while also

providing a route for on-demand control of emergent properties [60, 61, 62, 4].

Superconductors are particularly amenable to high-field interrogation and manip-

ulation of the condensate with terahertz pulses. This includes the Higgs amplitude

mode in conventional superconductors where light couples non-linearly to the con-

densate, driving oscillations of the order parameter amplitude at twice the pump

frequency, leading to harmonic generation [63, 64, 65, 66, 67, 68, 69]. Higgs mode

spectroscopy has been extended to cuprate superconductors with novel mode dy-

namics associated with the d-wave gap symmetry and to iron pnictides where

multiband effects have been observed [70, 71].

In the high-Tc cuprates the phase mode response (Josephson plasma mode –

JPM) manifests at THz frequencies [36, 72]. Briefly, the copper-oxygen planes are

weakly interacting and Josephson coupling dictates c-axis Cooper pair tunneling

based on the interlayer phase difference of the superconducting order parameter

between adjacent planes. This results in a plasma edge in the c-axis reflectivity

at the Josephson plasma frequency ωp. For single layer cuprates, ωp typically

manifests at THz frequencies with ω2
p proportional to the condensate density ns

(e.g., see Fig.4.1, discussed in more detail below). As such, the JPM serves as

a reporter of the condensate response which includes nonlinearities such as field-

induced renormalization of ωp and harmonic generation [73, 39, 74, 75].

We investigate the nonlinear spectral response of c-axis La1.85Sr0.15CuO4 (LSCO)

using high field THz-TDS as a function of field strength and temperature. A red-

shift of ωp with increasing field (2.4 kV/cm up to 80 kV/cm) arises from the Joseph-

son effect. With increasing temperature the maximum redshift increases from∼110

GHz at 10 K ∼220 GHz at 32 K. This temperature dependent frequency shift can-

not be explained solely using the Josephson equations which predict a high-field

shift of the JPM is a constant fraction of the equilibrium JPM frequency at each
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Figure 4.1: a) Low field c-axis reflectivity of La1.85Sr0.15CuO4 at several temper-
atures. At 10K, ωp is ∼1.7 THz. b) Temperature dependence of ωp below Tc
normalized to the low temperature measurement ωp(T = 10 K). The dashed line is
a fit to a BCS-like order parameter temperature dependence, as described further
in the text. The inset shows the (normalized) loss function, -Im(1/ϵ), using the
same legend in panel a).
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temperature. This is the opposite of the observed behavior, and could be related

to increased quasiparticle damping at higher temperatures. Commensurate with

this is broadband third harmonic generation above the plasma edge which exhibits

a slight increase with decreasing temperature below Tc, dropping off in the nor-

mal state. The temperature dependence is compared with calculations based on

the theory in Reference [75]. The qualitative agreement between calculations and

experiment suggests that the temperature dependence is related to the competing

factors of Josephson coupling strength, the resonance of the pump with the JPM,

thermal population of excited plasmon states, and quasiparticle damping. For our

broadband drive, we estimate a power conversion efficiency of ∼ 6×10−5.

4.3 Methods

THz radiation is generated via optical rectification using a Ti:sapphire regen-

erative amplifier (1 KHz, 800 nm, 100 fs, 3 mJ) using tilted pulse front generation

in a Mg-LiNbO3(LNO) crystal [76, 77]. The THz output from the LNO crystal

surface is collimated with a lens (f = 120 mm) and focused onto the sample with

an angle of incidence of 15o and a beam diameter of ∼2.3 mm FWHM (pulse en-

ergy ∼2 µJ). Before reaching the sample, the THz light passes through a pair of

wire grid polarizers which are used to attenuate the THz pulse, covering the range

from 2 - 80 kV/cm. The reflected beam from the sample surface is collected and

focused onto a 300 µm thick (110) GaP crystal for EO sampling. The GaP crystal

is mounted on a 2 mm thick (100) GaP crystal to delay the internal etalon inside

the GaP to times beyond our temporal measurement window. Roughly 1% of the

pump beam is split off and used for gating the THz pulse in the GaP crystal. The

entire THz beam path is in a vacuum chamber (schematic of the experimental

setup is shown in Fig. 2a). The bandwidth of the pulses extends from 0.2 - 3 THz

(see Fig. 3a) with a maximum at ∼0.65 THz. The full spectral content is used for

the nonlinear studies and is not spectrally filtered.

The LSCO crystal was cut and polished to expose the a-c plane and was grown

via a traveling-solvent floating-zone method [78] with a surface size of approxi-
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mately 3mm × 3mm. Reflectivity measurements were performed by taking time

domain scans of the electric field reflected off the sample and from a gold reference

mirror at the sample position in both nonlinear and linear regimes. The reflectivity

was then obtained by calculating the Fourier transforms of the time domain scans

and taking their ratios, RNL = |ENL(ω)/E
Au
NL(ω)|2. Measurements were performed

above and below Tc = 38K as described below.

4.4 Results

We first measured the temperature dependent c-axis response at the lowest

available electric field to characterize the linear response. The c-axis reflectivity

is plotted in Fig. 4.1(a) for several temperatures above and below Tc = 38 K,

and shows a clear plasma edge emerge and sharpen with decreasing temperature

from 32 K to 10 K, coinciding with an increase in superconducting condensate.

The low temperature (10K) plasma edge ωp is at ∼1.7 THz is in agreement with

previous c-axis measurements for x = 0.15 doping [36, 79]. Figure 4.1(b) shows the

plasma frequency ωp(T ) normalized by the low temperature measurement ωp(10

K) and scales with BCS-like order parameter temperature dependence, as ω2
p ∝

tanh(2.26
√
Tc/T − 1)) [80, 81]. The inset of Fig.4.1(b) displays the normalized

loss function -Im(1/ϵ) at each temperature.

For frequencies below ωp the reflectivity is ∼90%, whereas near-unity reflection

is expected as ω → 0. This deviation is attributed to imperfect referencing since

the sample size and beam diameter are comparable. This effect is more pronounced

at lower frequencies as the focused THz beam diameter is frequency dependent.

However, the low temperature ωp(T ) (and associated temperature dependence) is

consistent with previous studies for x = 0.15 doping, indicative of a high-quality

crystal. The reflectivity presented in Fig. 1 and 2 are normalized to match reflec-

tivity measurements using Fourier transform infrared spectroscopy (FTIR) on the

same LSCO crystal at 1 THz [82].

The nonlinear terahertz reflectivity results are shown in Fig. 2b-f. As shown

in Fig. 2b (base temperature 10 K), two pronounced effects occur: There is a
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Figure 4.2: La1.85Sr0.15CuO4 c-axis THz reflectivity. a) Schematic of experimental
setup. Panels b)-f) show the reflectivity taken at temperatures 10 K, 20 K, 27 K,
32 K, and 45 K respectively. At each temperature, the reflectivity was measured
for fields ranging from 2.4 – 80 kV/cm as indicated in the legend.

redshift of the plasma edge with increasing field and, above the plasma edge,

there is an increase in the reflectivity corresponding to third harmonic generation

(as described in greater detail below). With increasing temperature, there is a

decrease in the condensate density, but there is still a clear redshift in the plasma

edge and enhanced reflectivity. At 32 K (Fig. 2e), the plasma edge shift as a

function of field is ∼220GHz, larger than the ∼110GHz shift at 10 K, but the

reflectivity increase is relatively small. Above TC (Fig. 2f), there is no longer a

superconducting response and the nonlinear increase in reflectivity is minimal to

nonexistent. The nonlinear reflectivity data in Figure 2 is informative as it reveals

both the JPM redshift and the increase in reflectivity above ωp. However, the

increase in reflectivity requires a more careful analysis as we now discuss.

Figure 3a plots the spectral amplitude of the electric fields reflected from the

LSCO at 10K, comparing the reflectivity of the nonlinear (NL) and linear (L)

response. The red curve is ENL(ω) at the highest field (80kV/cm). The black

curve is E∗
L(ω) at the lowest field, appropriately normalized to enable quantitative

comparison with the spectral changes that arise in the nonlinear regime.
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As with the reflectivity data in Figure 2, the redshift of the plasma edge is

evident when comparing E∗
L(ω) and ENL(ω) in Fig. 3a. Moreover, the increase

in the spectral amplitude above the plasma edge is also evident (blue shaded re-

gion). The peak spectral amplitude of the terahertz pulses is at ∼0.65 THz. The

second peak in ENL(ω) is at ∼1.9 THz, consistent with third harmonic generation.

The data in Fig. 3a reveals that the nonlinear signal is relatively small in com-

parison to the peak amplitude of the incident pulse (i.e.,E∗
L(ω) at 0.65 THz), but

considerably larger than the spectral spectral amplitude of E∗
L(ω) between 2 - 3

THz. Nonetheless, the dynamic range is sufficient to enable a determination of the

field dependence of the integrated spectral amplitude above the plasma edge (Fig.

3b), which further verifies that the enhanced signal arises from third harmonic

generation (THG).

The THG response in Fig. 3(b) is quantified by integrating

E3ω ≡
∫ [

ENL(ω)− E∗
L(ω)

]
dω (4.1)

where ENL(ω) and E∗
L(ω) are the reflected signals from the sample as defined above.

To avoid integrating over the Josephson plasma edge, the integration is taken from

1.8 THz to 2.4 THz. Figure 4.3(b) displays the magnitude of the third harmonic

E3ω as a function of field strength at 10 K, along with a cubic polynomial fit

(red line, R-squared value of 0.99). This further confirms the reflectivity/spectral

amplitude increase arises from third harmonic generation in the superconducting

phase. The lowest field strengths have more third harmonic intensity than the

cubic fit, which may be attributed to the fit over-favoring the highest fields.

4.5 Discussion

The experimental observations can be further understood by examining the

higher order terms in the phase dynamics of layered superconductors described by

the Josephson equations [73, 37].

In a layered superconductor, the interlayer phase difference θ(t) changes with

time according to the second Josephson equation
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∂θ(t)

∂t
=

2edE(t)

h̄
(4.2)

where 2e is the cooper pair charge, d is the interlayer spacing (∼1 nm), h̄ is

Planck’s constant divided by 2π, and E(t) = E0sin(ωpumpt) is an electric field

along the c-axis with E0 the field strength which oscillates at frequency ωpump.

Solving equation 4.2 yields the relation θ(t) = (2edE0/h̄)cos(ωpumpt). Since the c-

axis superfluid density ρc scales as the order parameter phase difference, ρc ∝ cosθ

and ρc ∝ ω2
p as shown in Fig. 4.1(b), the plasma frequency renormalizes according

to ω2
NL = ω2

pcosθ(t) where ωNL is the new Josephson plasma frequency under

intense field strengths. By inserting θ(t) and expanding the ωNL we arrive at

ω2
JPM = ω2

JPM0cos(θ) = ω2
JPM0cos

[
θ0cos(ωpumpt)

]

≈ ω2
JPM0

[
1− θ20

4
− θ20cos(2ωpumpt)

4
+ . . .

]
(4.3)

where θ0 = 2edE0/h̄. From this expansion we can see that the next leading order

term is subtracting, resulting in a redshift in the plasma frequency. This is what

is observed below Tc for high fields as shown in Fig. 4.2.

The tunneling interlayer current depends on the phase difference as I(t) =

I0sin[θ(t)], and solving for I(t) gives the following.

I(t) = Icsin

[
θ0cos(ωpumpt)

]
≈ Ic

[
θ0cos(ωpumpt)−

θ30
6
cos3(ωpumpt) + . . .

]
(4.4)

Where the leading higher order in the expansion is cubic. This expanded term

leads to driving the current at the third harmonic and is observed as THz emission

at 3ω, which manifests as a reflectivity increase above the plasma edge as shown

in Fig. 4.2(a)-(d).

The above equations predict the third harmonic signal to scale with the su-

perfluid density, as observed in previous work on LBCO [74]. The temperature

dependence of the third harmonic emission for our LSCO studies is shown in Fig.
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4.4 (black dots). Clearly, the signal does not solely scale with the superfluid density

(which is directly proportional to the square of the JPM frequency), but instead

decreases slightly for temperatures lower than 27K. Recent work has shown that

detailed calculations are necessary to understand the temperature dependence of

the third harmonic signal. Calculations based on this theory are plotted as red

dots in Fig. 4[83]. The third harmonic signal is calculated from the nonlinear

optical kernel of the Josephson phase, and its overlap with the spectral amplitude

of the pump pulse, as shown in equation 4.5.

INL(ω) =

∫
d(ω′)A(ω − ω′)K(ω′)A2(ω′)K ∝ ω3

Jcoth(βωJ/2)

4ω2
J − (ω + iγ(T ))2

(4.5)

A is the spectral amplitude of the electric field profile and K is the nonlinear op-

tical Kernel. This kernel does have an overall scaling with the superfluid density

as ω3
J . However, there is also a factor in the kernel, coth(βωJ/2), that comes from

the thermal excitation of plasmon modes, which causes third harmonic emission to

increase with temperature [75]. The kernel also has a resonance at the Josephson

plasma frequency. For our experiment, the pump pulse is centered at a frequency

lower than the Josephson plasma frequency for all measured temperatures. How-

ever, with increasing temperature this process is closer to being on resonance since

the condensate density (and hence ωp) is reduced. Finally, quasiparticle damping

increases with temperature, causing third harmonic emission to decrease. Thus,

there are four competing factors that determine the overall temperature depen-

dence of third harmonic emission due to Josephson plasma waves. These calcula-

tions capture the qualitative features of the data including a maximum in third

harmonic emission at 27K, a decrease as the temperature is decreased, and a sharp

decline in third harmonic emission in the vicinity of TC .

The work in [75] and the results shown here motivate looking at the tempera-

ture dependence of third harmonic emission from other c-axis cuprates since the

non-monotonic temperature dependence goes beyond basic Josephson-equations

predictions. To our knowledge, third harmonic emission from c-axis cuprates has

only been previously reported in La2−xBaxCuO4[74] and shares some similarities

with our results. More detailed studies of third harmonic generation and THz

nonlinearities have been performed in many superconductors, including cuprates,
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focusing on light polarized in the ab-plane. The interpretation of the data has been

in terms of the Higgs mode and quasiparticle contributions [70, 84, 85, 86, 63, 64].

We note that there is a prediction of contribution of plasma waves to the third

harmonic generation for light polarized in the ab-plane [75]. The nonlinear THz

response of cuprates can also be studied with pump-probe protocols, with [75]

giving predictions for the response using the nonlinear optical kernel formalism.

Experimentally, this pump-probe protocol has been used to study LBCO, where

both amplification of Josephson Plasma Waves [39] and long-lived oscillations in

the THz pump-probe signal [87] were observed.

4.6 Conclusion

We have explored the nonlinear c-axis response of LSCO and have observed

THz third-harmonic generation arising from the Josephson plasma mode. The

emission from the sample under intense THz radiation displays cubic behaviour

indicative of third harmonic generation, which has been shown to be consistent

with phase dynamics between the copper-oxygen planes in LSCO. An interesting

future direction on the cuprates would be to investigate the relationship between

the phase mode and amplitude mode and their potentially coupled contributions

to the nonlinear terahertz response.
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Chapter 5

THz Strong Coupling Between

Metamaterials and

Superconducting Josephson

Plasmons

5.1 Abstract

The study and manipulation of quantum materials with light and cavities offers

the tantalizing possibility to couple to and control macroscopic quantum phases.

We investigate light-matter coupling with metamaterial resonator arrays (MRAs)

placed on top of a c-axis oriented La1.85Sr0.15Cu04 single crystal to enable cou-

pling with the Josephson Plasma Mode (JPM). Replaceable metamaterial tapes

allow precision placement of MRAs from the LSCO surface: in the present study

we compare the electrodynamic response for MRAs that are ∼200nm and ∼9µm

from the LSCO surface. Measurements of THz reflectivity as a function of tem-

perature show an edge-feature with the same behavior as the JPM but at a highly

renormalized frequency. Measurements of the reflectivity for both samples reveal a

renormalization of the JPM frequency, ωJPM , from 1.7THz to ∼1THz at 10K. The

observed shift is consistent with the appearance of a lower superconducting po-
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lariton branch arising from strong electrodynamic coupling between the resonators

and the JPM. With increasing temperature, the polariton redshifts as expected for

decreasing superfluid density. The renormalization is larger for the 200nm sample

and the temperature dependence tracks the JPM closer, consistent with stronger

coupling. The response is modeled using both homogenized effective medium the-

ory and as a multilayered system, and additionally with full-wave electromagnetic

simulations. For the idealized effective medium description, the coupling of the res-

onators splits the JPM into upper and lower polaritons. However, the more realistic

multilayer modeling shows that the upper polariton does not clearly manifest in

the reflectivity, consistent with experiment. This establishes the lower polariton as

the observable for light-matter coupling in layered metamaterial-cuprate samples.

Our results demonstrate strong light-matter coupling as a step towards optimizing

the ability to tune and manipulate superconductivity using terahertz cavity-based

approaches.

5.2 Introduction

The use of light to study and manipulate materials has led to many interesting

and important developments in the study of quantum materials, such as photoin-

duced phase transitions, tunable devices, and light-enhanced phases [4, 88, 89].

The incorporation of cavities with quantum materials has further enhanced the

ability of researchers to couple light with the phases and collective modes of quan-

tum materials [90]. The integration of cavities with quantum materials provides a

potential route to modify ferroelectric phase transitions, enhance superconducting

correlations, or induce topological switching [91, 92, 93, 94]. Integrating cavi-

ties with superconductors is a particularly intriguing possibility as it has been

shown that cavities can be used to cool superconducting phase fluctuations, and

calculations suggest that coupling strengths and field strengths necessary to ac-

complish this are achievable [93, 95, 96]. However, experimentally realizing cavities

integrated with quantum materials is a challenging task, further complicated by

the fact that cavities fabricated directly with quantum materials may require the
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Figure 5.1: a) Reflectivity of LSCO crystal. b) JPM frequency vs. temperature
normalized to the 10K value, inset: loss function extracted from LSCO reflectivity.
c) Schematic of gold MM resonators in tape, placed on a c-axis oriented LSCO
crystal.

growth of multiple samples to perform a frequency sweep of the cavity resonance

to clarify or optimize the coupling.

In this work, we study the interaction between cavities and excitations in

quantum materials by integrating metallic metamaterial resonators with a su-

perconducting cuprate, coupling to the Josephson Plasma Mode (JPM) in the

THz frequency range. There have been proposals to modify the superconduct-

ing state with cavity interactions, possibly changing the transition temperature

[93, 37, 97, 98, 95, 96]. Essentially, through the parametric dependence of the cav-

ity frequency on the superconducting phase degree of freedom, the coupling can

be tuned to be quadratic in the phase. This allows the back-action of the cavity

to decrease the damping rate of the phase, similar to cooling in opto-mechanical

cavity systems[93, 95, 96, 99, 100, 101, 102]. A reduction in the damping rate

essentially cools phase fluctuations, which can enhance superconductivity.

Superconducting cuprates are comprised of layers of quasi-2-d superconducting

copper-oxygen planes. The c-axis is perpendicular to the planes [36]. In the

normal state (T > Tc, where Tc is the superconducting transition temperature),

cuprates are insulating along the c-axis. However, in the superconducting state

transport along the c-axis arises from tunneling of Cooper pairs between Cu-O

planes. The tunneling is described by the Josephson equations (as described in

Chapter 1), where the current is directly related to the order parameter phase
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difference between the two layers, which can be modified by an electric field [73].

The c-axis plasma frequency associated with this transport is the JPM, and it

manifests in the reflectivity as a plasma edge. For example, the reflectivity of the

La1.85Sr0.15Cu04 (LSCO) single crystal studied here is shown in figure 5.1a. Given

that the JPM is a plasma frequency, it is a longitudinal excitation and shows up as

a peak in the loss function (defined as −1/Im(ϵ)), as shown in the inset of figure

5.1b. The JPM frequency is proportional to the square root of the superfluid

density. Thus, as the sample is cooled further into the superconducting state, the

plasma edge blueshifts to higher frequencies, following the superconducting order

parameter, as shown in figure 5.1b. For many cuprates, the JPM lies in the THz

regime, and is often used as a probe of superconducting correlations, including in

nonequilibrium experiments [89, 103]. The LSCO sample studied here has a JPM

of 1.7 THz at 10K, which is at the peak of the loss function shown in the inset of

figure 5.1b. To study the interaction of this longitudinal electromagnetic feature

with a cavity, we have directly placed metamaterial resonators on top of the LSCO

as depicted schematically in 5.1c.

To investigate the coupling of the JPM to cavity-like resonances, we use metal-

lic metamaterial (MM) resonators. Metamaterials are periodic sub-wavelength

structures where the resonance is controlled by the shape and geometry of the

structures[104]. Instead of fabricating the metamaterials directly onto the surface

of the single crystal, the gold structures are fabricated as free-standing polyimide

tapes, and then placed on the surface of a c-axis oriented LSCO single crystal, as

shown schematically in figure 5.1c. The total thickness of the polyimide tapes is

9.4µm, and the position of the resonators within the tape can be controlled, thereby

changing the distance between the resonators and the LSCO crystal surface. The

metamaterial consists of two asymmetric E-shaped gold split ring resonators, with

geometric parameters labelled in 5.2c, and a microscope image of the array is

shown in 5.2b. Full-wave electromagnetic simulations of the transmission of the

bare tape (not on LSCO), along with experimentally measured transmission is

shown in figure 5.2a, along with calculated transmission of the tape modelled with

a dielectric function with two lorentzian oscillators. The surface currents for the

77



P L

w

g
dC

dS

0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2 2.4

Frequency [THz]

0

0.2

0.4

0.6

0.8

1

T
ra

n
s

m
is

s
io

n

Simulated Tape Transmission

Experimental Tape Transmission

Calculated Tape Transmission

a) b)

c)

d)

2.1THz

1.765THz

e)

Figure 5.2: a) Simulated (green), Experimentally measured (blue), and modelled
with 2 lorentzian oscillators (red) metamaterial tape transmission. b) Microscope
image of a portion of the metamaterial array, with red scale of 50µm. c) Single
MM unit cell, with parameters shown by arrows and black bars. The metamaterial
parameters are as follows: total periodicity P=61µm, gold bar length L=59µm,
bar width w=4µm, gap value g=2µm, center gap offset dC=6µm, side gap offset
dS=3µm. Simulated surface currents at d) dipole resonance frequency of 2.1THz
and e) asymmetric resonance frequency of 1.765THz, simulated with full-wave
electromagnetic simulations.
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two modes of the metamaterial, at 2.1THz and 1.765THz are shown in figure 5.2d

and 5.2e, respectively. The 2.1THz mode is the dipole mode of the metamaterial,

characterized by currents in each of the dipole bars flowing parallel to each other.

When placed on the LSCO crystal, the dipole bars are parallel to the c-axis, as

is the incident THz electric field. The simulations and experimental measurement

of the bare tape are also this same orientation. The small feature at 1.765 THz

mode is the asymmetric mode of the metamaterial, as can be seen by the out-of-

phase relationship of the currents both between parallel bars and between the 2

asymmetric ”E” shaped split ring resonators. The metamaterial is modeled using

a 2-Lorentzian model for each resonance, given by the following equation:

ϵ(ω) = ϵpol +
F1

ω2
MM1 − ω2 − iωγMM1

+
F2

ω2
MM2 − ω2 − iωγMM2

(5.1)

In this equation, ϵpoly is the polyimide dielectric constant, F1, ωMM1 and γMM1 are

the oscillator strength, resonant frequency and damping of the dipole resonance,

and F2, ωMM2 and γMM2 are the oscillator strength, resonant frequency and damp-

ing of the asymmetric resonance. To be specific, the resonant frequencies stated

here are the transverse frequencies for the two metamaterial resonances. The pa-

rameters in the 2-Lorentzian models are given in table 5.1. The dipole resonance

has a large oscillator strength and large damping, giving the broad downward slope

in the transmission in figure 5.2a. This is consistent with a previously reported

metamaterial structure of a similar 2 ”E”-shaped split ring resonator geometry

[105]. The asymmetric resonance is much sharper with much weaker oscillator

strength, it gives the peak-dip feature in the THz transmission at ∼1.75THz in

figure 5.2a. Similar sharp modes in metamaterial split ring resonator structures

have been seen when symmetries are broken by moving the gaps in a resonator

to different points along the bars [106]. In this case the gaps in the resonators

are displaced by a distance dS=3µm on the side bars of the resonator and a dis-

tance dC=6µm from the center of the gold bars, as shown by the arrows on the

metamaterial unit cell in figure 5.2c.
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The primary goal of this chapter is to investigate the electrodynamic response of

metamaterial resonator arrays (MRAs) integrated with the c-axis cuprate La1.85Sr0.15Cu04

(LSCO) with a view towards cavity augmented superconductivity. We first pro-

vide two methods to analytically model the response of the coupled resonator-JPM

system, highlighting the key similarities and differences. Full-wave simulations

of the MRA on LSCo will be presented later along with the experimental data

in figure 5.5. Specifically, the response is modeled using homogenized effective

medium theory and as a multilayered a system. The effective medium descrip-

tion highlights that coupling of the JPM with the metamaterial resonators leads

to polaritonic coupling, with upper and lower branches being evident. However,

more realistic multilayer modeling shows that the upper polariton does not clearly

manifest in the reflectivity. This is consistent with experimental measurements

of the THz reflectivity as a function of temperature within the superconducting

state. We investigate the terahertz response for arrays that are placed ∼200nm

and ∼9µm from the LSCO surface, and both samples reveal a renormalization of

the JPM frequency, ωJPM , from 1.7 THz to 1.1 THz at 10K. The observed shift

is consistent with the appearance of the lower superconducting polariton branch

arising from strong electrodynamic coupling between the resonators and the JPM.

With increasing temperature, the polariton redshifts as expected for a decreasing

superfluid density. The temperature dependence for the 200nm sample is more

pronounced, consistent with stronger coupling. The present results build upon

our previous work showing the coupling between a metamaterial resonance and

the JPM in LSCO [82]. In this work, the improved fabrication of the MRAs en-

ables changing the resonator array - LSCO surface spacing. The coupling between

the MRAs and the LSCO is much stronger for 200nm spacing in comparison to

9µm. We note that the present results can be explained using electromagnetic

coupling and there is no evidence of cavity-based modification of the microscopic

parameters that determine the superconducting response of LSCO. Nonetheless,

our results demonstrate strong light-matter coupling as a step towards optimizing

the ability to tune and manipulate superconductivity using terahertz cavity-based

approaches.
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Table 5.1: Table of MM oscillator parameters for MRA.

ωMM1 [THz] γMM1 [THz] F1 [THz2] ωMM2 [THz] γMM2 [THz] F2 [THz]
2.2 0.45 28 1.71 0.1 1.25

5.3 Materials and Methods

The metamaterial tapes were fabricated with conventional surface-micromachining.

First, the polyimide film (PI-2600 series, HD MicroSystems) was coated onto a sil-

icon wafer at a specified thickness. The polyimide thin film was then cured using

rapid thermal annealing (RTA) in nitrogen. The ramp up speed is 3 ℃/min and

is held at 350 ℃ for 30 minutes. For the thinner polyimide layers (i.e., 200nm)

the thicker film was etched with reactive ion etching (RIE) with an etching rate of

150nm/min with 10sccm CF4 and 40 sccm O2 under 200mTorr and 300W plasma

environment. Then the gold metamaterial structures were defined through pho-

tolithography and lift-off processes. A second polyimide film was coated on top of

the metamaterial structures followed by the same curing process described above.

Finally, the polyimide film was peeled off from the silicon substrate. The meta-

material tapes were mounted onto the LSCO surface with the dipole bars pointing

along the c-axis of the LSCO crystal.

THz measurements were performed in an evacuated, home-built vacuum box.

The THz was generated using a portion of the output of a 1KHz, 6W laser sys-

tem with a ZnTe crystal. After reflecting from the sample surface, the THz was

measured using electro-optic sampling (EOS) in another ZnTe crystal with an 800

nm gate beam. A gold mirror was used as the reference. The LSCO crystal was

mounted onto a continuous flow cryostat and cooled with liquid helium. The ZnTe

generation and detection crystals are in the vacuum chamber thereby eliminating

drift issues associate with water vapor. The LSCO crystal was cut to expose the a-

c plane and has a doping of approximately 15%, with a JPM of 1.67THz, agreeing

with previous measurements [36].
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5.4 Results

Before presenting the experimental results, we first investigate electromagnetic

coupling between the metamaterials and the c-axis superconducting response us-

ing a simple analytical effective medium analysis and an analytical multilayered

model. Full-wave electromagnetic simulations will be shown in figure 5.5. This

is important to interpret features that can appear in the reflectivity, which serves

as a baseline in the search for cavity-based modifications of superconductivity. In

the simplest approach, the integrated MRA-LSCO sample is treated as a single-

medium material with a frequency dependent dielectric response comprised of a

Drude response for the LSCO JPM and Lorentzian oscillators for the metamaterial

resonances [36]. This single-medium model has the following dielectric function:

ϵ(ω) = f

(
ϵLSCO −

ω2
j

ω2 + iωγ

)
+ (1− f)

(
ϵpol +

F1

ω2
MM1 − ω2 − iωγMM1

+
F2

ω2
MM2 − ω2 − iωγMM2

(5.2)

where f is the volume fraction for the LSCO, ϵLSCO is the dielectric background of

LSCO, ωj is the JPM frequency, γ is an effective damping for the LSCO capturing

the effects of quasiparticles, and the rightmost term in the brackets is equation

5.1 with the same terms, which is the metamaterial resonator contribution to the

dielectric function. The Drude component for the LSCO portion of the dielectric

function is shown in equation 5.2 for clarity. However, for the calculation of the

reflectivity of the MRA structure, the dielectric function extracted from the exper-

imental reflectivity of LSCO in figure 5.1a is used. The oscillator strength of the

metamaterial resonances F1,2 is referred to as the coupling strength as it is directly

related to the shift of the effective JPM response (i.e. lower polariton), as will

be shown below. The reflectivity calculated from 5.2 for the 9µm LSCO-MM is

shown in figure 5.3a, which exhibits edges in reflectivity both above and below the

bare LSCO JPM frequency (see figure 5.1a, ωjpm 1.67 THz at 10K). Both features

redshift with increasing temperature, tracking the JPM which is proportional to

the square root of the superfluid density.
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However, it should be noted that the analytically calculated 40K reflectivity

(black curve of 5.3a), where the LSCO is characterized by a dielectric response

of ϵ ∼27, also shows an upper edge in reflectivity. This directly comes from the

dipole resonance of the metamaterial. More insight is gained by looking at the

calculated loss function, -im(1/ϵ), for equation 5.3, shown in figure 5.3b. Starting

with the black curve, the loss function has two peaks at 2.06 and 1.47THz, these

are the longitudinal frequencies of the two oscillators when the tape is placed onto

LSCO, with the higher frequency, larger peak being the dipole resonance and the

smaller, lower frequency that of the asymmetric resonance. It should be made

clear that these modes of the metamaterial are transverse, however they do still

have a longitudinal frequency associated with them. Additionally, when the tape

is placed on the LSCO at 40K, both the transverse and longitudinal frequencies

are redshifted compared to the bare tape (comparing the MRA parameters in table

5.1 and the last line of table 5.2). These two peaks are present even without the

JPM response that is only present below the LSCO superconducting Tc. This

response at 40K can be directly compared with the calculation at 10K, where the

loss function has peak at 2.25, 1.48, and 1.1THz. The two upper peaks that were

present at 40K are also present at 10K, but both at higher frequencies than 40K

(the upper peak has a larger shift of ∼200GHz, compared to the minimal shift

of the other peak). There is also a lower peak in the loss function that is not

present at 40K. The bare LSCO loss function at 10K is peaked at ∼1.7THz, and

there is no clear peak in the loss function there. From this it can be seen that the

coupling between the JPM and MM resonances has two effects. First, the JPM

is highly renormalized and corresponds to the lower polariton. For 10K this is at

1.1THz, corresponding to a shift of ∼30% from the bare JPM frequency. Second,

the upper peak of the loss function is shifted to higher frequencies, although it

is also present without the JPM. These two peaks are essentially the upper and

lower polaritons generated by the coupling between the MRA and the JPM. The

temperature dependence of the loss-function peaks (the polariton frequencies) can

then be seen as a redshift of both peaks as temperature is increased, consistent

with the decrease in JPM frequency as temperature is increased. This shows that
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metamaterial-JPM coupling splits the JPM into upper and lower superconducting-

polaritons (SCP), both with JPM characteristics.

It should also be noted that the loss function peaks correspond to longitudinal

frequencies of the coupled system, illustrating that SCPs are longitudinal modes,

as is the JPM. The loss function is dominated by the peaks at the frequencies of the

upper and lower SCPs, arising from coupling induced splitting of the bare LSCO

loss function (see inset, Fig. 5.1b). This coupling and shift of the longitudinal

frequencies MRA-JPM coupling is analogous to the shifts observed from longitudi-

nal optical phonon-plasmon coupling in doped semiconductors [107, 108, 109, 110]

when the the doping is such that the plasma frequency is proximal to the optical

phonon. For MRA-JPM coupling, the tuning results from temperature tuning of

the condensate density.

The parameters used in the calculation are shown in table 5.2. The parameters

of the tape are not taken to be the same as the bare tape (table 5.1), but are

instead varied to match the lower polariton frequency and peak-dip feature to the

experimental reflectivity (shown below). This is to take into account the dielectric

frequency shift of the resonances when placed on top of LSCO, which has ϵ ∼27.

That is, local increase of the dielectric constant will cause a redshift of the reso-

nances compared to the isolated bare tape. Here the resonance frequency of the

dipole resonance shifts from 2.2THz for the bare tape to 1.8THz when the tape is

placed on the LSCO with resonators 9µm from the LSCO surface. The asymmetric

resonance shifts from a value of 1.71THz for the bare tape to 1.44THz on the LSCO

below Tc. Additionally, near-field coupling will also cause shifts to the resonances.

Specifically, interlayer capacitance and inductance when metallic resonators are

brought close to a metallic surface (which LSCO is in the superconducting state)

will also lead to redshifts of the metamaterial resonances[111]. Looking at the res-

onator parameters in table 5.2, we can see that for all temperatures the resonators

are redshifted compared to the bare tape values (table 5.1). It should however be

noted that even if all resonator parameters are kept constant, either to the bare

tape value or to fit the lower polariton frequency of the experimental data at 10K,

the same qualitative behavior of the polariton is still present. The results of these
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Figure 5.3: a-b) Effective medium theory calculation of reflectivity (a) and loss
function (b) as a function of temperature, using dielectric function of equation 5.2,
LSCO parameters extracted from the bare crystal reflectivity, and MRA param-
eters in table 5.2. c) 2-d color plot of reflectivity calculated using the dielectric
function in equation 5.2 as a function of coupling strength F1 for 10K LSCO.
d) Calculation of reflectivity as a function of temperature using the multilayered
interference theory model. e) Schematic of interference theory model, where MM-
tape is modelled as a film on top of bulk LSCO. f) 2-d color plot of reflectivity
calculated using multilayered interference theory model as a function of coupling
strength F1 for 10K LSCO.
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Table 5.2: Table of MM oscillator parameters for 9µm MRA.

T ω1[THz] γ1[THz] F1[THz
2] ω2[THz] γ1[THz] F2[THz]

10 1.8 0.35 16 1.44 0.15 1.25
20 1.8 0.35 16 1.44 0.15 1.7
27 1.8 0.35 16 1.44 0.15 2.1
30 1.8 0.35 16 1.44 0.15 2.5
32 1.8 0.35 16 1.44 0.15 1.25
33 1.8 0.35 16 1.44 0.15 1.25
40 1.8 0.55 16 1.47 0.15 1.25

calculations are shown in figure 5.4.

Using equation 5.2, it is also possible to calculate the loss function (−Im(1/ϵ(ω))

as shown in figure 5.3b. Peaks in the loss function correspond to zeros of the real

part of the dielectric function, illustrating that the superconducting polaritons are

longitudinal modes as is the JPM. The loss function is dominated by the peaks

at the frequencies of the upper and lower SCPs, arising from coupling induced

splitting of the bare LSCO loss function (see inset, Fig. 5.1b). This coupling and

shift of the longitudinal frequencies MRA-JPM coupling is analogous to the shifts

observed from longitudinal optical phonon-plasmon coupling in doped semiconduc-

tors [107, 108, 109, 110] when the the doping is such that the plasma frequency is

proximal to the optical phonon. For MRA-JPM coupling, the tuning results from

temperature tuning of the condensate density.

To further clarify the electrodynamic response, the reflectivity calculated as a

function of F1 is shown in Fig. 5.3c. The previously shown calculated reflectivity

establishes the lower polariton manifesting as an edge in reflectivity and as the

lower peak in the loss function. The lower polariton tracks the JPM temperature

dependence and is only present when the JPM is present (the lower polariton

is absent at 40K). Reflectivity calcualted as a funciton of MM dipole oscillator

strength further demonstrate it is coupling with the MM resonator that splits the

lower polariton from the bare JPM. The black lines in figure 5.3e track the upper

and lower peaks of the calculated loss function. With increasing F1, the splitting

between the upper and lower reflectivity edges increases as expected for strong
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Figure 5.4: Analytically modelled reflectivity for LSCO-MM keeping oscillator pa-
rameters constant with temperature. a-b) Effective medium theory calculation of
reflectivity (a) and loss function (b) as a function of temperature, keeping the MRA
parameters constant with temperature, using the bare tape parameters in table
5.1. The lower edge in reflectivity and lower peak in loss function are still present
and follow JPM temperature dependence. The upper peak is beyond 2.5THz, the
measurement bandwidth used in THz experiments. c-d) Effective medium theory
calculation of reflectivity (c) and loss function (d) as a function of temperature,
keeping the MRA parameters constant with temperature, using the 10K 9µm tape
parameters in the first line of table 5.2. The lower edge in reflectivity and both
lower and upper peaks in loss function are still present and follow JPR temperature
dependence.
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light-matter coupling. This further clarifies that oscillator-JPM coupling yields

longitudinal upper and lower polaritons where the magnitude of the splitting is

largely determined influenced by F1. The horizontal black curve is the value of

F1 that matches the frequency of the reflectivity minimum in figure 5.3d to the

minimum in the experimental reflectivity, which will be shown in figure 5.5f. It is

also true that the strength of the asymmetric resonance, F2 also determines the

lower polariton frequency as it is also coupled to the JPM. However, since it has

a much smaller oscillator strength, it’s effect on the lower SCP is not as strong as

the dipole resonance, so we have focused on that here.

In the absence of this analysis, it could be tempting to relate the coupling

induced redshift of the lower polariton (at a given temperature, compared to the

bare ωJPM) to a modification of the condensate density (as occurs for the bare JPM

with temperature). However, this analysis shows that the renormalization of the

polariton compared to the bare JPM is from the electromagnetic coupling of the

JPM to the metamaterials oscillators and the resultant change of the zero-crossing

of the effective dielectric function, and does not arise from any weakening of the

superconductivity or oscillator induced change of the superfluid density. This is

an important result that highlights that any actual modification of the condensate

will have to be disentangled from the electrodynamics that arise from polaritonic

coupling. For example, a modification of the condensate density would manifest as

a clear change of the superconducting transition temperature. We note that figure

5.3 a) – c) was presented to provide some insight into the coupling. However, it is

a severe approximation, so we next consider an analytical multilayer model which

will more accurately capture the MRA-JPM coupling.

We now present realistic analytical calculations treating MRAs as a layer on

top of the c-axis LSCO as in the experiment (see Fig. 5.3e). To be specific,

the MRA is taken as a 9.4µm thick planar array of lorentzian oscillators on top

of the bulk LSCO, with the following dielectric function in equation 5.1. The

reflectivity is then analytically calculated using the following Fresnel equations for

the multilayered system, which includes multiple reflections inside of the MRA

(but not in the thick LSCO crystal).
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r =
rair,MM + rMM,LSCOe

i2δ

1 + rair,MM ∗ rMM,LSCOei2δ
(5.3)

δ = 2πd
√
ϵMMω/c (5.4)

where rair,MM and rMM,LSCO are the Fresnel reflection coefficients for the air-MM

and MM-LSCO interfaces respectively, d is the thickness of the MRA, and c is

the speed of light. As previously mentioned, the MRA oscillator parameters when

the MRA is placed on the LSCO crystal are varied to match the frequencies of

key features in the analytically calculated reflectivity with the experiment, which

will be shown in figure 5.5. Specifically the lower polariton frequency and the

peak-dip feature related to the asymmetric resonance, which will be shown below.

The results of this interference theory calculation for reflectivity as a function of

temperature are shown in 5.3d. There is a clear reflectivity edge that redshifts

with increasing temperature consistent with the effective medium model and the

associated lower polariton peak. At 10K this is at 1.15THz, redshifed by 550GHz

from the bare JPM frequency. Additionally there is a peak-dip feature whose fre-

quency is nearly temperature independent at ∼1.5THz, as indicated by a green

star in figure 5.3d. This feature is at the transverse frequency of the asymmetric

resonance, ωMM1. However, the reflectivity edge with similar temperature depen-

dence corresponding to the upper polariton is much broader, and doesn’t show the

same clear temperature dependence as the effective medium model in Fig. 5.3a.

Finally, Fig. 5.3f shows the calculated reflectivity for the layered model as a func-

tion of coupling strength F1, where the effective lower polariton edge shifts to lower

frequencies compared to the bare JPM as the coupling strength is increased. This

is the dark blue curve in the 2d plot in Fig. 5.3f that shifts from ∼1.4THz to

1THz as F1 is increased. The black horizontal curve is the value of the coupling

strength F1 that gives the same lower polariton frequency as seen in experiment,

which will be discussed next. However, as the coupling strength is increased the

upper edge in reflectivity broadens and becomes ill-defined. This is in contrast

to the effective medium calculation, where the upper polariton is also seen as a
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sharp edge splitting from the lower polariton. In short, these calculations reveal

that the lower reflectivity edge corresponds to the lower polariton and serves as

the observable for the coupling in this MRA-LSCO structure. Additionally, for

the multilayered calculation, a calculated loss function is not shown as the model

is not characterized by a single dielectric function, thus making the extraction of

a single loss function invalid.

With the understanding afforded by the simulations and analysis above, We

now turn to the experimental data, shown in figure 5.5. For comparison, the

reflectivity of the bare LSCO crystal is replotted in Fig. 5.5a,d. The JPM-edge

redshifts with increasing temperature as the superfluid density decreases. The

data is also shown as a 2-d color plot, and the JPM-edge can be seen as the change

from the gold (high-reflectivity) to the blue (low reflectivity). The JPM frequency

corresponds to the reflectivity edge. That is, the change between high and low

reflectivity which is explicitly marked by a black curve (same fit as in Fig. 5.1b for

clarity). The order parameter behavior can be seen as the gold wedge-like feature

of high reflectivity, which becomes smaller as temperature is increased (going up

the y-axis).

The experimental reflectivity for the MMTP with the metamaterial array 200

nm from the LSCO surface is shown in Fig. 5.5b,e. A similar edge in the reflectivity

( 1.1 THz at 10K) is evident and redshifts with increasing temperature as does

the bare JPM. From the discussion and analysis associated with Fig. 5.3, it is

clear that this is the lower superconducting polariton (SCP). The SCP edge is

at a highly renormalized frequency compared to the bare JPM. For example, at

10K, the bare JPM frequency is 1.7 THz while the SCP is at 1.1 THz. This is a

shift of ∼30% of the bare JPM frequency. Some of the reflectivity curves of the

LSCO-MM samples exhibit R slightly larger than 1 at low frequencies, attributed

to imperfect referencing. The reflectivity shown here is normalized to one for the

highest value measured. The trend with temperature is again captured in the

2-d plot of reflectivity shown in 5.5b. Similar to the bare crystal the reflectivity

edge shows the change from high reflectivity to low reflectivity as a function of

frequency, and this maps a gold wedge-like feature in the 2-d plot. However for the
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MM-LSCO sample this reflectivity edge is at a highly redshifted frequency, and the

gold region of high reflectivity, although showing similar temperature dependence

(along the y-axis), is much smaller. Finally, the reflectivity of Fig. 5.5e has a

local maximum at ∼1.6THz, decreasing gradually at higher frequencies. This is

related to the dipole resonance, as seen in the multilayer reflectivity calculated in

Fig. 5.3d. It should be noted, however, that this maximum in the reflectivity is

very broad and is also present at 40K (black curve of Fig. 5.5e). The frequency

of the dipole resonance is however clearly shifted compared to the bare tape. The

dipole resonance has a transverse frequency of 2.2THz for the bare tape versus

1.6THz when the resonators are 200nm from the LSCO surface. However, the

resonance is very broad and this maximum in the reflectivity does not have the

strong temperature dependence that the lower polariton has. This is also captured

by the analytical calculations of figure 5.3d. Thus the observation of the lower-

polariton edge feature at a highly renormalized frequency compared to the bare

JPM is the experimental signature of strong light-matter coupling in this system.

Figure 5.5c,f shows the experimental reflectivity for the LSCO-MM sample

with the metamaterial array 9µm from the LSCO surface. The lower SCP is

again clearly evident and exhibits the same redshift with increasing temperature.

It should be noted that the distance between the metamaterial structures and

the LSCO surface is varied by a factor of ∼40 between the ∼9µm and 200nm

tapes. Even when the oscillators are further away the demonstration of coupling

to the JPM is evident from the shifting of polariton with temperature and the

renormalized reflectivity edge (∼1.2 THz at 10K). As with the 200nm spacing,

the upper polariton is very broad without a strong temperature dependence, in

accordance with the analytical multilayer calculations in 5.3d. The 9µm reflectivity

also clearly shows the peak-dip feature of the asymmetric resonance, at ∼1.45THz

for all temperatures below Tc. The feature is also at a slightly but noticeably higher

frequency at 40K compared to all temperatures below Tc. This is indicative that

not only is there a shift of the resonance due to the dielectric constant of LSCO,

which is present at 40K, but also near-field coupling (interlayer capacitance and

inductance), which will be most relevant when the LSCO has a metallic response,

91



1 1.5 2 2.5

Frequency [THz]

0

0.2

0.4

0.6

0.8

1

R
e

fl
e

c
ti

v
it

y

10K

20K

27K

30K

32K

33K

40K

1 1.5 2 2.5

Frequency [THz]

0

0.2

0.4

0.6

0.8

1

R
e

fl
e

c
ti

v
it

y

10K

20K

27K

30K

32K

33K

40K

1 1.5 2 2.5

Frequency [THz]

0

0.2

0.4

0.6

0.8

1

R
e

fl
e

c
ti

v
it

y

10K

20K

27K

30K

32K

33K

40K

1 1.5 2 2.5

Frequency [THz]

0

0.2

0.4

0.6

0.8

1

R
e

fl
e

c
ti

v
it

y

10K

20K

27K

30K

32K

33K

40K

1 1.5 2 2.5

Frequency [THz]

0

0.2

0.4

0.6

0.8

1

R
e

fl
e

c
ti

v
it

y

10K

20K

27K

30K

32K

33

40K

1 1.5 2 2.5

Frequency [THz]

0

0.2

0.4

0.6

0.8

1

R
e

fl
e

c
ti

v
it

y

10K

20K

27K

30K

32K

33K

40K

a)

d)

g) h) i)

b) c)

f)e)

Figure 5.5: Experimental results and full-wave simulations for LSCO-MM reflec-
tivity. a-c) 2-d color plot to show trends of experimental THz reflectivity as a
function of temperature for a) bare LSCO crystal, b) 200nm MM-tape on LSCO
and c) 9µm MM-tape on LSCO. d-f) Individual experimental reflectivity curves
for d) bare LSCO crystal, e) 200nm MM-tape on LSCO and f) 9µm MM-tape on
LSCO. g-i) Full-wave simulation results for reflectivity of g) bare LSCO crystal, g)
200nm MM-tape on LSCO and i) 9µm MM-tape on LSCO.
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in the superconducting state[?].

The previously shown analytical models of the LSCO-MM system are helpful

in creating intuition for the JPM-MRA coupling, but they are phenomenological

in nature. In addition to this, full-wave electromagnetic simulations of the LSCO-

MM samples were performed. The gold resonator geometry of the MRA is shown

in figure 5.2c, with its structural parameters. One unit cell of the resonator in a

9.4µm thick polyimide film places on top of bulk LSCO was then simulated with

full-wave electromagnetic simulations. The LSCO dielectric function used was ex-

tracted from the experimental reflectivity in figure 5.1a. The full-wave simulation

results are shown in figure 5.5g-i. First, the simulated bare crystal reflectivity

is shown in figure 5.5g. Full-wave simulations of the LSCO-MM samples for the

200nm and 9µm MRAs are shown in panels h and i, respectively. Figure 5.5h cap-

tures the qualitative features of the 200nm experimental data, namely the lower

polariton that redshifts with increasing temperature, the weak feature of the asym-

metric resonance, and a broad hump at higher frequencies. The simulations of the

9µm reflectivity in panel i also show the lower polariton feature and the asymmet-

ric resonance, except for at 40K. Both the 200nm and 9µm simulations do have

an additional sharp dip in the reflectivity, at 2.25THz for the 200nm sample and

slightly above 2.5THz for the 9µm sample that is not present in the experiment. It

should be noted that inhomogeneous broadening due spatial variations in the meta-

material parameters can cause features in the experimental reflectivity to broaden

compared to the simulations, which use a perfect periodic array based on identical

unit cells. The full-wave simulations also match the trends with temperature of

how deep the reflectivity minimum of the lower polariton is, for the 200nm sample

the reflectivity minimum is deepest at 10K and increases with increasing temper-

ature. On the other hand the 9µm sample has the lowest reflectivity minimum at

30K, with the minimum less deep for both higher and lower temperatures.

The experimental data and full-wave simulations show some clear similarities

between the 200nm and 9µm LSCO-MM samples. Both show the lower polariton

with JPM-like temperature dependence, and the broad feature at higher frequen-

cies. The lower polariton is at lower frequencies for the 200nm sample, indicative of
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Table 5.3: Table of MM oscillator parameters for 200nm MRA.

T ω1[THz] γ1[THz] F1[THz
2] ω2[THz] γ1[THz] F2[THz]

10 1.6 0.4 15 1.3 0.2 1.5
20 1.6 0.4 15 1.2 0.25 1.7
27 1.475 0.4 15 1.1 0.35 1.35
30 1.475 0.4 15 1.05 0.35 1.35
32 1.475 0.4 15 1.05 0.35 1.25
33 1.475 0.4 12 1.05 0.35 1.35
40 1.425 0.4 10 1.05 0.35 0.5

stronger coupling compared to the 9µm sample. There are however some qualita-

tive differences in their behavior, specifically looking at the asymmetric mode. The

peak-dip feature associated with the asymmetric mode can be seen at ∼1.45THz

in the experimental reflectivity of figure 5.5f. This frequency of this feature is tem-

perature independent for all measured temperatures below Tc. This is in contrast

to the 200nm data, which does show some of this peak-dip feature as a shoulder

in the 10K reflectivity at 1.3THz. This feature is still slightly present, but no-

ticeably weaker and at a slightly lower frequency for the 20K reflectivity in figure

5.5e. This feature can be captured in both the effective medium and multilayer

modelling of the reflectivity as well by a change in the frequency of the asymmetric

resonance frequency (the sharp, small oscillator strength resonance). The results

of these analytical calculations, to match the behavior of the asymmetric resonance

for the 200nm sample, are shown in figure 5.6. As a reminder, the previous ana-

lytical calcualtions in figure 5.3 are for parameters to match the behavior of the

9µm sample. The MRA oscillator parameters are shown in table 5.3. It should

be noted that both the dipole and asymmetric resonances are redshifted not only

compared to the bare tape, but also the 9µm MRA parameters in table 5.2. This

is not unexpected since the gold resonators are closer to the LSCO surface for the

200nm MRA sample, which would increase both the dielectric shift and near-field

coupling of the resonators with the LSCO surface.
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Figure 5.6: Reflectivity Calculations for 200nm LSCO-MM Parameters. a) Single-
medium reflectivity as a function of temperature calculated using equation 5.2
with parameters in table 5.3. b) 2-d color plot of Single-medium reflectivity as a
function of dipole oscillator strength F1. c) Multilayer reflectivity as a function
of temperature calculated using equation 5.3 with parameters in table 5.3 for the
MRA. d) 2-d color plot of Multilayer reflectivity as a function of dipole oscillator
strength F1.
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5.5 Conclusion

The modeling presented above shows that very large shifts to the effective lon-

gitudinal response of the SC-MM system can be achieved with classical electromag-

netic coupling. Although it does not correspond to a fundamental change to the

quantum phase, such as a change to the superfluid density or critical temperature,

achieving this does prime the system in the desired direction towards modification

of superconductivity. It could be possible to explain the shift of resonances using

a quantum model, such as in [93], however it should be noted that simply using

optical measurements such as reflectivity do not necessitate a quantum model, and

it is classical electromagnetic calculations that are able to explain the large split-

ting seen in the resonances in reflectivity. This demonstrates that although a large

Rabi-splitting is indicative of strong or ultra-strong light matter coupling, a change

to the properties of the quantum phase or other non-classical-electromagentic ef-

fects such as radiative transitions or vacuum Bloch-Siegert Shift are needed to

show effects of vacuum fluctuations or quantum coupling is achieved[112, 113].

In this work the interaction between MM structures and the JPM in LSCO

was investigated with THz reflection spectroscopy. Measurements as a function

of temperature and modelling of the response both demonstrate coupling between

the JPM and MM resonances. Models were developed to explain how the lower

SCP seen in reflectivity is fully indicative of the strong coupling of the system,

and that the edges in reflectivity show a shift to the longitudinal excitations of

the system. By looking at MM-tape systems, which allow the MM-LSCO distance

to be varied, stronger coupling was acheived when the gold MM resonators were

closer to the LSCO surface, 200nm compared to 9µm. This work experimentally

demonstrates coupling between a cavity-like MM resonance and the collective mode

of a quantum material, and identifies the observables for coupling in this kind

of system. It also shows the ability to have a light-matter-cavity type system

using a replaceable metamaterial tape as the cavity system, allowing multiple

cavity-resonator-structures to be used with the same single-crystal sample. Further

work and design optimization could result in stronger coupling thereby modify the

superconducting state, or realizing some of the nontrivial, nonlinear light-matter
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coupling effects [19-20]. However, considerable care will be required to extract true

modification of the quantum phase from electrodynamic coupling.
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Chapter 6

Photoinduced Insulator-to-Metal

Transition in Ca2RuO4 Thin Films

6.1 Introduction

Transition metal oxides host a wide variety of quantum phases, and many of

these, such as Mott insulators, superconductivity, orbital order, and exotic mag-

netism, manifest in the ruthenates [17]. Ultrafast pump-probe techniques give new

ways to study these phases, as well as control them[4]. Calcium ruthenate Ca2RuO4

is an example of a material of interest due to the sensitivity the insulating state has

to external stimuli, orbital order and its relation to Sr2RuO4, a non-cuprate tran-

sition metal oxide superconductor [114]. Previous ultrafast measurements on this

material have studied orbital transitions, Keldysh-crossover physics, and quadrupo-

lar order [115, 116, 117]. However, all of these experiments have been at fluence

and temperature regimes away from the insulator-to-metal transition (IMT), which

occurs at ∼357K for bulk crystals [18, 19]. This transition occurs along with a

structural transition, and when the transition is cycled many times for a sample,

structural defects form and damage the sample [20]. This makes ultrafast studies

of the IMT difficult, as the photoinduced IMT can also drive the material through

the structural transition. One way that this material can be made more stable

to cycling through the transition is to grow it as a thin film on a substrate [118].
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Ca2RuO4 (CRO) grown on LaAlO3 (LAO) has an insulator-to-metal transition at

220K, lower than in bulk crystals, and an antiferromagnetic transition at 150K,

higher than the bulk crystal transition at 110K [118, 18, 26, 119].

In addition to gaining insight into Ca2RuO4, this material is another platform

to study first-order photoinduced IMT dynamics. Previous studies on the photoin-

duced IMT in VO2, V2O3, and NdNiO3 have shown manifestations of the first-order

nature of the phase transition in their dynamics. In particular, the percolation of

a new phase in the background of another [120, 11]. However there are distinct

differences in the dynamics of these materials, and Ca2RuO4 is another material

that has distinct dynamics from these, adding to the library of strongly-correlated

IMTs that have been studied with ultrafast techniques [120, 11, 121].

In this work, we study the photoinduced IMT in Ca2RuO4 by performing

800nm-pump, THz probe measurements. We study thin films of Ca2RuO4 grown

on LAO over a range of temperatures below the IMT temperature, focusing on

high-fluence measurements where the film is driven through the IMT by the pump.

They measured dynamics include relatively fast switching into the metallic state,

followed by relaxation back into the insulating state indicative of nucleation and

growth of insulating domains, a hallmark of a first-order phase transition.

6.2 Methods and Sample

The sample studied here is a 25-nm thin film of Ca2RuO4 grown on LaAlO3.

It has an insulator-to-metal transition between 200-220K, which corresponds to

a drop in resistivity with hysteresis, indicative of a first-order phase transition.

Along with the change from insulator to metal, the transition also involves a struc-

tural transition that preserves the PBCA symmetry, from a short c-axis (S-PBCA)

structure to a long c-axis (L-PBCA) structure, as measured with x-ray diffraction

[18].

THz is an ideal probe for how metallic a sample is, as it involves very low

energy scales, as close as is possible to measuring DC-like conductivity on ultra-

fast timescales. Here we measure optical-pump, THz probe dynamics using 100fs,
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Figure 6.1: From [27] a) Schematic crystal structure of Ca2RuO4, as well as orbital
configuration in the insulating short c-axis (S-PBCA) phase and long c-axis (L-
PBCA) phase. b) Resistance of Ca2RuO4 sample measured with two different
orientations and spots on the sample. TIMT is the minimum in resistance, occurring
at 200K for bridge 1 and 220K for bridge 2.

800nm pump pulses, and THz probe pulses generated via optical rectification in

ZnTe, with a bandwidth of 1-10meV. The experiment is performed in a reflection

geometry, with a continuous flow cryostat cooled with liquid nitrogen in a vacuum

THz box. The THz gate pulse and 800nm pump pulse are each on their own delay

stage, so that they can be moved independently, giving the ability to measure THz

”1d scans” where the gate is fixed and the pump is varied, and to do 2-d ”spec-

troscopy scans” where the gate-pump time is kept fixed and the THz is scanned,

so look at changes to the reflected THz pulse over the whole probe bandwidth at

fixed pump time.

6.3 Dynamics

We can first examine in detail the OPTP dynamics at a representative tempera-

ture far below the transition (TIMT ) pumped with high fluence. Figure 6.2a shows

a 1-d pump-probe scan at a base temperature of 130K with an 800nm pump fluence

of 11.6mJ/cm2. The dynamics exhibit three distinct regimes, colored red, green,

and blue in fig 6.2a. First, there is a rapid, ∼ 8ps rise, shown in red. This relatively

fast rise in the reflectivity can be understood as the destruction of the insulating
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state by the pump, driving the sample area into the higher-temperature, metallic

phase. We note that the measure rise time is longer than the time-resolution of the

OPTP experiment is (as compared to measurements of GaAs on the same system).

This fast rise in the signal and quenching of the insulating state can already be

compared to some similar insulator-to-metal transition compounds. For example,

VO2 has a rise time of hundreds of picoseconds. This can be understood as the

rise time being limited by the speed at which metallic regions can nucleate and

grow in the background insulating state. On the other hand, NdNiO3, another

IMT compound, shows a ∼ 1ps rise time, faster than Ca2RuO4. This timescale in

NdNiO3 is on the order of that of electron-phonon thermalization. So in total for

the initial rise of the signal, Ca2RuO4 sits closer to NdNiO3, so the quench of the

insulating state does not appear to be limited by nucleation and growth of metallic

domains.

After the initial rise, there is a second, ∼100ps rise time, shown in green in

fig 6.2a. This long rise in the signal can be associated with the pump causing the

sample temperature to overshoot TIMT , where the conductivity is highest, and

relaxing back towards TIMT . If the pump fluence is high enough, not only can the

insulating state be fully quenched, but the temperature after the initial rise will be

higher than the IMT temperature. As can be seen in figure 6.1b, as temperature

is increased above TIMT , the resistance increases. This is consistent with the fact

that the scattering rate in metals generally increases with increasing temperature,

decreasing the conductivity. After being pumped to a temperature above TIMT ,

the sample will relax back to the lower equilibrium temperature (for example as

energy diffuses out of the pump spot) leading to an increase in conductivity and a

corresponding rise in the reflectivity.

The final part of the dynamics, shown in blue, is the decay of the signal back

towards zero. This occurs with a timescale of hundreds of picoseconds, but is best

contextualized looking at a fit of the dynamics, which is shown in figure 6.2b. The

fit here is given by the following equation:

∆E/E =
1

e−t/tr + 1
(A1 − A2(e

−t/t1 − 1))e−(t−td)/t2 (6.1)
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The first term of this is the initial rise of the signal, with tr as the rise time, which

has a fit value of 1ps. The amplitudes of the ensuing dynamics are given by A1 and

A2, whose values are both kept positive here while their signs in 6.1 are opposite. It

should be noted in this form, a positive coefficient with an exponential corresponds

to a decay of the signal (+A1) while a negative coefficient (−A2) corresponds to

a rise of the signal. From this we can see that t1 corresponds to the longer rise of

the signal, which for this temperature and fluence is ∼ 60ps. Finally, the decay

of the signal is captured by the final term e−(t−td)/t2 . Here td is the time at which

the signal is peaked, which following the previous discussion is when the sample

reaches TIMT . After this it decays with a rate of t2, which for this temperature

and fluence is ∼ 323ps. At td, the relaxation of the sample is not only a decrease

in temperature, but also a change in phase, where insulating domains grow out of

the metallic state, creating an inhomgenous state, since the IMT in Ca2RuO4 is

first order. Similar work on NdNiO3 has shown that relaxation dynamics are well

captured by the Avrami model, which describes nucleation and growth a new phase

in a background of a different phase following a rapid quench. The Avrami model

has been used to successfully describe the dynamics of nucleation and growth of the

metallic phase in the equilibrium insulating background in VO2 and of nucleation

and grown of insulating domains growing in the metallic background during the

relaxation of NdNiO3. The Avrami equation for nucleation and growth of a new

phase is given by the following.

f(t) = 1− e−Ktn (6.2)

where f is the fraction of the new phase, K is the growth rate of the phase, and n is

the Avrami exponent. An Avrami exponent of n = 1 is associated with diffusion-

limited growth, while n = 2 is associated with interface limited growth[122]. The

decay dynamics in NdNiO3 are best fit with a decay of the form e−((t−td)/t2)
2
, with a

corresponding Avrami exponent of 2, consistent with interface limited growth. In

contrast, the dynamics of Ca2RuO4 are best fit by a decay of the form e−((t−td)/t2),

corresponding to an Avrami exponent of 1 which corresponds to diffusion-limited

growth.
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Figure 6.2: OPTP 1d scan of Ca2RuO4 thin film on LAO at 130K with 11.6mJ/cm2

fluence. a) ∆E/E data color coded to show different regimes of the dynamics, as
explained in the text. b) Pump probe data along with a fit to equation 6.1 in the
text.

6.4 Fluence Dependence

The previous interpretation can be further examined by looking at the fluence

dependence of the dynamics. Figure 6.3 shows the 1-d scans for a range of fluences

for six different temperatures. The low fluence dynamics (at all temperautures

except 200K) exhibits a simpler form than described above, consisting of a fast

rise and single exponential decay. This can be interpreted as the dynamics that

occur when the fluence is well below the fluence threshold to drive the full IMT

(i.e. the pumped sample temperature does not go above TIMT ). As the fluence

is increased the non-trivial dynamics described in the previous section start to

emerge. For example, the dynamics at 130K shows single exponential dynamics

for 3.4 and 5.8mJ/cm2, while starting at 6.9 and 8.1mJ/cm2 a bump during the

relaxation ∼ 50ps into the decay starts to emerge. This is consistent with some

fraction of the pumped sample area being driven above the transition temperature.

Thus, the long-rise is present in addition to the decay of energy out of the pumped

area. At the higher fluences of 9.2-11.6mJ/cm2 the long rise time associated with

overshooting the transition temperature, where conductivity is maximum, can be

103



130K

0 200 400 600 800

Time [ps]

0

0.005

0.01

0.015

0.02

0.025

0.03

E
/E

3.4mJ/cm
2

5.8mJ/cm
2

6.9mJ/cm
2

8.1mJ/cm
2

9.2mJ/cm
2

10.5mJ/cm
2

11.6mJ/cm
2

200K

0 200 400 600 800

Time [ps]

0

2

4

6

8

10

12

E
/E

10
-3

3.5mJ/cm
2

6.9mJ/cm
2

9.2mJ/cm
2

11.6mJ/cm
2

80K

0 200 400 600 800

Time [ps]

0

0.005

0.01

0.015

0.02

0.025

0.03

E
/E

3.4mJ/cm
2

5.8mJ/cm
2

6.9mJ/cm
2

8.1mJ/cm
2

9.2mJ/cm
2

10.5mJ/cm
2

11.6mJ/cm
2

110K

0 200 400 600 800

Time [ps]

0

0.005

0.01

0.015

0.02

0.025

0.03

E
/E

3.4mJ/cm
2

5.8mJ/cm
2

6.9mJ/cm
2

8.1mJ/cm
2

9.2mJ/cm
2

10.5mJ/cm
2

11.6mJ/cm
2

155K

0

0.005

0.01

0.015

0.02

0.025

E
/E

3.5mJ/cm
2

4.6mJ/cm
2

5.8mJ/cm
2

6.9mJ/cm
2

8.1mJ/cm
2

9.2mJ/cm
2

10.5mJ/cm
2

11.6mJ/cm
2

0 200 400 600 800

Time [ps]

180K

0 200 400 600 800

Time [ps]

0

5

10

15

E
/E

10
-3

2.3mJ/cm
2

3.4mJ/cm
2

4.7mJ/cm
2

6.9mJ/cm
2

9.2mJ/cm
2

11.6mJ/cm
2

a) b) c)

f)d) e)

Figure 6.3: OPTP 1d scans for a range of fluences for a) 80K, b) 110K, c) 130K,
d) 155K, e) 180K, and f) 200K

seen.

As described above, the long-rise time is associated with overshooting TIMT .

Thus, it is clear that with increasing fluence, this rise-time should increase (i.e., it

will take longer to cool back to TIMT . This is evident for the 130K, 155K, 180K,

and 200K scans. For example the 180K data has the local maximum of the signal

at ∼ 50ps for 6.9mJ/cm2, ∼ 150ps for 9.2mJ/cm2, and ∼ 200ps for 11.6mJ/cm2.

For 80K and 110K the long rise time is only fully present at the highest fluences

used. However, the clear bump in the exponential decay indicative of some of

the pumped area being driven through the transition is present for both of these

temperatures.

104



6.5 Temperature Dependence

The interpretation of the dynamics in terms of driving through and overshoot-

ing the insulator-to-metal transition and observing the decay back through the

transition also has a clear prediction for the temperature dependence. As the base

sample temperature is raised (keeping fluence constant) the long rise time of the

sample will increase, since the same amount of energy will get the sample to a

higher final temperature. Direct comparisons of a wide range of temperatures for

two fluences are shown in figure 6.4. Looking at figure 6.4a, the higher fluence,

we can see a clear increase in the long rise time of the sample as temperature is

increased.

In addition to this relationship between sample temperature and rise time,

there is another clear observation that can be seen with the temperature depen-

dence of the 10.5mJ/cm2 data. As the temperature is raised the maximum of the

signal, which is the maximum increase in reflectivity during the scan, shows a clear

decrease. This is consistent with the base conductivity having an increase over a

broad temperature range below the transition temperature. Based on the pump

probe signal, 80K and 120K are nearly the same in magnitude, indicating that the

conductivity has at least somewhat saturated to it’s low-temperature value. Based

on the above interpretation of the results, the maximum of the photoinduced re-

flectivity change is when the sample is at the IMT transition temperature. The

maximum of the photoinduced reflectivity change decreasing at higher base tem-

peratures is consistent with a significant increase in the equilibrium conductivity

of the sample with temperature. Signatures of this have been seen, for example

in VO2 [120], although only over a very narrow temperature range, (within ∼15o

of the transition temperature). In Ca2RuO4 on the other hand, this decrease in

the maximum conductivity increase exists for ∼ 100K below the transition. This

is also reflected in the equilibrium DC conductivity as well (inverse of resistiv-

ity in Fig. 2.4b). The existence of finite conductivity over a broad temperature

range below the transition temperature is likely related to disorder in the sample.

Specifically, the substrate LaAlO3 generally hosts twin domains in crystal samples.

Since the structure of the Ca2RuO4 is tied to that of the substrate, it also inherits
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the nano and mesoscale domain texture of the substrate. Direct measurements

of conductivity with the spatial resolution to look at the spatial configuration of

conductivity in this material at temperatures below the transition have only been

performed on doped single crystals [123], and insulator-metal phase coexistence is

only observed over a narrow temperature range (∼5K). Spatially resolved measure-

ments of the c-axis lattice parameters have however been performed on Ca2RuO4

on LaAlO3 [124]. Domains of long-and short c-axis were observed down to 100K,

and as described in the introduction and figure 2.4 the insulator to metal transition

in the electronic configuration is accompanied by a structural transition from one

with a short c-axis to a long c-axis [124]. It should be noted however that this is

not a direct measurement of the metallic and insulating volume fractions since this

is a measurement of the lattice parameters, but they are indicative and consistent

with finite conductivity at temperatures far below the transition temperature.

6.6 Conclusion

In summary, we have studied the photoinduced insulator-to-metal transition in

Ca2RuO4 with 800nm-pump, THz probe spectroscopy. We observe a fast (but not

resolution limited) ∼10ps switch into the metallic state, followed by a longer rise

in the reflectivity increase associated with cooling back to the maximum in con-

ductivity at TIMT . The relaxation back into the insulating state is well captured

by a fit to the dynamics based on the Avrami model with diffusion limited growth.

This interpretation of the dynamics is corroborated by the fluence and temperature

dependence of the dynamics. The decrease of the maximum reflectivity increase

with increasing temperature also indicates finite conductivity over a wide tem-

perature range, ∼100K below the transition, which is not observed over such a

wide range in similar materials, such as VO2, V2O3, and NdNiO3 [120, 121, 11].

The ability to study the photoinduced IMT in Ca2RuO4 is enabled by studying

a thin-film. Our work serves as another manifestation of nucleation and growth

dynamics in a photoinduced insulator-to-metal transition, as well as characterizing

the switching speed and relaxation on ultrafast timescales, which are necessary for
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fast computing and electronic switching applications. Additionally, the study of

the photoinduced IMT with optical pump is the first step to ultrafast studies of this

material’s IMT, which up to now has been avoided in other studies due to sample

instability [20, 115, 116, 117]. Recent work on Ca2RuO4 on LaAlO3 using optical

pump, x-ray diffraction probe, has established some signatures of a non-thermal

state when pumped with intense optical pulses [27]. Specifically, this experiment

focused on a Bragg peak that was sensitive to the c-axis lattice parameter and

pumped it with fluences up to 50mJ/cm2. First, the rise time of the pump-probe

diffraction signal is faster than the THz signal, indicating that the lattice actually

changes faster than the increase in metallicity. Second, The c-axis lattice constant

and intensity of the photoinduced state do not follow that of equilibrium mea-

surements. Specifically, the growth of the c-axis in the photoinduced state (which

does occur during the structural transition that occurs along with the IMT) is

larger than what is measured in equilibrium for the given increase in intensity of

the Bragg peak. The combination of the time resolved x-ray and THz measure-

ments show that for a very short time early in the dynamics the sample undergoes

structural changes before the electronic transition has been driven. However even

at longer times, when the sample is in the photoinduced metallic state, the c-axis

still does not follow the equilibrium structural parameters. Further measurements

could work to gain more complete information of both the electronic and structural

properties of the photoinduced state, as well as look into other ways of driving this

transition, such as with lower frequency pump pulses.

6.7 Acknowledgements

Chapter 6 is in full a reprint of the material being prepared for submission.

Kaj, Kelson; Verma, Anita; Ramaprasad, Varun, Nair, Hari P.; Schlom, Darrel

G.; Shen, Kyle M.; Singer, Andrej; and Averitt, Richard D. In Preparation. The

dissertation author was the primary investigator and first author of the paper.

108



Chapter 7

Conclusion and Future Directions

I will first discuss future directions for the three lines of research outlined in

chapters 4-6 of this thesis. Instead of repeating the conclusions reached for each of

the projects completed in this thesis, I will give an overall conclusion to the sum

of research completed in this thesis.

The THz high-harmonic generation on LSCO project joins the growing set of

THz nonlinear optics experiments on cuprates in the last decade. Up to now,

these results are generally interpreted as purely being related to the Josephson

phase mode when measuring parallel to the c-axis of cuprates or purely in terms of

the Higgs mode when measuring in the ab-plane of cuprates [70]. Although there

are no suggestions that the measured c-axis response in our LSCO crystal has any

contributions from the Higgs mode, the theory that explains the non-monotonic

temperature dependence of the third harmonic generation does suggest that the

Josephson phase mode can contribute to THz high-harmonic generation when mea-

suring in the ab plane [75]. This suggests re-examining the purely Higgs-mode

interpretation of some previous experiments[70, 84, 68, 125]. Of specific interest is

that some third harmonic generation is observed at temperatures above the super-

conducting critical temperature[70, 84, 68, 125]. This was suggested to be related

to signs of the Higgs mode in a fluctuating superconducting state above Tc. How-

ever, careful optical conductivity measurements [126] along with the mentioned

theory suggest that a fluctuating superconducting state above Tc can have contri-

butions to third harmonic generation from the phase mode [75]. The point is that
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the phase mode is likely a relevant contribution to THz high-harmonic generation

both when examining c-axis crystals and ab-plane thin films. A future experiment

that would be helpful would be to perform THz third-harmonic generation exper-

iments on an ab-plane oriented sample where the JPM can be seen. This being

possible is contrary to what is expected in thin-film cuprate samples, since the

JPM is a result of Josephson tunneling along the c-axis. However, previous ex-

periments on a thallium based cuprate have shown suggestions of seeing the JPM

in a thin film sample [127, 128, 129], so high-field THz experiments are a natural

experiment to perform here.

The LSCO-MM has demonstrated coupling between the JPM and a MM reso-

nance, and there are some natural follow up experiments. A straightforward line of

research to follow up with is improved metamaterial-unit cell designs in the tape

geometry to shift the Josephson plasmon polariton even further from the bare

crystal JPM value. However, it should be noted that by the calculations shown in

Fig. 5.3d, the tape geometry, where a layer of oscillators are placed on top of a

bulk single crystal, will always obscure the upper polariton. In order to see a more

straightforward splitting of the JPM into upper and lower polaritons, a different

geometry from the tape-on-crystal must be devised. Some MM-cavity designs have

been previously proposed [93] although they are difficult to fabricate. It is also

true that one of the main overall goals of coupling the JPM to a MM or cavity

resonance is to use this to control superconductivity, specifically to raise the crit-

ical temperature. The measurements reported here do not show a change in Tc,

so this is still a goal to worthy of additional investigation. It could be that strong

coupling strengths are needed to achieve this, or that the MM/cavity resonance

must be tuned to a different frequency with respect to the JPM than the reported

experiment (e.g. the low JPM values when LSCO is near Tc). It could also be the

case that the LSCO-MM sample needs to be driven with high-intensity THz light,

as that is a method where calculations of cavity coupling have been proposed to

be able to strengthen superconductivity [93].

The Ca2RuO4 project has demonstrated first-order phase transition dynamics

in the photoinduced phase transition, and is the first ultrafast study of the pho-
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toinduced phase transition in this material. Other previous studies on Ca2RuO4

have had to work in temperature and fluence regimes to avoid this transition since

it causes the crystals to fracture and break apart. Now that the photoinduced

phase transition has been established through direct absorption of optical light,

which has a straightforward interpretation of ultrafast heating of the sample, the

next line of research would be to look at other frequencies of light to induce the

insulator-to-metal transition. Specifically mid-IR and THz light enable access to

phonons, and have also been thought of in a tunneling Keldysh framework to gen-

erate carriers in Ca2RuO4, so the affect these have on a photoinduced insulator

to metal transition can give additional insight into Ca2RuO4 and these excitation

mechanisms. Additionally, other aspects of the first order nature of the insulator

to metal transition can be optimally probed with THz. Specifically, a project I

worked on in a minor role in during this thesis was looking at the effect the in-

homogeneous state that VO2 has during it’s insulator to metal transition has on

a THz metamaterial resonance [12]. Specifically, a large positive increase in the

background THz dielectric constant is needed to explain the observed redshift of

the THz resonance. Although this is interesting, it is true that it occurs over a very

narrow 2K temperature range in VO2. The ultrafast measurements in this thesis

suggest that some remnants of metallic conductivity survive for ∼ 100K below

the transition temperature. This indicates that this large increase to the dielectric

function could manifest over a much wider temperature range in Ca2RuO4 than in

VO2. This motivates THz metamaterial experiments with Ca2RuO4.

In total, this thesis shows three examples of using time-resolved THz techniques

to gain insight into some of the ordered phases of transition metal oxides, further

setting the stage for their control with light and at ultrafast timescales. All three

of these projects also very specifically benefit from the use of THz light, as opposed

to working in another frequency range. For LSCO, the JPM varies from 1.7THz

down to 0 within the superconducting state, so both looking at JPM nonlinearities

and light-matter coupling with the JPM requires working in the THz regime. Ad-

ditionally, for Ca2RuO4, THz light is the frequency range closest to DC that can

be utilized for ultrafast measurements, so it is the most unambiguous probe of the
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ultrafast insulator-to-metal transition. These highlight how the field of ultrafast

studies of quantum materials has reached the maturity where the correct pump

and correct probe can be chosen for a given experiment, instead of being wholly

limited by what can be generated in the lab. There is certainly still progress to be

made, particularly in generating pump pulses that can span the entire THz range

to as high of field strengths needed [43, 44, 45, 46, 130, 131, 132, 133], along with

probing schemes that cover as many types of material excitations as possible.

It should also be noted that the youngest experimental area explored in this

thesis is the coupling of metamaterials with excitations in quantum materials, and

there is a huge set of possibilities for the possible benefits of the incorporation of

quantum materials with metamaterials and cavities. Some key experiments have

already demonstrated the ability of metamaterials to enhance our ability to pump

materials, both to drive photoinduced phase transitions [61] and enhance optical

nonlinearities such as high harmonic generation [134, 135]. The sensing power of

metamaterials can additionally improve our ability to probe the optical properties

of quantum materials [12, 136, 137]. Finally, and perhaps most importantly, there

is a growing body of theoretical literature studying the tantalizing possibility of the

modification of material properties by increasing their coupling strength to light

[138, 139, 90, 93, 37, 140, 141, 142, 143, 144, 145, 146, 147, 148, 149, 150, 151, 152,

153, 154, 155, 156]. Here experiments are still working on catching up, particularly

in the regime of modifying macroscopic quantum phases through coupling to light,

although some initial experiments do seem to be promising [157, 158, 159, 160].
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Appendix A

High-Field THz on LSCO-MM

Although the temperature dependence of the JPM gives the ability to clearly

demonstrate coupling by tuning the JPM frequency, it is true that other properties,

such as quasiparticle contributions which could contribute to damping, also vary

with temperature. Another route to tune the JPM response is to use high-field

THz pulses. Due to the JPM being governed by the Josephson equations, the

application of a large electric field causes a redshift of the JPM, as discussed in

Chapter 3. The high-field THz reflectivity of the LSCO crystal is shown in figure

A.1a, and a clear redshift of the JPM with applied field strength can be seen. The

high-field THz reflectivity of the MM-LSCO systems are shown in Fig. A.1b,c

for the 200nm and 9um tapes, respectively. In both of these cases it can be seen

that the lower polariton feature, 0.5Thz renormalized from the bare JPM, also

shows the same characteristic redshift with applied field strength. This is a further

demonstration of the coupling between the metamaterial resonances and the JPM,

and that the lower polariton seen in reflectivity has mixed JPM-MM resonance

character.
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Figure A.1: a) Experimental high-field terahertz reflectivity measurements of the
bare LSCO crystal. b) Experimental high-field THz of the MRA on LSCO with
the resonators 200nm from the LSCO surface. c) Experimental high-field THz of
the MRA on LSCO with the resonators 9µm from the LSCO surface.
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