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Background: A ∼ 7σ discrepancy in the determination of the proton’s charge radius between muonic hydrogen
spectroscopy verse classic atomic spectroscopy and electron scattering data has become known as the proton
radius puzzle [1]. The extractions from electron scattering data require determination of the slope of the proton’s
charge form factor, Gp

E , in the limit of Q2 → 0. Since the data are limited to finite Q2 and in the absence of the
true functional form of Gp

E , these extractions must introduce some assumption as to a form that will fit the data
and accurately extrapolate to Q2 = 0.

Purpose: The Z-transformation fitting technique purports to be the best choice for this type of extraction due
to the true functional form of Gp

E being mathematically guaranteed to exist within the parameter-space of the
fit function [2]. In this article, we examine the mathematical bias and variances introduced by choosing this
technique as compared to the more traditional Q2 fits to directly test if the Z-transformation is truly a better
technique.

Methods: A selection of Gp
E parameterizations with known fit radius were sampled and fit with in both Q2 and

in the conformal mapping Z parameter. The fit procedure was repeated 5000 times for each functional form at
500 different Q2

max cutoffs (to simulate different experimental acceptances). The average radius from each set of
fits was compared to the input radius to assess the truncation offset and the rms value of the fits is determined
to be the variance. The fits were performed both with the parameters unbound and bound to study the effect of
choosing physically-motivated bounds. The bounds for data fit in Q2 force the polynomial parameters to have
alternating signs as described in Ref. [3]. The bounds for data fit in Z require the polynomial parameters to
satisfy |ak| ≤ 10 as described in Ref. [2]. Additionally, the data are fit with Rational(N,M) functions in Q2 as
used by the PRad collaboration [4, 5].

Results: As expected, the results in both Q2 and Z were poor for unbounded polynomials, with the fits in Q2

showing a rather large bias with a very small variance while the fits in Z had a small bias with a very large variance.
The application of bounds sees the Q2 polynomial results with a reduced, but still meaningful, truncation offset.
The bounded fits in Z result in a smaller, but still large, variance. Thus we find that the transformation simply
causes a trade-off between bias and variance for the polynomial fits. In most cases, fits in Q2 with Rational(N,M)
type functions, as used by the PRad experiment, yielded improved results.

Conclusions: We find that the Z-transformation technique is a useful tool, but not a universal improvement
over fitting in Q2. The “best” technique was dependent on the parameterization being fit and the Q2 range of the
data. Generally, we find a trade-off between bias and variance between the Q2 and Z when the same functional
form is used for both. The fits with a Rational(N,M) function in Q2, provided N and M were both at least 1,
typically provided improved results over other techniques when the data has sufficient Q2 range, but provided
unphysical results when the range was too small. This leads us to conclude that any planned fit should make
use of psuedo data to determine the best basis and functional form for a given data set. In the case of new
experiments, this selection should ideally be done prior to the collection of the data.

I. MOTIVATION

The Proton Radius Puzzle and the recent increase in
available elastic electron-proton scattering data has in-
vigorated discussions into the best methodology for ana-

∗ TJHague@gmail.com
† doug@jlab.org

lyzing elastic scattering data to extract the proton elec-
tric form factor, GpE . The Proton Radius Puzzle refers
to a ∼ 7σ disagreement in the proton rms charge ra-

dius,
√〈

r2p
〉

(written as rp onward), when measured with

a new muonic hydrogen spectroscopy technique versus
conventional measurement techniques (atomic hydrogen
spectroscopy and e− p scattering).

Of particular note is the discussion surrounding the
technique for extracting rp from e − p data, as it often
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requires one to make model-dependent analysis choices
that affect the final result [3]. In the case where a theo-
retical model, such as [6], is not used, the most impactful
choice is that of the GpE fit function and any constraints
on that function.

As has been shown numerous times [7, 8], the conven-
tional definition of the proton’s charge radius is simply:

rp ≡
√
−6

∂GpE (Q2)

∂Q2

∣∣∣∣
Q2=0

(1)

The implication here is that GpE must be fit with some
functional form and then extrapolated to Q2 = 0 to de-
termine the slope as it approaches the limit. This has
proven to be a challenge, as the true functional form of
GpE is not known. As such, the form chosen must be suf-
ficiently flexible so as to contain the true value within its
parameter-space as well as robust enough to not diverge
rapidly outside of the region of fitted data.

One such method that has seen increased use is the so-
called Z-transformation [2]. In this scheme, a conformal
mapping of the negative four-momentum transfer, Q2,
range to a unit circle is utilized. This mapping is done
with the formalism:

Z (t, tcut, t0) =

√
tcut − t−

√
tcut − t0√

tcut − t+
√
tcut − t0

(2)

where t = q2 = −Q2, tcut is the highest mapped Q2

value, and t0 is a free parameter.
The use of the Z-transformation is well-motivated.

This method is the standard tool for meson transition
form factor studies. By applying this mapping with a
cut below the two-pion production threshold, the form
factor is restricted to the region of analyticity (i.e. it
can be represented by a convergent power series). This
implies that with a sufficient number parameters the un-
certainty from truncating a power series fit can be min-
imized, while still arriving at a function with sufficient
predictive power. In all, it is an enticing choice that has
been used in a large number of analyses [9–13].

When fitting Z-transformed data, Eq. 1 must be ad-
justed to accommodate this coordinate transform:

rp ≡
√
−6

∂GpE (Z)

∂Z
· ∂Z (−Q2, tcut, t0)

∂Q2

∣∣∣∣
Q2=0

(3)

However, this method is not without it’s draw-
backs [14]. Namely, by nature of design, while the true
form factor exists within this parameter-space, so do
many incorrect form factor parameterizations that can
create local χ2 minima in the fitting routine. One posited
solution to this is the use of physically motivated con-
straints on the power series coefficients ([2] suggests using
|ak| ≤ 10). The use of these constraints, while conserva-
tive, introduces a model-dependence to the fit. Model-
dependence, in and of itself, is not problematic; con-
straints placed on typical form factor polynomial fit (or

any other commonly used functions) are model assump-
tions on the shape and behavior of the form factor. This
is only to say that one must take care and be aware of
the ramifications of model inputs.

Here, we aim study the power of this technique to accu-
rately measure the proton charge radius relative to that
of other techniques. We acknowledge that the Ref. [2]
posit that trial fits of model data are problematic, as
models have to make assumptions on the behavior of
the form factor. However, we argue that by studying
the technique with several models the affects of these as-
sumptions can be mitigated and a better understanding
of the technique can be realized.

II. METHOD

In this study we closely follow the methodology of
Ref. [15]. To test the robustness of the Z transforma-
tion, we generate GpE psuedodata from parameterizations
with a known radius. These psuedodata are then ana-
lyzed several fit functions both in Q2 and transformed
to Z. This technique allow us to assess the sensitivity
of the Z conformal mapping to the input and statistical
fluctuations of data. For this study, we use 6 different
parameterizations of GpE as generators:

• Alarcón, Higinbotham, Weiss, and Ye (AW) fit [6],
a parameterization in terms of radius-independent
and -dependent parts (rp = 0.844fm)

• Arrington, Melnitchouk, and Tjon (AMT) fit [16],
a rational(3,5) parameterization (rp = 0.878fm)

• Arrington fit [17], an inverse-polynomial fit (rp =
0.829fm)

• Bernauer fit [18], a 10th-order polynomial fit (rp =
0.887fm)

• Standard dipole fit (rp = 0.811fm)

• Kelly fit [19], a rational(1,3) fit (rp = 0.863fm)

Each of these parameterizations are used to generate
equally spaced (in Q2) values of GpE and apply an un-
certainty of 0.2% to each point, corresponding to a 0.4%
uncertainty on the measured cross section. These psue-
dodata begin at Q2

min = 0.004 GeV2 and are spaced every
0.001 GeV2 up to a variable cutoff Q2

max. Q2
max is varied

by adding a single data point at a time up to a total of
500 points (that is, 0.005 to 0.504 GeV2). At each Q2

max

value, 5000 data sets are generated for each parameter-
ization where each data point is smeared by a normal
distribution with a standard deviation equal to the 0.2%
uncertainty on the point.

Each data set is fit with polynomials of increasing or-
der, n = 1 . . . 4, as defined by

f
(
Q2
)

= p0 ×
[

1 +
n∑

i=1

pi
(
Q2
)i
]

(4)
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where p0 is a normalization term. By examining Eqs. 1
and 4, the radius is then extracted as rp =

√−6p1. We
also explore applying bounds to the fitting parameters
and the use of Rational(N,M)-type functions as used in
the recent PRad analysis [5]. For each of the 5000 fits
done with each polynomial at each Q2

max point, the ex-
tracted radius, rp, and χ2 are recorded. The final radius
from each polynomial at each Q2

max point is treated to be
the radius extracted from the mean slope of all fits and
the uncertainty of the slope is taken to be the standard
deviation of the slopes fitted and then propagated to the
mean extracted radius. Additionally, to assess the power
of the fitting techniques, at each Q2

max point we calculate
the Mean Squared Error as

MSE = bias2 + σ2. (5)

Each of these data sets is then transformed from Q2

to Z using Eq. 2. For this work, we set tcut = 4m2
π,

where mπ is the charged pion mass, to restrict data be-
low the two-pion production threshold and t0 = 0. These
values were chosen to match the values that were used
in the proof-of-concept performed in Ref. [2]. The Z-
transformed data is then fit with polynomials of increas-
ing order, n = 1 . . . 4 (analogous to Eq. 4 with Q2 re-
placed by Z). This functional form, along with this choice

of t0, allows us to write Eq. 3 as rp =
√
−1.5p1/tcut.

These Q2 and Z-transformed data are then refit with
a polynomial but with added bounds to constrain the
fits. In each of these, prescribed bounds from literature
are followed for the Q2 [3] and Z [2] data. As the Z-
transformation dramatically changes the shape of the GpE
data so that bounds for data in Q2 are not applicable
to Z-transformed data and vice versa. This means that
the bounds applied to fits in Q2 and fits in Z are not
equivalent to each other. However, the authors assert
that the most fair method is to compare unbound fits to
unbound fits and bound fits to bound fits.

When assessing the quality of these fits in this study,
there are two qualities to keep in mind:

1. How well does the fit reflect the data?

2. How well does the fit extract the input radius?

The first question is easily addressed with a simple ‘good-
ness of fit’ test. In this work, we report the mean and
standard deviation of the reduced chi-squared, χ2

r, calcu-
lated for each fit at each Q2

max. A χ2
r of approximately

1 indicates that the fit represents the data well, whereas
χ2
r � 1 indicates underfitting and χ2

r � 1 indicates over-
fitting. An important note is that while a satisfactory
χ2
r value is critical for extracting the proton radius, as

the data must be properly fit, it does not indicate that
the fit will accurately extrapolate to guarantee a correct
radius extraction. This statement is even more perti-
nent as additional terms are added to the fit. Additional
terms bring in additional moments that can cause the fit
function to vary wildly and unpredictably when extended

beyond the range of the measured (or simulated in this
case) data.

The second question is addressed by studying the bias
and the variance of the extracted radii. The bias is de-
fined as the difference of the mean radius extraction at
each Q2

max and the input model radius. The variance is
the standard deviation of the mean extracted radius. As
these two values can often be inversely correlated when
optimizing a fit, we choose to define the error using the
Mean Squared Error as in Eq. 5. A smaller MSE indi-
cates an overall improvement in the radius extraction.
It should be noted that just as having χ2

r ≈ 1 does not
indicate that the extracted radius will be correct, hav-
ing a low MSE is also insufficient if the fit does not well
represent the data. The two properties must be taken to-
gether to show that the fit can both reproduce the data
and extract the correct radius.

All figures in this article show the fitting techniques
applied to the AMT parameterization as an illustrative
set. See Supplemental Materials for the full set of figures
for all parameterizations as well as textual descriptions
of all figures.

III. RESULTS WITH UNBOUNDED
POLYNOMIALS

The first test we perform on using this methodology
is with unbounded polynomials. The authors note that
while Ref. [2] proposes that bounds of |ak| ≤ 10 be used,
these bounds, while conservative, are based on a vector-
dominance model. In order to initially assess the robust-
ness in the least model-dependent way, we opt to start
by omitting any bounds.

Comparing the outputs of the unbounded polynomial
fit, we can see that there is a trade-off between choosing
to fit in Q2 or Z. The unbounded Q2 fit has a larger mean
truncation offset, that decreases with increasing polyno-
mial order. However, this fit has very little variance in
the fit value once a moderate Q2 cutoff is reached. The
unbounded Z fit, on the other hand, has a much smaller
mean truncation offset for most models checked (though
for some models it diverges rapidly once past a moderate
Q2 cutoff). The trade-off is that the variance in results
from the Z fit is quite large.

Given these results, it is ill-advised to use either of
these methods blindly. There may exist some data set
where one of these is the optimal choice; however that
data set does not exist within this exercise. When com-
paring the fits in Q2 to Z the choice is, in essence, be-
tween a highly repeatable incorrect answer or a poten-
tially correct answer that is not repeatable.
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FIG. 1. [Top] Results from unbounded polynomial fits in
Q2 for the AMT parameterization of Gp

E . Deviations from 0
are the truncation offset, the deviation from the input radius.
The spread at each Q2

max is the rms spread of all 5000 test fits.
A larger spread implies higher uncertainty. The grey dashed
lines represent the magnitude of the Proton Radius Puzzle in
either direction from 0. [Middle] χ2 results from unbounded
polynomial fits in Q2 for the AMT parameterization of Gp

E .
[Bottom] The Mean Squared Error from unbounded polyno-
mial fits in Q2 for the AMT parameterization of Gp

E .
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FIG. 2. [Top] Results from unbounded polynomial fits in Z
for the AMT parameterization of Gp

E . See Fig. 1 for informa-
tion on interpretation. [Middle] χ2 results from unbounded
polynomial fits in Z for the AMT parameterization of Gp

E .
[Bottom] The Mean Squared Error from unbounded polyno-
mial fits in Z for the AMT parameterization of Gp

E .
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IV. RESULTS FROM BOUNDED POLYNOMIAL
FITS

The next test involves placing bounds on the fit pa-
rameters. As discussed in the previous section, Ref. [2]
proposes that, for the fit of Z-transformed data, bounds
of |ak| ≤ 10 be used. The bounds are determined by
beginning with a model-independent dispersion relation
analysis, but then applies a model-dependent vector-
dominance ansatz. The calculations could prescribe a
more rigid set of bounds than this, however Ref. [2] de-
cided that it was most appropriate to suggest a conser-
vative implementation.

For the Q2 fit we follow the prescription of Ref. [3]
and require that the fit parameters alternate signs. This
bounded regression forces the result to approximate a
monotonic function (in this case, non-increasing). This
technique reduces the risk that the fit parameters will
have dramatic fluctuations when extrapolated beyond
the fit region.

The results of these fits fall largely in line with the
results of the unbounded polynomial fits. The main effect
is that the variance is slightly tamped down. The fit inQ2

still has a very large truncation offset and the fit in Z with
the vector-dominance bounds has very large variance.

V. RESULTS FROM FITTING WITH A
RATIONAL(N,M) FUNCTION

The final functional form used is a Rational(N,M) func-
tion. A Rational(N,M) function is defined as the form

f
(
Q2
)

= p0

1 +
N∑
i=1

niQ
2

1 +
M∑
j=1

mjQ2

(6)

with p0 as a normalization factor. As an example, the
Rational(1,1) function then parameterizes the data as

f
(
Q2
)

= p0G
p
E

(
Q2
)

= p0
1 + n1Q

2

1 +m1Q2
(7)

where the extracted radius is
√
−6 (n1 −m1). This func-

tional form was used for the extraction of the proton ra-
dius from the PRad experiment [5]. The decision was
made by studying various fitters on generated psuedo-
data (much like this study) and selecting the most robust
fitter for the Q2 range of the measurement [4].

In this study, we vary N and M within the range of 0−2
while restricting them to be within ±1 of each other. An
important note here is that the Rational(1,0) function is
simply a linear polynomial which yields identical behav-
ior to the linear fit in Fig. 1. Increasing the orders N and
M simultaneously increases the Q2

max at which the trun-
cation error is reasonable, the minimum Q2

max at which
the variance is reasonable, and the time taken for the fits
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FIG. 3. [Top] Results from bounded polynomial fits in Q2

for the AMT parameterization of Gp
E . See Fig. 1 for infor-

mation on interpretation. [Middle] χ2 results from bounded
polynomial fits in Q2 for the AMT parameterization of Gp

E .
[Bottom] The Mean Squared Error from bounded polynomial
fits in Q2 for the AMT parameterization of Gp

E .
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FIG. 4. [Top] Results from bounded polynomial fits in Z for
the AMT parameterization of Gp

E . See Fig. 1 for information
on interpretation. [Middle] χ2 results from bounded polyno-
mial fits in Z for the AMT parameterization of Gp

E . [Bottom]
The Mean Squared Error from bounded polynomial fits in Z
for the AMT parameterization of Gp

E .

to converge. The reason for the increase in the time to
convergence is that Rational(N,M) functions cover a very
large parameter-space, such that increasing the order in-
troduces additional local minima that slow down the fit.
It is noted that it was attempted to include the Ratio-
nal(2,2) function here, but convergence of the illustrative
fits took a prohibitively lengthy amount of time.

For the fits in Q2, the functional form of a Ratio-
nal(N,M) function (provided both N and M at least 1) is
by far the most precise and has the least truncation offset.
Unsurprisingly, given the study done for the PRad exper-
iment, the Rational(1,1) function has minimal trunca-
tion offset around Q2

max ≈ 0.7GeV2 for nearly all models
(though perfect agreement with the PRad study should
not be expected as this analysis uses a higher Q2

min, dif-
ferent point density, and different point-to-point uncer-
tainties).

This functional form, when applied to Q2 data, shows
by far the most robust fitting of the parameterizations
considered. However, as with all of the fitting forms stud-
ied, it will not always be the best choice in all scenarios.

VI. CONCLUSION

From these illustrative fits, there are a number of con-
clusions that can be drawn:

• When comparing fits in Q2 and Z, both unbound
and bound, no technique is clearly superior for ex-
tracting the proton radius. The technique with
lower MSE depends not only on the order of poly-
nomial and the Q2

max range, but also on the GpE
parameterization fit.

• In contrast, the Rational(N,M) fitting procedure,
when N and M are both at least 1 and a min-
imum Q2

max is reached, consistently has an MSE
value of nearly an order of magnitude lower than
the other fits, with the exception of when fitting the
Bernauer parameterization. It should also be noted
that the Rational(N,M) fits behave very poorly for
low Q2

max values, even giving unphysical results for
higher (N,M) orders. A caveat to the smaller MSE
values is that it is partially driven by the substan-
tially smaller variance of the fits as there appear to
be fewer local minima in the parameter-space.

• Applying bounds to the fitting procedure decreases
the variance of the extracted radius. This is ex-
pected behavior, as bounds limit the phase space
of possible solutions. However, bounds appear to
do very little to improve the extracted truncation
offset. While physically motivated bounds (e.g. the
slope must be negative to ensure a positive charge
radius) are a useful tool, additional bounds may in-
duce a false belief in the accuracy of the extraction.

• The true form factor is guaranteed to lie within the
phase space of a polynomial fit in Z-transformed
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data. This technique aims not only to accurately
extract the proton radius, but to gain insight into
the true functional form of the proton form fac-
tor. This additional insight comes with a trade-off
of increased uncertainties on the extracted proton
radius.

• As the true functional form of GpE is not known, no
single fitting function will be ideal for every pos-
sible data set. As such, it is imperative that any
analysis that seeks to extract the proton charge ra-
dius does their due diligence to determine the best
fitting function for their data. Ref. [4] details a
procedure for a analysis of the most robust fitter
for a given data range. Highlighting the care that
must be taken, this reference also found that Ra-
tional(N,M) functions were inadequate for particu-
larly low Q2 data.

• As discussed in Sec. II, it must be stressed that
χ2 or MSE alone cannot be used to assess the ex-
tracted radius from a fit. The χ2 of a fit is only
related to the ability of the fit to reproduce the fit-
ted data. The MSE of a fit is only related to the
extracted and input radius, with no regard to data
points that were fit. Both values must be taken
together to assess the strength of a particular fit.

In our work, there was no single data set where apply-
ing a Z conformal mapping to the Q2 range improved the
extraction of the proton charge radius. This result should
not imply that this is not a useful technique. Rather, the
Z transformation should be considered a useful tool in
the physicists toolbox after they have assessed the cor-
rect tool for the job (For example, Ref. [4] finds that a
2nd order polynomial fit in Z is a robust fit for the PRad
data points).
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I. INTRODUCTION

In our paper Direct Comparison of using a Z-
Transformation instead of the traditional Q2 for for Ex-
traction of the Proton Radius from e−p Scattering Data,
we discuss the work we performed to compare the robust-
ness of proton electric form factor, Gp

E , fitting techniques
for extracting the proton radius. Included in the paper
are several illustrative figures to support the discussion
that are non-exhaustive of the work performed. This sup-
plemental materials is provided as a complete set of the
figures produced from this work.

For these tests, six Gp
E parameterizations were used:

• Alarcón, Higinbotham, Weiss, and Ye (AW) fit [1],
a parameterization in terms of radius-independent
and -dependent parts (rp = 0.844fm)

• Arrington, Melnitchouk, and Tjon (AMT) fit [2], a
rational(3,5) parameterization (rp = 0.878fm)

• Arrington fit [3], an inverse-polynomial fit (rp =
0.829fm)

• Bernauer fit [4], a 10th-order polynomial fit (rp =
0.887fm)

• Standard dipole fit (rp = 0.811fm)

• Kelly fit [5], a rational(1,3) fit (rp = 0.863fm)

Each of these parameterizations are used to generate
equally spaced (in Q2) values of Gp

E and apply an un-
certainty of 0.2% to each point, corresponding to a 0.4%
uncertainty on the measured cross section. These psue-
dodata begin at Q2

min = 0.004 GeV2 and are spaced every
0.001 GeV2 up to a variable cutoff Q2

max. Q2
max is varied

by adding a single data point at a time up to a total of

∗ TJHague@gmail.com
† doug@jlab.org

500 points (that is, 0.005 to 0.504 GeV2). At each Q2
max

value, 5000 data sets are generated for each parameter-
ization where each data point is smeared by a normal
distribution with a standard deviation equal to the 0.2%
uncertainty on the point.

These figures are organized first by the Gp
E parame-

terization used, and then by the fitting technique used.
Each Gp

E parameterization and fitting technique pair has
a set of 3 figures:

• Bias-Variance

– This plot shows the difference between the
mean extracted radius and the input radius,
as well as the standard deviation of the mean
extracted radius for each Q2

max

• χ2

– This plot shows the mean and standard devi-
ation of the χ2 of the fits at each Q2

max

• Mean Squared Error

– The Mean Squared Error, defined as

MSE = bias2 + σ2, (1)

is used as a measure of the robustness of a
fitting technique for the given data setar
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II. ALARCÓN, HIGINBOTHAM, WEISS, AND
YE (AW)

A. Polynomial Fits in Q2
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FIG. 1. Bias-Variance plot for polynomial fits in Q2 of the
AW Gp

E parameterization
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FIG. 2. χ2 plot for polynomial fits in Q2 of the AW Gp
E

parameterization
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FIG. 3. Mean Squared Error plot for polynomial fits in Q2 of
the AW Gp

E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. Each plot has four sets of data shown, one for
each power of polynomial used, labeled as “Linear Poly-
nomial”, “Quadratic Polynomial”, “Cubic Polynomial”,
and “Quartic Polynomial”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton ra-
dius puzzle. Each data set is shown as a band. All bands
have variance higher than the axis scale at small Q2 and
systematically return a small radius that decreases with
increasing Q2 range. Higher order polynomials decrease
slower.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. All bands begin centered
at 1 and then at some Q2 have a rapid upturn. Higher
order polynomials delay the upturn until higher Q2. The
deviation from χ2 ≈ 1 occurs at significantly higher Q2

than when the extracted radius deviates from the input
radius.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as a
curve. Each curve rapidly drops to the minimum MSE for
the fit and then begins to increase with Q2 and start to
level off about two orders of magnitude higher than the
minima. Higher order polynomials have lower minima
that occur at higher Q2 and then increase slower. The
lowest minima is about 4 · 10−5.
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B. Bounded Polynomial Fits in Q2
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FIG. 4. Bias-Variance plot for bounded polynomial fits in Q2

of the AW Gp
E parameterization
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FIG. 5. χ2 plot for bounded polynomial fits in Q2 of the AW
Gp

E parameterization
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FIG. 6. Mean Squared Error plot for bounded polynomial fits
in Q2 of the AW Gp

E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. Each plot has four sets of data shown, one for
each power of polynomial used, labeled as “Linear Poly-
nomial”, “Quadratic Polynomial”, “Cubic Polynomial”,
and “Quartic Polynomial”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton
radius puzzle. Each data set is shown as a band. The
low Q2 variance is smaller than the unbound fits, but is
not overall qualitatively different.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. The data is not qualitatively
different than the unbound fits.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as
a curve. The data is not qualitatively different than the
unbound fits.
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C. Polynomial Fits in Z
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FIG. 7. Bias-Variance plot for polynomial fits in Z of the AW
Gp

E parameterization
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FIG. 8. χ2 plot for polynomial fits in Z of the AW Gp
E pa-

rameterization
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FIG. 9. Mean Squared Error plot for polynomial fits in Z of
the AW Gp

E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. A second x axis on top shows the mapping of
Q2 to Z, which spreads out low Q2 points and bunches
up high Q2 points. Each plot has four sets of data shown,
one for each power of polynomial used, labeled as “Lin-
ear Polynomial”, “Quadratic Polynomial”, “Cubic Poly-
nomial”, and “Quartic Polynomial”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton
radius puzzle. Each data set is shown as a band. The
high variance region extends to higher Q2 than fits in Q2

and the variance is higher than the Q2 fits for the full
range of the plot. The curves rapidly diverge from the
input radius at approximately the same Q2 as the fits in
Q2, but are better centered at the correct radius at lower
Q2. Odd-order polynomials diverge to a large radius and
even-order polynomials diverge to a small radius.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. All bands begin centered at
1 and then at some Q2 have a rapid upturn. Higher or-
der polynomials delay the upturn until higher Q2. Much
like the fits in Q2, the deviation from χ2 ≈ 1 occurs at
significantly higher Q2 than when the extracted radius
deviates from the input radius.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as a
curve. Each curve rapidly drops to the minimum MSE
for the fit and then begins to increase with Q2 and start
to level off about two orders of magnitude higher than
the minima. The quadratic polynomial has the lowest
minimum at about 1 · 10−5. The minima are spread over
a larger Q2 range and the range grows with polynomial
order.
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D. Bounded Polynomial Fits in Z
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FIG. 10. Bias-Variance plot for bounded polynomial fits in Z
of the AW Gp

E parameterization
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FIG. 11. χ2 plot for bounded polynomial fits in Z of the AW
Gp

E parameterization
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FIG. 12. Mean Squared Error plot for bounded polynomial
fits in Z of the AW Gp

E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. A second x axis on top shows the mapping of
Q2 to Z, which spreads out low Q2 points and bunches
up high Q2 points. Each plot has four sets of data shown,
one for each power of polynomial used, labeled as “Lin-
ear Polynomial”, “Quadratic Polynomial”, “Cubic Poly-
nomial”, and “Quartic Polynomial”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton
radius puzzle. Each data set is shown as a band. The low
Q2 variance is significantly tempered from the unbound
fits in Z. However, as Q2 increases the curves are not
qualitatively different from the unbound fits.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. The data is not qualitatively
different than the unbound fits.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as a
curve. The data approaches their minima more rapidly
than the unbound fits, but as Q2 increases they are not
qualitatively different from the unbound fits.
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E. Rational(N,M) Fits in Q2
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FIG. 13. Bias-Variance plot for Rational(N,M) fits in Q2 of
the AW Gp

E parameterization
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FIG. 14. χ2 plot for Rational(N,M) fits in Q2 of the AW Gp
E

parameterization
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FIG. 15. Mean Squared Error plot for Rational(N,M) fits in
Q2 of the AW Gp

E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. Each plot has four sets of data shown, one for
each power of Rational(N,M) function used, labeled as
“Rational(0,1)”, “Rational(1,1)”, “Rational(2,1)”, and
“Rational(1,2)”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton ra-
dius puzzle. Each data set is shown as a band. This data
shows larger variance at low Q2 than any other fit and the
variance increases with increasing N and M, with M hav-
ing a larger influence on the variance. The Rational(0,1)
curve rapidly diverges from the input radius. The Ra-
tional(1,2) curve shows no data below Q2 ≈ 0.1 GeV2

as the mean radius was unphysical. Curves with both N
and M of at least 1 stay very close to the input radius
for the full range with Rational(1,2) and Rational(2,1)
slightly trending towards a small radius at high Q2. The
variances of all Rational(N,M) fits are less than half that
of any of the other fits.

The middle plot has χ2 from 0 to 2 on the y axis.
Each data set is shown as a band. All begin centered at
1, with Rational(0,1) having a rapid upturn. The others
stay centered at 1 for the full range, with Rational(1,1)
slightly increasing at the highest Q2.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as
a curve. The Rational(0,1) fit reaches a minima of 10−4

and then quickly rises. The others approach their minima
and then remain near there for the full range. These are
the lowest MSE values of all fit types.
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III. ARRINGTON, MELNITCHOUK, AND
TJON (AMT)

A. Polynomial Fits in Q2
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FIG. 16. Bias-Variance plot for polynomial fits in Q2 of the
AMT Gp

E parameterization
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FIG. 17. χ2 plot for polynomial fits in Q2 of the AMT Gp
E

parameterization
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FIG. 18. Mean Squared Error plot for polynomial fits in Q2

of the AMT Gp
E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. Each plot has four sets of data shown, one for
each power of polynomial used, labeled as “Linear Poly-
nomial”, “Quadratic Polynomial”, “Cubic Polynomial”,
and “Quartic Polynomial”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton ra-
dius puzzle. Each data set is shown as a band. All bands
have variance higher than the axis scale at small Q2 and
systematically return a small radius that decreases with
increasing Q2 range. Higher order polynomials decrease
slower.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. All bands begin centered
at 1 and then at some Q2 have a rapid upturn. Higher
order polynomials delay the upturn until higher Q2. The
deviation from χ2 ≈ 1 occurs at significantly higher Q2

than when the extracted radius deviates from the input
radius.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as a
curve. Each curve rapidly drops to the minimum MSE for
the fit and then begins to increase with Q2 and start to
level off about two orders of magnitude higher than the
minima. Higher order polynomials have lower minima
that occur at higher Q2 and then increase slower. The
lowest minima is about 4 · 10−5.
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B. Bounded Polynomial Fits in Q2
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FIG. 19. Bias-Variance plot for bounded polynomial fits in
Q2 of the AMT Gp

E parameterization
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FIG. 20. χ2 plot for bounded polynomial fits in Q2 of the
AMT Gp

E parameterization
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FIG. 21. Mean Squared Error plot for bounded polynomial
fits in Q2 of the AMT Gp

E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. Each plot has four sets of data shown, one for
each power of polynomial used, labeled as “Linear Poly-
nomial”, “Quadratic Polynomial”, “Cubic Polynomial”,
and “Quartic Polynomial”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton
radius puzzle. Each data set is shown as a band. The
low Q2 variance is smaller than the unbound fits, but is
not overall qualitatively different.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. The data is not qualitatively
different than the unbound fits.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as
a curve. The data is not qualitatively different than the
unbound fits.
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C. Polynomial Fits in Z
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FIG. 22. Bias-Variance plot for polynomial fits in Z of the
AMT Gp

E parameterization
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FIG. 23. χ2 plot for polynomial fits in Z of the AMT Gp
E

parameterization
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FIG. 24. Mean Squared Error plot for polynomial fits in Z of
the AMT Gp

E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. A second x axis on top shows the mapping of
Q2 to Z, which spreads out low Q2 points and bunches
up high Q2 points. Each plot has four sets of data shown,
one for each power of polynomial used, labeled as “Lin-
ear Polynomial”, “Quadratic Polynomial”, “Cubic Poly-
nomial”, and “Quartic Polynomial”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton
radius puzzle. Each data set is shown as a band. The
high variance region extends to higher Q2 than fits in
Q2 and the variance is higher than the Q2 fits for the
full range of the plot. With the exception of the quartic
polynomial, the curves rapidly diverge from the input
radius at approximately the same Q2 as the fits in Q2,
but are better centered at the correct radius at lower
Q2. The quartic polynomial remains well centered with
a slight deviation to a large radius at high Q2. The linear
and quadratic polynomials diverge to large radii and the
cubic polynomial diverges to a small radius.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. All bands begin centered at
1 and then at some Q2 have a rapid upturn. Higher or-
der polynomials delay the upturn until higher Q2. Much
like the fits in Q2, the deviation from χ2 ≈ 1 occurs at
significantly higher Q2 than when the extracted radius
deviates from the input radius. The quartic polynomial
remains well centered at 1 for the full range.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as a
curve. Each curve rapidly drops to the minimum MSE
for the fit and then begins to increase with Q2 and start
to level off about two orders of magnitude higher than
the minima. The quadratic polynomial has the lowest
minimum at about 4 · 10−5. The minima are spread over
a larger Q2 range and the range grows with polynomial
order.
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D. Bounded Polynomial Fits in Z
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FIG. 25. Bias-Variance plot for bounded polynomial fits in Z
of the AMT Gp
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FIG. 26. χ2 plot for bounded polynomial fits in Z of the AMT
Gp

E parameterization
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FIG. 27. Mean Squared Error plot for bounded polynomial
fits in Z of the AMT Gp

E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. A second x axis on top shows the mapping of
Q2 to Z, which spreads out low Q2 points and bunches
up high Q2 points. Each plot has four sets of data shown,
one for each power of polynomial used, labeled as “Lin-
ear Polynomial”, “Quadratic Polynomial”, “Cubic Poly-
nomial”, and “Quartic Polynomial”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton
radius puzzle. Each data set is shown as a band. The low
Q2 variance is significantly tempered from the unbound
fits in Z. However, as Q2 increases the curves are not
qualitatively different from the unbound fits.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. The data is not qualitatively
different than the unbound fits.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as a
curve. The data approaches their minima more rapidly
than the unbound fits, but as Q2 increases they are not
qualitatively different from the unbound fits.
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E. Rational(N,M) Fits in Q2
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FIG. 28. Bias-Variance plot for Rational(N,M) fits in Q2 of
the AMT Gp
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FIG. 29. χ2 plot for Rational(N,M) fits in Q2 of the AMT
Gp

E parameterization
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FIG. 30. Mean Squared Error plot for Rational(N,M) fits in
Q2 of the AMT Gp

E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. Each plot has four sets of data shown, one for
each power of Rational(N,M) function used, labeled as
“Rational(0,1)”, “Rational(1,1)”, “Rational(2,1)”, and
“Rational(1,2)”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton ra-
dius puzzle. Each data set is shown as a band. This data
shows larger variance at low Q2 than any other fit and the
variance increases with increasing N and M, with M hav-
ing a larger influence on the variance. The Rational(0,1)
curve rapidly diverges from the input radius. The Ra-
tional(1,2) curve shows no data below Q2 ≈ 0.1 GeV2

as the mean radius was unphysical. Curves with both N
and M of at least 1 stay close to the input radius, but
trend towards a small radius with increasing Q2. The
variances of all Rational(N,M) fits are less than half that
of any of the other fits.

The middle plot has χ2 from 0 to 2 on the y axis.
Each data set is shown as a band. All begin centered at
1, with Rational(0,1) having a rapid upturn. The others
stay centered at 1 for the full range, with Rational(1,1)
slightly increasing at the highest Q2.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as a
curve. The Rational(0,1) fit reaches a minima of 4 · 10−5

and then quickly rises. The others approach their minima
and then remain near there for the full range. These are
the lowest MSE values of all fit types.
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IV. ARRINGTON

A. Polynomial Fits in Q2
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FIG. 31. Bias-Variance plot for polynomial fits in Q2 of the
Arrington Gp

E parameterization
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FIG. 32. χ2 plot for polynomial fits in Q2 of the Arrington
Gp

E parameterization
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FIG. 33. Mean Squared Error plot for polynomial fits in Q2

of the Arrington Gp
E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. Each plot has four sets of data shown, one for
each power of polynomial used, labeled as “Linear Poly-
nomial”, “Quadratic Polynomial”, “Cubic Polynomial”,
and “Quartic Polynomial”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton ra-
dius puzzle. Each data set is shown as a band. All bands
have variance higher than the axis scale at small Q2 and
systematically return a small radius that decreases with
increasing Q2 range. Higher order polynomials decrease
slower.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. All bands begin centered
at 1 and then at some Q2 have a rapid upturn. Higher
order polynomials delay the upturn until higher Q2. The
deviation from χ2 ≈ 1 occurs at significantly higher Q2

than when the extracted radius deviates from the input
radius.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as a
curve. Each curve rapidly drops to the minimum MSE for
the fit and then begins to increase with Q2 and start to
level off about two orders of magnitude higher than the
minima. Higher order polynomials have lower minima
that occur at higher Q2 and then increase slower. The
lowest minima is about 3 · 10−5.
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B. Bounded Polynomial Fits in Q2
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FIG. 34. Bias-Variance plot for bounded polynomial fits in
Q2 of the Arrington Gp
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FIG. 35. χ2 plot for bounded polynomial fits in Q2 of the
Arrington Gp

E parameterization

0.0 0.1 0.2 0.3 0.4 0.5
Q2 (GeV2)

10 6

10 5

10 4

10 3

10 2

10 1

100

M
SE

Quartic Polynomial
Cubic Polynomial
Quadratic Polynomial
Linear Polynomial

FIG. 36. Mean Squared Error plot for bounded polynomial
fits in Q2 of the Arrington Gp

E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. Each plot has four sets of data shown, one for
each power of polynomial used, labeled as “Linear Poly-
nomial”, “Quadratic Polynomial”, “Cubic Polynomial”,
and “Quartic Polynomial”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton
radius puzzle. Each data set is shown as a band. The
low Q2 variance is smaller than the unbound fits, but is
not overall qualitatively different.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. The data is not qualitatively
different than the unbound fits.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as
a curve. The data is not qualitatively different than the
unbound fits.
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C. Polynomial Fits in Z
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FIG. 37. Bias-Variance plot for polynomial fits in Z of the
Arrington Gp

E parameterization
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FIG. 38. χ2 plot for polynomial fits in Z of the Arrington Gp
E

parameterization
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FIG. 39. Mean Squared Error plot for polynomial fits in Z of
the Arrington Gp

E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. A second x axis on top shows the mapping of
Q2 to Z, which spreads out low Q2 points and bunches
up high Q2 points. Each plot has four sets of data shown,
one for each power of polynomial used, labeled as “Lin-
ear Polynomial”, “Quadratic Polynomial”, “Cubic Poly-
nomial”, and “Quartic Polynomial”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton
radius puzzle. Each data set is shown as a band. The
high variance region extends to higher Q2 than fits in
Q2 and the variance is higher than the Q2 fits for the
full range of the plot. With the exception of the quartic
polynomial, the curves rapidly diverge from the input
radius at approximately the same Q2 as the fits in Q2,
but are better centered at the correct radius at lower
Q2. The quartic polynomial remains well centered with
a slight indication of trending towards a small radius at
high Q2. The linear and quadratic polynomials diverge to
large radii and the cubic polynomial diverges to a small
radius.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. All bands begin centered at
1 and then at some Q2 have a rapid upturn. Higher or-
der polynomials delay the upturn until higher Q2. Much
like the fits in Q2, the deviation from χ2 ≈ 1 occurs at
significantly higher Q2 than when the extracted radius
deviates from the input radius. The quartic polynomial
remains well centered at 1 for the full range.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as a
curve. Each curve rapidly drops to the minimum MSE
for the fit and then begins to increase with Q2 and start
to level off about two orders of magnitude higher than
the minima. The quadratic polynomial has the lowest
minimum at about 4 · 10−5. The minima are spread over
a larger Q2 range and the range grows with polynomial
order. The quartic polynomial curve is decreasing over
the full range.
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D. Bounded Polynomial Fits in Z
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FIG. 40. Bias-Variance plot for bounded polynomial fits in Z
of the Arrington Gp

E parameterization
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FIG. 41. χ2 plot for bounded polynomial fits in Z of the
Arrington Gp

E parameterization
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FIG. 42. Mean Squared Error plot for bounded polynomial
fits in Z of the Arrington Gp

E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. A second x axis on top shows the mapping of
Q2 to Z, which spreads out low Q2 points and bunches
up high Q2 points. Each plot has four sets of data shown,
one for each power of polynomial used, labeled as “Lin-
ear Polynomial”, “Quadratic Polynomial”, “Cubic Poly-
nomial”, and “Quartic Polynomial”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton
radius puzzle. Each data set is shown as a band. The low
Q2 variance is significantly tempered from the unbound
fits in Z. However, as Q2 increases the curves are not
qualitatively different from the unbound fits.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. The data is not qualitatively
different than the unbound fits.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as a
curve. The data approaches their minima more rapidly
than the unbound fits, but as Q2 increases they are not
qualitatively different from the unbound fits.
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E. Rational(N,M) Fits in Q2
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FIG. 43. Bias-Variance plot for Rational(N,M) fits in Q2 of
the Arrington Gp
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FIG. 44. χ2 plot for Rational(N,M) fits in Q2 of the Arrington
Gp
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FIG. 45. Mean Squared Error plot for Rational(N,M) fits in
Q2 of the Arrington Gp

E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. Each plot has four sets of data shown, one for
each power of Rational(N,M) function used, labeled as
“Rational(0,1)”, “Rational(1,1)”, “Rational(2,1)”, and
“Rational(1,2)”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal
lines drawn at ±0.04 fm show the magnitude of the pro-
ton radius puzzle. Each data set is shown as a band. This
data shows larger variance at low Q2 than any other fit
and the variance increases with increasing N and M, with
M having a larger influence on the variance. The Ra-
tional(0,1) curve rapidly diverges from the input radius.
The Rational(1,2) curve shows no data below Q2 ≈ 0.1
GeV2 as the mean radius was unphysical. Curves with
both N and M of at least 1 stay very close to the input
radius, but trend towards a large radius with increasing
Q2. The variances of all Rational(N,M) fits are less than
half that of any of the other fits.

The middle plot has χ2 from 0 to 2 on the y axis.
Each data set is shown as a band. All begin centered at
1, with Rational(0,1) having a rapid upturn. The others
stay centered at 1 for the full range, with Rational(1,1)
slightly increasing at the highest Q2.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as a
curve. The Rational(0,1) fit reaches a minima of 1 · 10−5

and then quickly rises. The others approach their minima
and then remain near there for the full range. These are
the lowest MSE values of all fit types.
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V. BERNAUER

A. Polynomial Fits in Q2
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FIG. 46. Bias-Variance plot for polynomial fits in Q2 of the
Bernauer Gp
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FIG. 47. χ2 plot for polynomial fits in Q2 of the Bernauer
Gp
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FIG. 48. Mean Squared Error plot for polynomial fits in Q2

of the Bernauer Gp
E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. Each plot has four sets of data shown, one for
each power of polynomial used, labeled as “Linear Poly-
nomial”, “Quadratic Polynomial”, “Cubic Polynomial”,
and “Quartic Polynomial”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton ra-
dius puzzle. Each data set is shown as a band. All bands
have variance higher than the axis scale at small Q2 and
systematically return a small radius that decreases with
increasing Q2 range. The bands deviate from the input
radius much faster than with other parameterizations.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. All bands begin centered
at 1 and then at some Q2 have a rapid upturn. Higher
order polynomials delay the upturn until higher Q2. The
deviation from χ2 ≈ 1 occurs at significantly higher Q2

than when the extracted radius deviates from the input
radius.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as a
curve. Each curve rapidly drops to the minimum MSE for
the fit and then begins to increase with Q2 and start to
level off about two orders of magnitude higher than the
minima. Higher order polynomials have lower minima
that occur at higher Q2 and then increase slower. The
lowest minima is about 2 · 10−4.
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B. Bounded Polynomial Fits in Q2
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FIG. 49. Bias-Variance plot for bounded polynomial fits in
Q2 of the Bernauer Gp

E parameterization
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FIG. 50. χ2 plot for bounded polynomial fits in Q2 of the
Bernauer Gp

E parameterization
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FIG. 51. Mean Squared Error plot for bounded polynomial
fits in Q2 of the Bernauer Gp

E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. Each plot has four sets of data shown, one for
each power of polynomial used, labeled as “Linear Poly-
nomial”, “Quadratic Polynomial”, “Cubic Polynomial”,
and “Quartic Polynomial”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton
radius puzzle. Each data set is shown as a band. The
low Q2 variance is smaller than the unbound fits, but is
not overall qualitatively different.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. The data is not qualitatively
different than the unbound fits.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as
a curve. The data is not qualitatively different than the
unbound fits.
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C. Polynomial Fits in Z
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FIG. 52. Bias-Variance plot for polynomial fits in Z of the
Bernauer Gp

E parameterization
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FIG. 53. χ2 plot for polynomial fits in Z of the Bernauer Gp
E

parameterization
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FIG. 54. Mean Squared Error plot for polynomial fits in Z of
the Bernauer Gp

E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. A second x axis on top shows the mapping of
Q2 to Z, which spreads out low Q2 points and bunches
up high Q2 points. Each plot has four sets of data shown,
one for each power of polynomial used, labeled as “Lin-
ear Polynomial”, “Quadratic Polynomial”, “Cubic Poly-
nomial”, and “Quartic Polynomial”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton
radius puzzle. Each data set is shown as a band. The
high variance region extends to higher Q2 than fits in Q2

and the variance is higher than the Q2 fits for the full
range of the plot. The curves rapidly diverge from the
input radius at approximately the same Q2 as the fits in
Q2. The linear polynomial diverges to a large radius. The
other curves exhibit inflections that change the direction
of the deviations.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. All bands begin centered at
1 and then at some Q2 have a rapid upturn. Higher or-
der polynomials delay the upturn until higher Q2. Much
like the fits in Q2, the deviation from χ2 ≈ 1 occurs at
significantly higher Q2 than when the extracted radius
deviates from the input radius.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as a
curve. Each curve rapidly drops to the minimum MSE
for the fit and then begins to increase with Q2 and start
to level off about two orders of magnitude higher than
the minima. The quadratic polynomial has the lowest
minimum at about 2 · 10−6. The minima are spread over
a larger Q2 range and the range grows with polynomial
order. Of note is that the lowest minima corresponds to
the point after the inflection when the extracted radius
briefly cross the input radius.
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D. Bounded Polynomial Fits in Z
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FIG. 55. Bias-Variance plot for bounded polynomial fits in Z
of the Bernauer Gp

E parameterization
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FIG. 56. χ2 plot for bounded polynomial fits in Z of the
Bernauer Gp

E parameterization
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FIG. 57. Mean Squared Error plot for bounded polynomial
fits in Z of the Bernauer Gp

E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. A second x axis on top shows the mapping of
Q2 to Z, which spreads out low Q2 points and bunches
up high Q2 points. Each plot has four sets of data shown,
one for each power of polynomial used, labeled as “Lin-
ear Polynomial”, “Quadratic Polynomial”, “Cubic Poly-
nomial”, and “Quartic Polynomial”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton
radius puzzle. Each data set is shown as a band. The low
Q2 variance is significantly tempered from the unbound
fits in Z. However, as Q2 increases the curves are not
qualitatively different from the unbound fits.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. The data is not qualitatively
different than the unbound fits.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as a
curve. The data approaches their minima more rapidly
than the unbound fits, but as Q2 increases they are not
qualitatively different from the unbound fits.
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E. Rational(N,M) Fits in Q2
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FIG. 58. Bias-Variance plot for Rational(N,M) fits in Q2 of
the Bernauer Gp

E parameterization
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FIG. 59. χ2 plot for Rational(N,M) fits in Q2 of the Bernauer
Gp

E parameterization

0.0 0.1 0.2 0.3 0.4 0.5
Q2 (GeV2)

10 6

10 5

10 4

10 3

10 2

10 1

100

M
SE

Rational(1,2)
Rational(2,1)
Rational(1,1)
Rational(0,1)

FIG. 60. Mean Squared Error plot for Rational(N,M) fits in
Q2 of the Bernauer Gp

E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. Each plot has four sets of data shown, one for
each power of Rational(N,M) function used, labeled as
“Rational(0,1)”, “Rational(1,1)”, “Rational(2,1)”, and
“Rational(1,2)”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton ra-
dius puzzle. Each data set is shown as a band. This data
shows larger variance at low Q2 than any other fit and
the variance increases with increasing N and M, with M
having a larger influence on the variance. All fits rapidly
diverge from the input radius. Rational(0,1) diverges to
a large radius, while the others diverge to a small radius.
The variances of all Rational(N,M) fits are less than half
that of any of the other fits.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. All begin centered at 1, with
Rational(0,1) having a rapid upturn. The others show a
steady increase with Q2 over the full range.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as a
curve. All curves quickly approach a minimum of about
2 · 10−4 and then begin to rise. The Rational(0,1) curve
has a brief dip to below the scale of the y axis when
the increasing extracted radius crosses the input radius
value.
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VI. DIPOLE

A. Polynomial Fits in Q2
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FIG. 61. Bias-Variance plot for polynomial fits in Q2 of the
Dipole Gp

E parameterization
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FIG. 62. χ2 plot for polynomial fits in Q2 of the Dipole Gp
E

parameterization
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FIG. 63. Mean Squared Error plot for polynomial fits in Q2

of the Dipole Gp
E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. Each plot has four sets of data shown, one for
each power of polynomial used, labeled as “Linear Poly-
nomial”, “Quadratic Polynomial”, “Cubic Polynomial”,
and “Quartic Polynomial”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton ra-
dius puzzle. Each data set is shown as a band. All bands
have variance higher than the axis scale at small Q2 and
systematically return a small radius that decreases with
increasing Q2 range. Higher order polynomials decrease
slower.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. All bands begin centered
at 1 and then at some Q2 have a rapid upturn. Higher
order polynomials delay the upturn until higher Q2. The
deviation from χ2 ≈ 1 occurs at significantly higher Q2

than when the extracted radius deviates from the input
radius.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as a
curve. Each curve rapidly drops to the minimum MSE for
the fit and then begins to increase with Q2 and start to
level off about two orders of magnitude higher than the
minima. Higher order polynomials have lower minima
that occur at higher Q2 and then increase slower. The
lowest minima is about 2 · 10−5.
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B. Bounded Polynomial Fits in Q2
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FIG. 64. Bias-Variance plot for bounded polynomial fits in
Q2 of the Dipole Gp

E parameterization
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FIG. 65. χ2 plot for bounded polynomial fits in Q2 of the
Dipole Gp

E parameterization
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FIG. 66. Mean Squared Error plot for bounded polynomial
fits in Q2 of the Dipole Gp

E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. Each plot has four sets of data shown, one for
each power of polynomial used, labeled as “Linear Poly-
nomial”, “Quadratic Polynomial”, “Cubic Polynomial”,
and “Quartic Polynomial”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton
radius puzzle. Each data set is shown as a band. The
low Q2 variance is smaller than the unbound fits, but is
not overall qualitatively different.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. The data is not qualitatively
different than the unbound fits.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as
a curve. The data is not qualitatively different than the
unbound fits.
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C. Polynomial Fits in Z
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FIG. 67. Bias-Variance plot for polynomial fits in Z of the
Dipole Gp

E parameterization
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FIG. 68. χ2 plot for polynomial fits in Z of the Dipole Gp
E

parameterization
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FIG. 69. Mean Squared Error plot for polynomial fits in Z of
the Dipole Gp

E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. A second x axis on top shows the mapping of
Q2 to Z, which spreads out low Q2 points and bunches
up high Q2 points. Each plot has four sets of data shown,
one for each power of polynomial used, labeled as “Lin-
ear Polynomial”, “Quadratic Polynomial”, “Cubic Poly-
nomial”, and “Quartic Polynomial”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton
radius puzzle. Each data set is shown as a band. The
high variance region extends to higher Q2 than fits in Q2

and the variance is higher than the Q2 fits for the full
range of the plot. The curves rapidly diverge from the
input radius at approximately the same Q2 as the fits
in Q2, but are better centered at the correct radius at
lower Q2. The linear, quadratic, and quartic polynomials
diverge to large radii and the cubic polynomial diverges
to a small radius.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. All bands begin centered at
1 and then at some Q2 have a rapid upturn. Higher or-
der polynomials delay the upturn until higher Q2. Much
like the fits in Q2, the deviation from χ2 ≈ 1 occurs at
significantly higher Q2 than when the extracted radius
deviates from the input radius. The quartic polynomial
remains well centered at 1 for the full range.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as a
curve. Each curve rapidly drops to the minimum MSE
for the fit and then begins to increase with Q2 and start
to level off about two orders of magnitude higher than
the minima. The quadratic polynomial has the lowest
minimum at about 1 · 10−5. The minima are spread over
a larger Q2 range and the range grows with polynomial
order.
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D. Bounded Polynomial Fits in Z
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FIG. 70. Bias-Variance plot for bounded polynomial fits in Z
of the Dipole Gp

E parameterization
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FIG. 71. χ2 plot for bounded polynomial fits in Z of the
Dipole Gp

E parameterization

0.0 0.1 0.2 0.3 0.4 0.5
Q2 (GeV2)

10 6

10 5

10 4

10 3

10 2

10 1

100

M
SE

Quartic Polynomial
Cubic Polynomial
Quadratic Polynomial
Linear Polynomial

0.0 0.1 0.2 0.3 0.4
Z

FIG. 72. Mean Squared Error plot for bounded polynomial
fits in Z of the Dipole Gp

E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. A second x axis on top shows the mapping of
Q2 to Z, which spreads out low Q2 points and bunches
up high Q2 points. Each plot has four sets of data shown,
one for each power of polynomial used, labeled as “Lin-
ear Polynomial”, “Quadratic Polynomial”, “Cubic Poly-
nomial”, and “Quartic Polynomial”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton
radius puzzle. Each data set is shown as a band. The low
Q2 variance is significantly tempered from the unbound
fits in Z. However, as Q2 increases the curves are not
qualitatively different from the unbound fits.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. The data is not qualitatively
different than the unbound fits.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as a
curve. The data approaches their minima more rapidly
than the unbound fits, but as Q2 increases they are not
qualitatively different from the unbound fits.
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E. Rational(N,M) Fits in Q2
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FIG. 73. Bias-Variance plot for Rational(N,M) fits in Q2 of
the Dipole Gp

E parameterization
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FIG. 74. χ2 plot for Rational(N,M) fits in Q2 of the Dipole
Gp

E parameterization
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FIG. 75. Mean Squared Error plot for Rational(N,M) fits in
Q2 of the Dipole Gp

E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. Each plot has four sets of data shown, one for
each power of Rational(N,M) function used, labeled as
“Rational(0,1)”, “Rational(1,1)”, “Rational(2,1)”, and
“Rational(1,2)”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton ra-
dius puzzle. Each data set is shown as a band. This data
shows larger variance at low Q2 than any other fit and the
variance increases with increasing N and M, with M hav-
ing a larger influence on the variance. The Rational(0,1)
curve rapidly diverges from the input radius. The Ra-
tional(1,2) curve shows no data below Q2 ≈ 0.1 GeV2 as
the mean radius was unphysical. The Rational(1,1) curve
slowly diverges to a large radius with increasing Q2. The
Rational(1,2) and Rational(2,1) curves stay well centered
on the input radius with the Rational(2,1) curve slightly
deviating to a large radius at high Q2. The variances of
all Rational(N,M) fits are less than half that of any of
the other fits.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. All begin centered at 1, with
Rational(0,1) having a rapid upturn and Rational(1,1)
having a slow upturn. The others stay centered at 1 for
the full range.

The bottom plot has MSE, Mean Squared Error as de-
scribed in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as a
curve. With the exception of Rational(1,2), all approach
their minima and then begin to increase. Rational(1,2)
is steadily decreasing over the full range and is approxi-
mately 3 · 10−6 at the highest Q2. These are the lowest
MSE values of all fit types.
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VII. KELLY

A. Polynomial Fits in Q2

0.0 0.1 0.2 0.3 0.4 0.5
Q2 (GeV2)

0.100

0.075

0.050

0.025

0.000

0.025

0.050

0.075

0.100

Ex
tra

ct
ed

 R
ad

iu
s -

 In
pu

t R
ad

iu
s (

fm
) Quartic Polynomial

Cubic Polynomial
Quadratic Polynomial
Linear Polynomial

FIG. 76. Bias-Variance plot for polynomial fits in Q2 of the
Kelly Gp

E parameterization
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FIG. 77. χ2 plot for polynomial fits in Q2 of the Kelly Gp
E

parameterization
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FIG. 78. Mean Squared Error plot for polynomial fits in Q2

of the Kelly Gp
E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. Each plot has four sets of data shown, one for
each power of polynomial used, labeled as “Linear Poly-
nomial”, “Quadratic Polynomial”, “Cubic Polynomial”,
and “Quartic Polynomial”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton ra-
dius puzzle. Each data set is shown as a band. All bands
have variance higher than the axis scale at small Q2 and
systematically return a small radius that decreases with
increasing Q2 range. Higher order polynomials decrease
slower.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. All bands begin centered
at 1 and then at some Q2 have a rapid upturn. Higher
order polynomials delay the upturn until higher Q2. The
deviation from χ2 ≈ 1 occurs at significantly higher Q2

than when the extracted radius deviates from the input
radius.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as a
curve. Each curve rapidly drops to the minimum MSE for
the fit and then begins to increase with Q2 and start to
level off about two orders of magnitude higher than the
minima. Higher order polynomials have lower minima
that occur at higher Q2 and then increase slower. The
lowest minima is about 4 · 10−5.
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B. Bounded Polynomial Fits in Q2
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FIG. 79. Bias-Variance plot for bounded polynomial fits in
Q2 of the Kelly Gp

E parameterization
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FIG. 80. χ2 plot for bounded polynomial fits in Q2 of the
Kelly Gp

E parameterization
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FIG. 81. Mean Squared Error plot for bounded polynomial
fits in Q2 of the Kelly Gp

E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. Each plot has four sets of data shown, one for
each power of polynomial used, labeled as “Linear Poly-
nomial”, “Quadratic Polynomial”, “Cubic Polynomial”,
and “Quartic Polynomial”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton
radius puzzle. Each data set is shown as a band. The
low Q2 variance is smaller than the unbound fits, but is
not overall qualitatively different.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. The data is not qualitatively
different than the unbound fits.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as
a curve. The data is not qualitatively different than the
unbound fits.
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C. Polynomial Fits in Z
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FIG. 82. Bias-Variance plot for polynomial fits in Z of the
Kelly Gp

E parameterization
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FIG. 83. χ2 plot for polynomial fits in Z of the Kelly Gp
E

parameterization
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FIG. 84. Mean Squared Error plot for polynomial fits in Z of
the Kelly Gp

E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. A second x axis on top shows the mapping of
Q2 to Z, which spreads out low Q2 points and bunches
up high Q2 points. Each plot has four sets of data shown,
one for each power of polynomial used, labeled as “Lin-
ear Polynomial”, “Quadratic Polynomial”, “Cubic Poly-
nomial”, and “Quartic Polynomial”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton
radius puzzle. Each data set is shown as a band. The
high variance region extends to higher Q2 than fits in
Q2 and the variance is higher than the Q2 fits for the
full range of the plot. With the exception of the quartic
polynomial, the curves rapidly diverge from the input
radius at approximately the same Q2 as the fits in Q2,
but are better centered at the correct radius at lower
Q2. The quartic polynomial remains well centered with
a slight indication of trending towards a large radius at
high Q2. The linear and quadratic polynomials diverge to
large radii and the cubic polynomial diverges to a small
radius.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. All bands begin centered at
1 and then at some Q2 have a rapid upturn. Higher or-
der polynomials delay the upturn until higher Q2. Much
like the fits in Q2, the deviation from χ2 ≈ 1 occurs at
significantly higher Q2 than when the extracted radius
deviates from the input radius. The quartic polynomial
remains well centered at 1 for the full range.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as a
curve. Each curve rapidly drops to the minimum MSE
for the fit and then begins to increase with Q2 and start
to level off about two orders of magnitude higher than
the minima. The quadratic polynomial has the lowest
minimum at about 3 · 10−5. The minima are spread over
a larger Q2 range and the range grows with polynomial
order. The quartic polynomial curve is decreasing over
the full range.



30

D. Bounded Polynomial Fits in Z
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FIG. 85. Bias-Variance plot for bounded polynomial fits in Z
of the Kelly Gp

E parameterization

0.0 0.1 0.2 0.3 0.4 0.5
Q2 (GeV2)

0.00

0.25

0.50

0.75

1.00

1.25

1.50

1.75

2.00

2

Quartic Polynomial
Cubic Polynomial
Quadratic Polynomial
Linear Polynomial

0.0 0.1 0.2 0.3 0.4
Z

FIG. 86. χ2 plot for bounded polynomial fits in Z of the Kelly
Gp

E parameterization
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FIG. 87. Mean Squared Error plot for bounded polynomial
fits in Z of the Kelly Gp

E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. A second x axis on top shows the mapping of
Q2 to Z, which spreads out low Q2 points and bunches
up high Q2 points. Each plot has four sets of data shown,
one for each power of polynomial used, labeled as “Lin-
ear Polynomial”, “Quadratic Polynomial”, “Cubic Poly-
nomial”, and “Quartic Polynomial”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton
radius puzzle. Each data set is shown as a band. The low
Q2 variance is significantly tempered from the unbound
fits in Z. However, as Q2 increases the curves are not
qualitatively different from the unbound fits.

The middle plot has χ2 from 0 to 2 on the y axis. Each
data set is shown as a band. The data is not qualitatively
different than the unbound fits.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as a
curve. The data approaches their minima more rapidly
than the unbound fits, but as Q2 increases they are not
qualitatively different from the unbound fits.
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E. Rational(N,M) Fits in Q2
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FIG. 88. Bias-Variance plot for Rational(N,M) fits in Q2 of
the Kelly Gp

E parameterization
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FIG. 89. χ2 plot for Rational(N,M) fits in Q2 of the Kelly
Gp

E parameterization
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FIG. 90. Mean Squared Error plot for Rational(N,M) fits in
Q2 of the Kelly Gp

E parameterization

1. Figure Descriptions

Three plots, each with “Q2 (GeV2)” from 0 to 0.5 on
the x axis. Each plot has four sets of data shown, one for
each power of Rational(N,M) function used, labeled as
“Rational(0,1)”, “Rational(1,1)”, “Rational(2,1)”, and
“Rational(1,2)”.

The top plot has “Extracted Radius - Input Radius
(fm)” from -0.1 to 0.1 on the y axis. Two horizontal lines
drawn at ±0.04 fm show the magnitude of the proton ra-
dius puzzle. Each data set is shown as a band. This data
shows larger variance at low Q2 than any other fit and the
variance increases with increasing N and M, with M hav-
ing a larger influence on the variance. The Rational(0,1)
curve rapidly diverges from the input radius. The Ratio-
nal(1,2) curve shows no data below Q2 ≈ 0.1 GeV2 as the
mean radius was unphysical. Curves with both N and M
of at least 1 stay very well centered on the input radius
for the full range. The variances of all Rational(N,M) fits
are less than half that of any of the other fits.

The middle plot has χ2 from 0 to 2 on the y axis.
Each data set is shown as a band. All begin centered at
1, with Rational(0,1) having a rapid upturn. The others
stay centered at 1 for the full range.

The bottom plot has MSE, Mean Squared Error as
described in Eq. 1, from 10−6 to 100 with a logarithmic
scale on the y axis. Each set of data is represented as
a curve. The Rational(0,1) curve rapidly approaches a
minimum of 8 · 10−5 and then begins to increase. The
other curves continue to decrease over the full range. The
Rational(1,1) curve drops below the y axis minimum at
about Q2 = 0.35 GeV2.
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