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Transition Waves in Multi-stable Metamaterials with Space-time Modulated
Potentials

Vinod Ramakrishnan1 and Michael J. Frazier1, a)

Department of Mechanical and Aerospace Engineering, University of California, San Diego, California 92093,
USA

This letter introduces a strategy for transition wave (soliton) management in multi-stable mechanical
metamaterials, enabling on-demand, post-fabrication control of the associated phase transformation kinetics
and distribution. Specifically, the wave dynamics are controlled by a small, kinematically-prescribed
spatio-temporal variation in the elastic potential, constituting a driving force. The stability of the wave
profile under slow-propagation conditions and the characteristic spatial localization of the Hamiltonian energy
supports an analogy with a Newtonian particle traversing a viscous medium under forcing. The theoretical
analysis adopts this particle perspective, describing the soliton dynamics through ordinary, rather than partial,
differential equations. While myriad definitions for the potential modulation are possible, a traveling sinusoid
assists the development of analytical solutions. Following this prescription, two wave propagation regimes
are revealed: in one, the soliton is carried by the modulation with a commensurate velocity; in the other,
the soliton is out-paced by the modulation and, thus, travels at reduced velocity. To illustrate the utility
of this method, we demonstrate both the tractor and repulsor effects in multi-stable systems away from
equilibrium: as a tractor (repulsor), the potential variation attracts (repels) the transition wave front in
opposition to the system’s energy-minimizing tendency. This method provides greater flexibility to the
transformation performance of multi-stable metamaterials and supports the adoption of such systems in
applications demanding multi-functionality.

Solitons1 are a class of spatially localized,
large-amplitude solutions to non-linear equations
which describe a variety of processes within several
domains of science, including biology2–4, chemistry5,6,
cosmology7,8, and the materials sciences9–12. In
the context of materials with multiple equilibrium
states, the propagation of topological solitons
is a model for, e.g., polarization switching in
ferroelectric13 and ferromagnetic14 materials, and
structural phase transitions15–17 – transformation
phenomena which impact material performance
and underpin multi-functionality in applications18.
Recently, mechanical metamaterials19 characterized by
multi-stable internal architectures have exhibited similar
behavior20–28, extending atomic-scale physics and
multi-functionality to the readily-accessible structural
level. Command of the soliton dynamics promotes
their utility in applications; however, for metamaterials,
strategies for soliton management are few and often
involve permanent modifications to the internal
architecture (e.g., local/extended defects24,26) which
“lock in” performance at fabrication, preventing
on-demand control of the transformation kinetics and
phase distribution. A means of soliton control which is
amenable to post-fabrication adjustments is a desirable
capability and motivates the present letter.

In practice, at the atomic scale, the environment
in which a soliton [henceforth, synonymous with
transition wave and (anti-)kink] propagates is hardly
ideal: external fields, the effects of thermal noise, and
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structural impurities are each factors which affect the
soliton dynamics and have been the subject of intense
investigation, especially in the context of solid-state
physics29–31. In addition to their relevance as incidental
affects, these factors are simultaneously of practical
import as instruments of transition wave control32,33

which also extend to the metamaterial platform. In
particular, the application of spatio-temporal forcing to
the soliton wave front (e.g., by electric/magnetic fields)
does not necessarily require permanent modifications
to the internal architecture and opens the door to
remote control. In the following, we study the dynamics
of an elastic bi-stable lattice with spatio-temporal
forcing arising from a similarly variable potential
function; the modulation stimulating the propagation
of otherwise static topological solitons with predictable
velocity. The results contribute to the theoretical
understanding of soliton dynamics in multi-stable
metamaterials, facilitating the integration of these
systems into applications demanding post-fabrication
tuning and multi-functionality.

For the theoretical analysis, we consider the evolution
of a one-dimensional, bi-stable continuous mechanical
system, subject to prescribed spatio-temporal forcing,
f(x, t). The governing equation for the displacement
field, u(x, t), has the basic form

u,tt−u,xx +ψ′(u) = f(x, t)− ηu,t, (1)

where η is the viscosity and ψ′(u) is the force stemming
from a symmetric, non-convex on-site potential, ψ(u);
one with two degenerate ground states, uS1 and uS2

(Fig. 1a). Under free-wave conditions (η = 0, f = 0),
the system supports a number of traveling solutions;
in particular, the topological modes (e.g., the anti-kink
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FIG. 1. Bi-stable Potential and Soliton Properties. (a) Local
bi-stable potential facilitating the formation of (b) a soliton
mode (anti-kink) with wavelength, λ, measuring the width
of the transition region (shaded) [i.e., where ψ′′(u) < 0].
The energy barrier, ψB, separates degenerate ground states,
uS1 and uS2. (c) The Hamiltonian density, H, exhibiting
the characteristic soliton energy localization with H → 0 as
|q| → ∞. The dot identifies the energy maximum.

[Fig. 1b]) which we intend to manipulate. With
characteristic length, a, a snapshot of the corresponding
Hamiltonian density34, H = 1

a [ 1
2u,

2
t + 1

2u,
2
x +ψ(u)],

reveals the compact nature of the soliton energy
distribution, reminiscent of a particle, an object with
localized properties (Fig. 1c). Apart from myriad
alternative choices, the point at which the energy density
is maximal is a natural choice for the soliton center;
therefore, for the soliton quasi-particle, we define the
time-dependent position, q(t) = (∆u)−1

∫∞
−∞ xu,x dx,

and velocity, q̇(t) = s(t) = (∆u)−1
∫∞
−∞ xu,xt dx, where

∆u =
∫∞
−∞ u,x dx.

From H, the total energy, E, of the free soliton particle
is readily determined34:

E =

∫ ∞
−∞
Hdx =

√
2

1− s2

∫ u2

u1

√
ψ(u)du = m0γ,

wherem0 =
√

2
∫ √

ψ(u)du is the particle rest mass. The
relativistic mass, m = m0γ, is tied to the soliton velocity,
s, via the Lorentz contraction factor, γ−1 =

√
1− s2.

Likewise, γ also regulates the soliton shape, decreasing
the wave width, λ, with increasing propagation speed.
Thus, the mass properties of the proposed soliton particle
are not fixed quantities. However, if s � 1 (i.e.,
γ ≈ 1), then measures of the relativistic and rest mass
coalesce, and the soliton profile is, essentially, unchanged

compared to the static case. Provided that the slow
propagation condition, s � 1, is realized, then the
interpretation of the free soliton as a non-relativistic (i.e.,
Newtonian) particle is justified34,35; similarly, Eq. (1)
represents a particle acted upon by perturbing forces,
−ηu,t and f(x, t). In the following, we utilize the particle
description to apply Newtonian dynamics to determine
the response of transition waves to simultaneous space-
and time-dependent forcing stemming from a similar
dependency in the potential of the host medium. As
a phenomenological construction, Eq. (2) is, perhaps,
the simplest description of a dissipative system with
independent local and non-local potential variation:

u,tt− [1 + g(x, t)]u,xx + [1− h(x, t)]ψ′(u) = −ηu,t, (2)

which can be arranged in the form of Eq. (1) with
f(x, t) = g(x, t)u,xx +h(x, t)ψ′(u). More complicated
formulations may, e.g., include additional spatial
derivatives of u with space-time coefficients. In
the context of the physical metamaterial, space-time
coefficients such as g(x, t) and h(x, t) may be the effects
of, e.g., prescribed external fields on stimuli-responsive
elastic constituents or kinematically-activated geometric
non-linearities.

Accompanying the particle position and velocity is the
momentum, p(t) = mq̇(t), whose time rate-of-change
balances the perturbing forces (see Supplemental
Information [SI]):

ṗ =

∫ ∞
−∞

[f(x, t)− ηu,t ]u,x dx

=

∫ ∞
−∞

f(x, t)u,x dx− ηmq̇(t) = m0γ
3q̈(t),

where we utilize the relation p(t) =
∫∞
−∞ u,t u,x dx.

Evaluating the integral, I(t) =
∫∞
−∞ f(x, t)u,x dx, and

solving for q̈(t) yields

q̈(t) =
1

m0γ3
I(t)− η

γ2
q̇(t) ≈ 1

m0
I(t)− ηq̇(t), (3)

the main theoretical result; the approximation recognizes
the requisite slow-propagation condition, s � 1 (i.e.,
γ ≈ 1). Furthermore, although soliton propagation may
be stimulated by f(x, t), if significant deformation of the
soliton profile occurs, then the accuracy of the prediction
[Eq. (3)] diminishes. Naturally, integrating Eq. (3)
delivers the desired q(t) and q̇(t).

To demonstrate the effectiveness of our strategy as
well as to validate our theoretical predictions, we
consider the non-linear dynamics of the discrete bi-stable
metamaterial chain depicted in Fig. 2 which is
a variant of the well-known system found in many
theoretical36–38 and experimental22,24 studies. Although
we could proceed with model stimuli-responsive stiffness
elements (results are qualitatively similar [see SI]), we
opt for a purely kinematic approach. The essential
bi-stable element comprises two identical, pin-connected
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FIG. 2. Lattice with Space-Time Variable Potential.
Prescribed displacements, v(x, t) and w(x, t) adjust the
metamaterial geometry, facilitating local and non-local
potential modulation, respectively.

springs of stiffness kB symmetrically arranged about the
horizontal axis. The mass, m, affixed to the common
node is restricted to horizontal displacements, ū =
u/(`B sin θ). Consequently, the corresponding on-site
potential function, possesses two degenerate ground
states ūS1,S2 = 0, 2. As one notable distinction with
similar designs in prior studies, the remote ends of each
spring may displace vertically, v̄ = v/(`B cos θ). As a
second distinction, neighboring degrees of freedom, ūj
and ūj+1, are linked by spring assemblies which permit
adjustments to the coupling strength through vertical
displacements, w̄ = w/(`I cosϕ). For a lattice in which
the vertical displacements depend on space and time,
so too does the potential. In particular, v̄ comprises a
function which modifies the on-site potential in a manner
similar to h in Fig. 1a. Thus, the non-dimensional
equation of motion for an arbitrary degree of freedom,
ūj , within the lattice is (see SI)

ūj ,t̄t̄ + η̄ūj ,t +χ̄,ūj (ūj , ūj+1)

+ χ̄,ūj (ūj , ūj−1) + [1− h(ūj , v̄j)] ψ̄
′(ūj) = 0,

(4)

where χ̄(ūj , ūj±1) is the interaction potential function.
The continuum approximation of the lattice governing
equations resembles the form of Eq. (2). In simulation,
we adopt the dimensionless material and geometric
parameters k̄B = 0.02, k̄I = 0.6728, θ = π/4, and
ϕ = tan−1(5/2). The system parameter, τ = 0.1s, relates
the dimensional and dimensionless times, t = τ t̄. The
displacement amplitudes for v̄ and w̄ should be kept small

in order to preserve the soliton profile consistent with the
particle perspective ingrained in the theoretical results.

Figure 3 compares the predicted and simulated
response of an initially static topological mode to a
spatially prescribed on-site potential for various damping
intensities. For the case in which the v̄j change
linearly (modulation in w̄ yields qualitatively similar
results [see SI]) such as to likewise lower the potential
in the propagation direction (in this study, ψ̄B is
reduced, at most, by 2.5%), the simulated position and
velocity are well-described by Eq. (3) as evidenced
by the comparisons in Fig. 3a. The (anti-)kink
travels down the potential grading the length of the
lattice such that the associated phase transformation is
uni-directional and complete. Nevertheless, since the
bi-stable potential possesses degenerate ground states,
the system supports both kink and anti-kink modes,
facilitating reversible transformations24. Conceivably,
e.g., following a binary scheme with ūS1 ≡ ON and
ūS2 ≡ OFF, alternating soliton modes may constitute

FIG. 3. (color online). Soliton in Static Potential Grading.
A comparison of theoretically predicted (solid line) and
numerically observed (dots) soliton response in (a) a linear
and (b) a triangular potential grading (system minimum at
q = 500) at various levels of material damping. (c) Percent
error, e, in the numerical steady-state velocity results for a
linear potential grading relative to that predicted by Eq. (3)
as a function of damping intensity.
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FIG. 4. Lattices with Space-Time Variable Potential. (a,b)
A comparison of theoretically predicted (solid line) and
numerically determined soliton position for a continuous
sinusoidal modulation, v̄j = V̄ sin(κja + ϑ − ωt̄) (dots),
and a pulsed sinusoidal modulation, v̄j = V̄ sin(κja + ϑ −
ωt̄)H(sgn[sin(ωst̄)]) (squares), with V̄ = 2.5 × 10−3 and
ωs = 2.1× 10−3. Different damping levels are represented for
the continuous sinusoid. Only η̄ = 5× 10−4 is plotted for the
pulsed sinusoid. (c) A comparison of theoretically predicted
(solid line) and numerically observed (dots) soliton velocities.
The numerical velocities are calculated as the average velocity
over a period, T = 2π/ωr.

damping-tolerant, continuous mechanical signals for
information transmission in, e.g., completely soft robots
and machines39–41.

For vanishing initial conditions and non-zero viscosity,
Eq. (3) gives q̇(t̄) = I(1 − e−η̄t̄)/m0η̄ as the soliton
velocity which converges to the steady-state value q̇ss =
I/m0η̄, a result similar to that obtained by Hwang
and Arrieta24 via a perturbation approach. Figure
3c compares the theoretical and numerical [at t̄ ≥
− 1
η̄ ln(0.01)] results for q̇ss as a function of the viscosity,

revealing greater agreement toward higher values of
η̄ (equiv., slower propagation speeds) as measured by
the relative percentage error, e. As η̄ → 0 and the
steady-state velocity increases, the relativistic effects
disregarded in the formulation of Eq. (3) become
significant, widening the discrepancy between theory and
simulation.

For the case in which the v̄j change non-monotonically,
the traveling soliton may be trapped within a
system-level local minimum. The trapped soliton

oscillates about the minimum with a frequency
determinable by Eq. (3) (see SI), causing the region
to undergo repeated, autonomous transformations. Fig.
3b illustrates the oscillation of the soliton center in
a (symmetric) system-level, triangular potential well.
Naturally, dissipation alters the oscillation frequency and
amplitude over time. Ultimately, the damped soliton
settles into the minimum.

As a practical limitation, monotonic potential gradings
prevent the construction of arbitrarily long lattices as the
potential, ultimately, vanishes. However, a prescribed
spatio-temporal variation in the potential manifesting
mobile system-level minima may transport a transition
wave front with a predictable velocity in lattices of any
length.

We consider the response of an initially static
transition wave in the proposed lattice where the
prescribed displacement modulation, v̄j = V̄ sin(κja +
ϑ − ωt̄), is a small-amplitude (V̄ = 2.5 × 10−3) sinusoid
of frequency, ω, and wavenumber, κ. Consequently,
the lattice possesses multiple potential minima which
propagate with velocity sp = ω/κ and to which the
soliton is drawn, stimulating mobility. In the simulations,
one of these minima is initially aligned with the soliton
center at q(0) = q0 using the phase shift, ϑ.

Figures 4a,b display the simulated soliton response
to a continuous sinusoidal modulation for different
damping intensities. In each case, the response (dots)
exhibits an oscillatory behavior; however, while the
undamped soliton propagates with a constant mean
velocity, the damped soliton slows to a near halt,
seemingly limiting the utility of the proposed strategy
in practical (dissipative) systems. However, alternative
modulation waveforms may be more effective in driving
the damped soliton. For example, utilizing the pulsed
sinusoid, v̄j = V̄ sin(κja + ϑ − ωt̄)H(sgn[sin(ωst̄)]) (H
is the Heaviside function), enables long propagation
times even at η̄ = 5 × 10−4, a damping intensity
which shortened propagation times in the case of the
continuous sinusoid. Nevertheless, if the complexity of
the modulation is measured by the number of tuning
parameters in its mathematical description, then the
continuous sinusoid is one of the simplest, and so,
to simplify the theoretical analysis and exhibition of
spatio-temporal potentials, the continuous sinusoid is
applied in the following.

The governing equation corresponding to the
sinusoidal modulation is (see SI)

q̈(t̄) =
I

m0
cos(ϑ− ωrt̄)− ηq̇(t̄), (5)

where ωr = ω − κq̇ and, for simplicity, we let q0 = 0. To
facilitate an analytical result from integration, we assume
ωr to be, essentially, constant which is approached in the
case of small accelerations and times. Integrating Eq. (5)
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FIG. 5. Application of Spatio-Temporal Potential Modulation. (a) Soliton response to a programmed modulation and tractor
beam (V̄ = 0.0025) (b) (top row) The collapse of a circular wave front in a 2D lattice in the absence of a potential variation;
the expansion (middle row) and shaping (bottom row) of the same initial wave front due to a uniform radial (V̄ = 0.0125) and
directional radial spatio-temporal variation (V̄ = 0.05) representing a repulsor.

yields

q̇(t̄) = s(t̄) =

[
I

m0(η̄2 + ω2
r )

]
(
ωr

[
sin(ϑ)e−η̄t̄ − sin(ϑ− ωrt̄)

]
− η̄

[
cos(ϑ)e−η̄t̄ − cos(ϑ− ωrt̄)

] )
.

Consistent with the small times assumption, we further
consider e−η̄t̄ ≈ 1 for several time periods, T = 2π/ωr,
then the oscillatory behavior predicted by the above
relation can be averaged over T to formulate the following
cubic equation for the (perhaps transient) soliton mean
speed over small times:

s3 − 2sps
2 +

[
s2

p +
η̄2

κ2
+

I

m0κ
sin(ϑ)

]
s

− I

m0κ2
[κsp sin(ϑ)− η̄ cos(ϑ)] = 0.

(6)

For sufficiently slow moving modulations, the above
polynomial possesses only one real root, s ≤ sp.
Conversely, if the potential modulation travels with
sufficient speed, there exists three real roots, the smallest

of which is observed in simulations. These roots are
plotted as solid lines in Figs. 4a,b, showing good
agreement with the initial transient regions of the
simulations, especially in the case η̄ = 0 for which
e−η̄t̄ = 1 ∀t̄ and s may be interpreted as either the
steady-state mean speed or, paradoxically, as the speed
over a “transient” period of infinite duration. For the
special case of η̄ = 0, the theoretical velocity is the
piecewise expression

q̇ =

{
sp, sp ≤ sc

1
2

(
sp −

√
s2

p − s2
c

)
, sp > sc

(7)

where the critical speed sc =
√

4I sin(ϑ)/m0κ separates
two kinetic regimes. For sp ≤ sc, the speed of the
potential modulation is sufficiently slow as to ensure that,
as the minimum moves away from the soliton center,
the transition wave is able to continuously re-equilibrate
and, thus, travel with an identical mean, steady-state
velocity, q̇ = sp. Alternatively, in the region sp >
sc, the soliton center is outpaced by the minima and,
therefore, the transition wave travels at a reduced
mean speed, alternately entering and exiting successive
lattice-level potential wells. The damped soliton exhibits
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qualitatively similar behavior, interestingly, leading to
faster than predicted propagation for slow moving
modulations. These results can be seen in Fig. 4c which
compares ω-dependent theoretical and numerical results
for different damping intensities, exhibiting excellent
agreement, especially in the undamped scenario.

In the preceding, we theoretically describe and
numerically analyze the physics of solitons in multi-stable
metamaterials subject to spatio-temporal forcing, the
result of a commensurate modulation in the elastic
potential. In the context of soliton management, such
an approach allows for the on-demand control of the
kinetics and extent of phase transformations in systems of
arbitrary size. To illustrate this ability, in the following,
we present three examples of transition wave control. In
each case, the spatio-temporal variation in the (on-site)
potential stems from prescribed sinusoidal displacements,
v̄j = V̄ sin(κja+ ϑ− ωt̄).

For the moment, we consider a dissipative (η̄ =
10−3) 1D metamaterial identical to that in Fig. 2
with the exception of an additional elastic component,
k̄X, which contributes k̄Xū

2/2 to the on-site potential.
In one scenario, k̄X = 0, yielding degenerate ground
states which prohibit the self-sustained propagation
of transition waves21,22. Despite this condition, as
shown in Fig. 5a, the movements of the soliton
center may be programmed by utilizing a potential
variation wherein κ and ω are assigned different values
for specific time intervals: the soliton either remains
static or propagates, including reversing propagation
direction and altering propagation speed. In this
manner, the kinetics and extent (i.e., position) of the
associated phase transformation are controlled. In a
second scenario, k̄X = 10−6 manifests a biased on-site
energy landscape which supports the self-sustained,
uni-directional propagation of a single soliton mode24,
rendering the corresponding transformation irreversible.
Figure 5a plots the position of a transition wave
front within the biased system, showing it to move
with constant velocity until terminating at the system
boundary at q = 103. However, while in transit, a
spontaneous forcing – arbitrarily, initiated at t̄ = 25×103

– stemming from a spatio-temporal potential variation
counters the local energy bias and permits the reversal
of the soliton propagation direction and, thus, the phase
transformation in opposition to the energy minimizing
tendency of the unforced system. In this manner, the
modulation represents as a tractor.

For the third scenario, we consider a 2D bi-stable
mechanical metamaterial modeled after that introduced
in Frazier and Kochmann23 (see SI) which possesses two
degenerate ground states. Within this system, we initiate
a circular phase which, subsequently, tends to collapse
inward and vanish due to an energy-minimizing, “surface
tension” effect related to the wave-front curvature. The
snapshots in the first row of Fig. 5b depict this process.
However, as indicated in the second row of Fig. 5b by the
slight increase in the circular phase diameter, a radially

directed spatio-temporal potential modulation is able to
maintain the circular phase by repelling the wave front.
Moreover, as illustrated in the third row, by directing
the sinusoidal modulation along specific axes, the shape
of the wave front can be deformed away from circular on
demand. In opposing the natural tendency of the circular
phase to collapse, the modulation acts as a repulsor.

In summary, this letter interprets (topological)
solitons as Newtonian particles and applies the
associated dynamics concepts to their prediction
and control in multi-stable metamaterials. It was
shown that spatio-temporal modulations of the
metamaterial elastic potential stimulates soliton
motion in a manner similar to the electric/magnetic
fields in solid state systems. This represents means
to manipulate the post-fabrication metamaterial phase
transformation kinetics and phase distribution on
demand and, potentially, remotely; a capability which
supports the adoption of multi-stable metamaterials
in applications demanding multi-functionality. The
theoretical findings are supported by the simulation
results of a representative metamaterial. Nevertheless,
the particle interpretation restricts the forcing in order
to avoid relativistic effects. In addition, without a
check-and-amend scheme, the accuracy of theoretical
predictions may diminish in time, especially when
potentials possess a high degree of spatial variability,
resulting in distortion of the soliton profile.

See supplementary material for animations, details of
equation derivations and additional results for solitons
in a potential grading induced by variation in w.

This work is supported by start-up funds provided by
the University of California.
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