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Energy Optimization For Hybrid ARQ With Turbo
Coding: Rate Adaptation and Allocation

Bentao Zhang , Laurence B. Milstein, Fellow, IEEE, and Pamela Cosman , Fellow, IEEE

Abstract—We consider incremental redundancy (IR) hybrid au-
tomatic repeat request (HARQ) over independent block-fading
channels with turbo coding. We consider different cases of channel
state information (CSI) at the transmitter: the transmitter has no
knowledge of any CSI, or knows the CSI in previous transmission
rounds through a perfect feedback channel, or knows both current
and previous CSI. The transmitter decides the forward error cor-
rection code rate based on the CSI it has. We minimize the energy
consumption of turbo-coded HARQ, subject to a packet loss rate
constraint. Numerical results show that the energy consumption of
HARQ decreases when more CSI information is available at the
transmitter. We also compare IR combining with Chase combining
and the system without combining, and IR combining yields the
least energy consumption.

Index Terms—Hybrid ARQ, turbo code, rate adaptation, rate
allocation.

I. INTRODUCTION

HYBRID automatic repeat request (HARQ) [1] plays an
important role in providing reliable and efficient data

transmission. HARQ is a combination of forward error cor-
rection (FEC) and automatic repeat request (ARQ). Pure FEC
may introduce unnecessary redundancy, whereas pure ARQ
may require many retransmissions due to heavy losses for
each single transmission. The authors in [2]–[4] suggest that
HARQ outperforms pure FEC and pure ARQ for wireless video
transmission. In typical HARQ systems, a retransmission is
performed until either the codeword is successfully decoded,
or a maximum number of transmissions is reached. There are
three kinds of HARQ combining techniques: no combining,
Chase combining (CC) and incremental redundancy (IR). For
no combining HARQ, each transmission round is decoded in-
dependently. For CC HARQ [5], [6], all transmission rounds
are identical, and the received packets are decoded together
through maximum ratio combining. For IR HARQ [7], each
retransmission contains additional parity bits beyond those of
the previous transmissions. There are two kinds of IR HARQ
code rate selection algorithms [8]: rate allocation and rate adap-
tation. For rate allocation, the code rate in each transmission
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round is predetermined. For rate adaptation, the code rate in
each transmission round is determined by the previous (and
current) channel state information (CSI). Because the previous
transmitted packets are also used in the decoding process, the
previous CSI provides information about how many additional
bits are needed in the current transmission.

In [9], [10], the authors studied the performance of HARQ
with convolutional codes. However, no combining technique
was used and each transmission round was identical. In [11],
power and rate adaptation were presented for HARQ with
MQAM, but no combining was considered. The authors in [12]
considered the combination of adaptive modulation and coding
and HARQ, using an information-theoretic approach. The state
of the convolutional decoder was used to determine the optimal
code rate for HARQ in [13]. In [14]–[16], the optimal power
assignment across the transmission rounds was investigated for
CC HARQ, under different channel models. In [17], [18], the
optimal power assignment for IR HARQ was derived. In [19], the
optimal rate in different transmission rounds for IR HARQ was
studied. The authors in [20] generalized the power allocation
and adaptation problem for CC and IR HARQ, and built a
framework for close-form solutions. In [21], the authors built
a framework to analytically express the throughput of HARQ
systems. The performance of HARQ with imperfect feedback
was studied in [22]. The influence of time correlations of wireless
channels in different HARQ transmission rounds and signaling
overhead were considered in [23]. The authors in [24] showed
that correlated channels may yield higher throughput than inde-
pendent channels for HARQ. HARQ code design for polar codes
was studied in [25], and HARQ code design for low-density
parity-check codes was studied in [26]. In [27], the authors
surveyed HARQ code design for turbo codes. In [28], the author
designed and analyzed multilevel polar coded modulation for
block fading channels.

In the existing papers on HARQ using Turbo codes for fading
channels, either the HARQ strategy is simple, e.g., no combining
was considered in [10], [11], or they use an information-theoretic
approach, e.g., [12], [14]–[20]. The information-theoretic ap-
proach is based on [29], where the assumption is that the number
of bits in each transmission round is sufficiently large. This
assumption does not necessarily hold for actual codes with finite
length. Therefore, in this paper, instead of the information-
theoretic approach, we consider turbo-coded IR HARQ. In
addition, we compare different models of CSI availability at
the transmitter: the transmitter has no knowledge of any CSI, or
knows the CSI in previous transmission rounds through a perfect
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feedback channel, or knows both the CSI in the current transmis-
sion round and the previous CSI. The theoretical analyses focus
on the first two models. The scheme without CSI is called rate
allocation because the FEC code rates are predetermined. The
schemes with CSI are called rate adaptation because the FEC
code rates depend on CSI. We investigate the optimal strategy
in each transmission round of the IR HARQ: which FEC code
rate should the transmitter use for the transmission, based on
the available CSI the transmitter has. The optimization problem
is to minimize the energy consumption of HARQ, subject to a
packet loss rate (PLR) constraint. A packet loss can happen either
when the maximum number of retransmissions is reached or the
transmitter decides to discard the packet. The PLR is defined as
the probability that a packet is not successfully decoded by the
receiver after retransmissions.

The contributions of this paper can be summarized as follows:
� We consider IR HARQ over independent block-fading

channels with turbo coding. The energy consumption of
turbo-coded HARQ is minimized subject to a packet loss
rate constraint.

� We consider different cases of CSI at the transmitter: the
transmitter has no knowledge of any CSI, or knows the CSI
in previous transmission rounds through a perfect feedback
channel, or knows both current and previous CSI.

� An analytical expression is proposed to approximate the
error probability of turbo-coded HARQ in multiple trans-
mission rounds.

� Numerical results show that more CSI information at the
transmitter helps reduce the energy consumption by assign-
ing the FEC code rate in each transmission more accurately.
We compare the energy consumption of IR HARQ to that of
Chase combining and HARQ systems without combining,
and IR HARQ yields the least energy consumption.

The rest of this paper is organized as follows. In Section II,
we introduce the system model. In Section III, we formulate and
solve the problem. In Section IV, we show the numerical results.
Conclusions are drawn in Section V.

II. SYSTEM MODEL

A. Proposed Model

Suppose we have an (Nt, Nb) block turbo code, which is called
the mother code. Every Nb information bits are encoded into Nt

bits, and this codeword is transmitted with IR HARQ. We set
Nb = 256 in this paper. LetNi be the number of bits transmitted
in the i-th transmission, where i = 1, 2, ..., K, and K is the
maximum number of transmissions. We will discuss how Ni

is determined later in this section. In the first transmission, the
transmitter punctures the mother code and transmits N1 bits,
including Nb information bits and N1 −Nb parity bits. The
receiver decodes with N1 received bits, and sends an acknowl-
edgement (ACK) or negative acknowledgement (NACK) back
to the transmitter through a perfect feedback channel based on
the decoding result. If the transmitter receives a NACK, the
next N2 bits in the mother code are transmitted in the second
transmission. The receiver decodes with the received N1 +N2

bits. This process continues until the packet is successfully
decoded or the maximum number of transmissionsK is reached.

We consider different cases of CSI at the transmitter which
correspond to different assumptions about delay and complexity.

(1) The transmitter does not have knowledge of the CSI: The
number of bits in the i-th transmissionNi is predetermined and is
a function of only the transmission round i. This assumption is as
in [15], [30]. This corresponds to the case where the complexity
associated with sending the CSI or using it at the transmitter
is not considered acceptable. For example, some legacy user
equipment of 3GPP Long-Term Evolution (LTE) [31] does not
generate or receive CSI [32]; the physical uplink control channel
format 1 includes only ACK/NACK information without CSI,
but other formats may contain both CSI and ACK/NACK.

(2) The transmitter has knowledge of the CSI in the previous
transmission rounds: We assume the receiver can perfectly es-
timate the channel state and send this information back to the
transmitter along with the NACK through a perfect feedback
channel when a transmission fails, as in [8], [20]. The transmitter
has only the CSI in the first i− 1 transmissions at the time
of the i-th transmission. Therefore, N1 is predetermined, and
Ni depends on the CSI in the first i− 1 transmissions and on
N1, . . ., Ni−1. This corresponds to the case where the commu-
nication delay is too large for the transmitter to have CSI for the
current packet.

(3) The transmitter has knowledge of both current and pre-
vious CSI: We assume the receiver can perfectly estimate the
channel state and send this information back to the transmitter
along with the NACK through a perfect and delay-free feedback
channel when a transmission fails, as in [10], [16], [18], [33].
Therefore,Ni depends on the CSI in the first i transmissions and
N1, . . ., Ni−1. This corresponds to the case where the communi-
cation delay is negligible and where the complexity associated
with sending and using current CSI is considered acceptable.

One example of the systems which use current and/or previous
CSI is multiple-input and multiple-output (MIMO). In MIMO,
not only current CSI is useful, but outdated CSI also helps to
enhance the system [34], [35]. Another example is 3GPP LTE,
which is able to provide the CSI at the transmitter. Therefore,
a transmitter can use current CSI, and even previous CSI if
beneficial. In cases (2) and (3), if the CSI was/is too bad, the
transmitter is allowed to abandon the opportunity to transmit
the packet in order to save energy, since the probability that
the packet will be transmitted successfully is not high enough.
In other words, Ni is allowed to be zero. We define a packet
loss to be the event that the packet is not successfully decoded
after K transmission opportunities, including the ones that the
transmitter chooses to abandon.

The code rate after the i-th transmission is

ri =
Nb∑i
j=1 Nj

. (1)

We have rj ≤ ri when j > i, sinceNi+1, Ni+2, . . ., Nj are non-
negative. For simplicity, we only allow ri to be chosen from the
following code rate set: {r} = {r(1) = 1/5, r(2) = 1/3, r(3) =
2/5, r(4) = 1/2, r(5) = 2/3}. Once ri is chosen, then Ni is
determined by

Ni =

{
Nb

r1
, i = 1

Nb

ri
−N1 − · · · −Ni−1, 2 ≤ i ≤ K

. (2)
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In other words, Ni should be chosen such that

N1 + · · ·+Ni =
Nb

ri
∈ Z (3)

where ri ∈ {r}. A special case occurs when the transmitter
abandons the opportunity to transmit a packet. In that case,∑i

j=1 Nj = 0, and we define ri = 0.
We assume the transmission duration of a packet (excluding

retransmissions) is much smaller than the channel coherence
time so that the channel is constant during this time period. In
the Long-Term Evolution (LTE) standard for example, the time
slot duration is 0.5 millisecond (ms) [36]. In [37], the authors
showed that in a system with a carrier frequency of 2.5 GHz and
a receiver moving with speeds of 2 km/h, 45 km/h, and 100 km/h,
the coherence times are 200 ms, 10 ms, and 4 ms, respectively.
Thus, the transmission duration is much smaller than channel
coherence time for a wide range of receiver speed. We further
assume the different transmission rounds corresponding to the
same mother code experience independent fading, as in [8],
[15], [36], [38]. Constant power S0 and binary phase shift
keying (BPSK) with symbol duration Ts are used. The noise
power spectral density is N0. Let the channel gain in the i-th
transmission be γi, and γi’s are i.i.d. Rayleigh distributed. The
received signal-to-noise ratio (SNR) in the i-th transmission is
Γi =

S0Ts

N0
γ2
i . The pdf of Γi, fΓi

(Γi), is exponential and the

joint pdf is fΓ1,Γ2,...,Γj
(Γ1,Γ2, . . .,Γj) =

∏j
i=1 fΓi

(Γi), where
1 ≤ j ≤ K.

B. Information-Theoretic Approach

In [8], [12], [14]–[20], the authors use an information-
theoretic approach in the HARQ systems. We briefly describe
this approach for IR HARQ in this subsection. The system
model in this approach is similar to the proposed model in
Section II-A, and we keep using the symbols and definitions
in Section II-A. As shown in [29], [39], after k transmissions,
the decoding is successful if the average accumulated mutual
information at the receiver is larger than the overall transmission
rate. Therefore, the condition for successful decoding after k
transmissions becomes [8]

1∑k
j=1 Nj

k∑
j=1

cjNj ≥ Nb∑k
j=1 Nj

, (4)

where cj = log2(1 + Γj) is the mutual information between
the received signal and the transmitted signal. The left hand
side term in Equation (4) is the average accumulated mutual
information at the receiver, and the right hand side term in
Equation (4) is the overall transmission rate. As shown in [29],
when Nb approaches infinity, the probability of error goes to
zero when Equation (4) satisfies. Therefore, the assumption in
this approach is that Nb is sufficiently large. For the existing
work using this information-theoretic approach, only the first
two cases of CSI in Section II-A were considered: either the
transmitter does not have knowledge of the CSI or the transmitter
has knowledge of the CSI in the previous transmission rounds.

III. PROBLEM FORMULATION

A. Optimization Problem

The optimization problem is

min E
s.t. PL ≤ Pconst

Nb

N1 + · · ·+Ni
∈ {r}

variables: Ni, i = 1, 2, . . .,K (5)

where E is the average overall energy consumption of a packet,
PL is the average overall PLR, andK is the maximum number of
transmissions. Here, the term “overall” refers to all transmissions
of a packet. In other words, E is the sum of energy consumption
in all transmissions until the packet is transmitted successfully or
the maximum number of transmissions K is reached, and PL is
the probability that a packet cannot be successfully transmitted
after K transmissions. Equation (5) is the optimization problem
for all the CSI availability models in Sections III-B to III-D,
although the method to solve the problem is different. For
simplicity, we let the maximum number of transmissions K be
2 in this section. It can be extended to arbitrary K.

Note that in some literature [8], [9], [17], [25] the goal is to
maximize the throughput. As shown in [8], the throughput of an
HARQ system can be written as

η =
N b

Ns

, (6)

where N b is the expected number of correctly received infor-
mation bits, and Ns is the expected number of transmitted bits
(after FEC). There are a certain number of information bits to
be transmitted for the system, and only the correctly received
packets are counted in the throughput. This means if a packet is
not transmitted to save energy, then it is lost by the definition of
N b. We have

N b = Nb(1 − PL), (7)

where PL is the probability of decoding failure after K trans-
missions, and the average overall energy consumption is

E = S0TsNs. (8)

Therefore, we have

η =
S0TsNb(1 − PL)

E ≈ S0TsNb

E , (9)

where the approximation is based on the assumption thatPL <<
1. This means minimizing the energy consumption is equivalent
to maximizing the throughput for the proposed HARQ system.

B. Without CSI

The transmitter only receives ACK or NACK without CSI.
Since incremental redundancy is used, when the first transmis-
sion fails, the transmitter may choose to transmit additional
parity bits after receiving the NACK from the receiver. The
transmitter does not have any CSI, so the optimal FEC code rates
in both transmissions are predetermined, instead of evaluated at
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the time of transmission. This means N2 does not depend on N1

or Γ1. The average overall energy consumption E is

E = S0Ts

(
N1 +

∫ ∞

0
N2P (e1;N1|Γ1)fΓ1(Γ1)dΓ1

)
, (10)

where the first term in the parentheses is the constant num-
ber of bits in the first transmission, and the second term in
the parentheses is the average number of bits in the second
transmission since the second transmission may or may not
happen. The term P (e1;N1|Γ1) is the conditional PER in the
first transmission, conditioned on Γ1. We use P (e1;N1|Γ1) and
P (e1; r1|Γ1) interchangeably. The average overall PLR is

PL=

∫ ∞

0

∫ ∞

0
P (e1, e2;N1, N2|Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ1 dΓ2,

(11)
where ei is the event that the i-th transmission fails and
P (e1, e2;N1, N2|Γ1,Γ2) is the conditional probability that
both transmissions fail, conditioned on Γ1 and Γ2. We
use P (e1, e2;N1, N2|Γ1,Γ2) and P (e1, e2; r1, r2|Γ1,Γ2) inter-
changeably. In the Appendix, we show that since incremental
redundancy is used, the probability that both transmissions fail
can be approximated by the probability that the second transmis-
sion fails, regardless of the result in the first transmission. The
assumption for this approximation is that the probability that the
second transmission fails, if the first one was successful, is very
small compared to the probability that both transmissions fail.
The intuition for this assumption is that if the first transmission
was successfully decoded, the realization of the channel, i.e.,
the combination of the channel gain and noise, in the second
transmission has to be exceedingly bad to make the second
decoding fail, which is of small probability. Then,

PL ≈
∫ ∞

0

∫ ∞

0
P (e2;N1, N2|Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ1 dΓ2,

(12)
where P (e2;N1, N2|Γ1,Γ2) is the conditional error probability
of the second transmission, conditioned on Γ1 and Γ2. Because
of incremental redundancy, the second decoding is performed
for a codeword with length N1 +N2, and with channel state Γ1

for the first N1 bits and Γ2 for the next N2 bits. We give an
analytical expression to approximate P (e;N1, N2|Γ1,Γ2) in the
Appendix.

min S0Ts

(
N1 +

∫ ∞

0
N2P (e;N1|Γ1)fΓ1(Γ1)dΓ1

)

s.t.
∫ ∞

0

∫ ∞

0
P (e2;N1, N2|Γ1,Γ2)fΓ1,Γ2

× (Γ1,Γ2)dΓ1 dΓ2 ≤ Pconst

Nb

N1 +N2
∈ {r}

variables: N1, N2 (13)

The optimization problem is in Equation (13). Next we
want to find the analytical expression for P (e1;N1|Γ1) and
P (e2;N1, N2|Γ1,Γ2) to solve Equation (13). As introduced
in [10] and used in [40],

P (e1;N1|Γ1) ≈ min(1, a1e
−b1Γ1), (14)

and the parameters a1 and b1 are obtained through curve fitting.
Since N2 does not depend on N1, we can use an exhaustive

search to find the solution to the problem. We try all possible
(N1, N2) to find the one that satisfies the constraint in Equation
(13) with the minimum energy consumption.

C. With Previous CSI

As no CSI is available for the first transmission, N1 is pre-
determined as in Section III-B. Since the bits transmitted in the
first transmission are also used in the decoding of the second
transmission, N2 should be a function of N1 and Γ1, i.e., N2 can
be written as N2(N1,Γ1). When the first transmission fails, the
channel state Γ1 and number of bits N1 can provide information
about how many extra bits are needed in the second transmission.
For example, if the channel was bad and N1 is small, then it is
likely that many extra bits are needed for the second transmission
to be successful, although the transmitter knows nothing about
the CSI in the second transmission; if the channel was good and
N1 is larger, then it is likely that a small N2 would be sufficient
in the second transmission. Let t1 be an index that says which
of the available FEC code rates is chosen for the first packet.
Then N1 = Nb/r1 = Nb/r

(t1), where 2 ≤ t1 ≤ |{r}| and | · | is
the cardinality of a set. The reason that t1 is constrained to be
greater than or equal to two is that t1 = 1 means the strongest
FEC code rate r(1) is used for the first transmission, in which case
there is no possibility of sending additional incremental bits in
the second transmission, even if the first transmission fails. Since
there would be no possibility of a second transmission, even if the
first one fails, the maximum number of transmissions would be
one, instead of two. Similar to Section III-B, this problem can be
solved exhaustively for eachN1. For a fixed t1 orN1, the number
of bits in the second transmission N2(N1,Γ1) is determined by
the SNR boundaries Γ1,1,Γ1,2. . .,Γ1,t1−1 as follows

N2(N1,Γ1) =

⎧⎪⎪⎨
⎪⎪⎩

0, when 0 ≤ Γ1 < Γ1,1

Nb

(
1
r2

− 1
r1

)
= Nb

(
1

r(t2)
− 1

r(t1)

)
,

when Γ1,t2 ≤ Γ1 < Γ1,t2+1

(15)
where 1 ≤ t2 ≤ t1 − 1, and Γ1,t1 = ∞. When 0 ≤ Γ1 < Γ1,1,
the transmitter discards the packet in the second transmission
to save energy because the deep fade in the first transmission
decreases the probability of a successful decoding in the second
transmission. As Γ1 increases, N2 decreases. We will later use a
Lagrangian multiplier to obtain the optimal SNR boundaries, so
that the energy consumption is minimized, subject to a packet
loss rate constraint. The average energy consumption E is in
Equation (16). The overall PLR is in Equation (17), where the
first term corresponds to the situation when the first transmission
fails and then the packet is discarded by the transmitter because
of the deep fade, and the second term corresponds to the case
when both transmissions fail.

E = S0Ts

(
N1 +

∫ ∞

Γ1,1
N2(N1,Γ1)P (e1;N1|Γ1)fΓ1(Γ1)dΓ1

)

= S0Ts

(
N1 +

t1−1∑
i=1

∫ Γ1,i+1

Γ1,i
N2(N1,Γ1)
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× P (e1;N1|Γ1)fΓ1(Γ1)dΓ1

)

= S0TsNb

(
1

r(t1)
+

t1−1∑
i=1

∫ Γ1,i+1

Γ1,i

(
1
r(i)

− 1
r(t1)

)

× P (e1; r
(t1)|Γ1)fΓ1(Γ1)dΓ1

)
. (16)

PL ≈
∫ Γ

(1)
1

0
P (e1;N1|Γ1)fΓ1(Γ1)dΓ1

+

∫ ∞

Γ
(1)
1

∫ ∞

0
P (e2;N1, N2(N1,Γ1)|Γ1,Γ2)

× fΓ1,Γ2(Γ1,Γ2)dΓ2 dΓ1

=

∫ Γ
(1)
1

0
P (e1; r

(t1)|Γ1)fΓ1(Γ1)dΓ1

+

t1−1∑
i=1

∫ Γ1,i+1

Γ1,i

∫ ∞

0
P (e2; r

(t1), r(i)|Γ1,Γ2)

× fΓ1,Γ2(Γ1,Γ2)dΓ2 dΓ1 (17)

We use the Lagrangian multiplier method. The Lagrangian
function is in Equation (19), shown at the bottom of this page,
which is obtained by plugging in Equations (16) and (17). We can
get the optimal SNR boundaries by setting ∂L

∂λ
= 0 and ∂L

∂Γ(1,j) =

0 for j = 1, . . ., t1 − 1, where

∂L

∂Γ
(j)
1

= h(j) + g(j). (18)

The function h(j), in Equation (20), shown at the bottom of
this page, is the derivative of the second line in Equation (19),
and g(j), in Equation (21), shown at the bottom of this page, is
the derivative of the third line in Equation (19). Equation (19) is
solved for each N1, and then we find the minimum energy for all
possible values of N1, where there are |{r}| − 1 possibilities.

D. With Current and Previous CSI

Both current and previous CSI are available at the transmitter,
and they are used to determine the FEC code rate. This means
N1(Γ1) depends on Γ1 and N2(N1,Γ1,Γ2) depends on N1, Γ1

andΓ2. SinceN1(Γ1) is just a function ofΓ1,N2(Γ1,Γ2) is fully
determined by Γ1 and Γ2. For simplicity of notation, we discuss
the FEC code rates r1(Γ1) and r2(Γ1,Γ2). The relationship
between ri and Ni is in Equation (1).

The code rate in the first transmission is determined by the
SNR boundaries Γ1,1, . . .,Γ1,5 as follows

r1(Γ1) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, 0 ≤ Γ1 < Γ1,1

r(1) = 1/5, Γ1,1 ≤ Γ1 < Γ1,2

r(2) = 1/3, Γ1,2 ≤ Γ1 < Γ1,3

r(3) = 2/5, Γ1,3 ≤ Γ1 < Γ1,4

r(4) = 1/2, Γ1,4 ≤ Γ1 < Γ1,5

r(5) = 2/3, Γ1,5 ≤ Γ1 < Γ1,6 = ∞

(22)

L = E + λ(PL − Pconst)

= S0TsNb

(
1

r(t1)
+

t1−1∑
i=1

∫ Γ1,i+1

Γ1,i

(
1
r(i)

− 1
r(t1)

)
P (e1; r

(t1)|Γ1)fΓ1(Γ1)dΓ1

)

+ λ

∫ Γ
(1)
1

0
P (e1; r

(t1)|Γ1)fΓ1(Γ1)dΓ1 + λ

t1−1∑
i=1

∫ Γ1,i+1

Γ1,i

∫ ∞

0
P (e2; r

(t1), r(i)|Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ2 dΓ1

− λP const (19)

h(j) =
∂{S0TsNb

∑t1−1
i=1

∫ Γ1,i+1

Γ1,i

(
1

r(i)
− 1

r(t1)

)
P (e1; r

(t1)|Γ1)fΓ1(Γ1)dΓ1}
∂Γ

(j)
1

= S0TsNb

(
1

r(j−1)
− 1

r(t1)

)
P (e1; r

(t1)|Γ1,j)fΓ1(Γ
1,j)︸ ︷︷ ︸

w.r.t. i=j−1

−S0TsNb

(
1

r(j)
− 1

r(t1)

)
P (e1; r

(t1)|Γ1,j)fΓ1(Γ
1,j)︸ ︷︷ ︸

w.r.t. i=j

= S0TsNb

(
1

r(j−1)
− 1

r(j)

)
P (e1; r

(t1)|Γ1,j)fΓ1(Γ
1,j), (20)

g(j) = λ
∂{∫ Γ

(1)
1

0 P (e1; r
(t1)|Γ1)fΓ1(Γ1)dΓ1 +

∑t1−1
i=1

∫ Γ1,i+1

Γ1,i

∫∞
0 P (e2; r

(t1), r(i)|Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ2 dΓ1}
∂Γ

(j)
1

=

⎧⎪⎨
⎪⎩

λ(P (e1; r
(t1)|Γ1,1)fΓ1(Γ

1,1)− ∫∞
0 P (e2; r

(t1), r(1)|Γ1,1,Γ2)fΓ1,Γ2(Γ
1,1,Γ2)dΓ2), j = 1

λ(
∫∞

0 P (e2; r
(t1), r(j−1)|Γ1,j−1,Γ2)fΓ1,Γ2(Γ

1,j−1,Γ2)dΓ2−∫∞
0 P (e2; r

(t1), r(j)|Γ1,j ,Γ2)fΓ1,Γ2(Γ
1,j ,Γ2)dΓ2), 2 ≤ j ≤ t1 − 1

(21)
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Fig. 1. SNR boundaries for two transmissions.

When 0 ≤ Γ1 < Γ1,1, r1(Γ1) = 0 means the transmitter does
not transmit anything since the success probability is not high
enough, so the transmitter will wait and decide the code rate
again in the second transmission.

If the first transmission succeeds, there is no second trans-
mission. If the first transmission fails, the FEC code rate in the
second transmission r2(Γ1,Γ2) is determined as shown in Fig. 1.

The detailed explanation of Fig. 1 is as follows. The x and
y axes correspond to the received SNR for the first and second
transmissions. If the channel for the first packet is bad, corre-
sponding to the leftmost portion of the figure, i.e., 0 ≤ Γ1 <
Γ1,1, the transmitter chooses not to transmit the packet. Since
nothing was transmitted in the first transmission, the transmitter
can use any code rate in the second transmission, including
discarding the packet. Therefore, when 0 ≤ Γ1 < Γ1,1,

r2(Γ1,Γ2) =⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, 0 ≤ Γ1 < Γ1,1, 0 ≤ Γ2 < Γ2,1

r(1) = 1/5, 0 ≤ Γ1 < Γ1,1, Γ2,1 ≤ Γ2 < Γ2,2

r(2) = 1/3, 0 ≤ Γ1 < Γ1,1, Γ2,2 ≤ Γ2 < Γ2,3

r(3) = 2/5, 0 ≤ Γ1 < Γ1,1, Γ2,3 ≤ Γ2 < Γ2,4

r(4) = 1/2, 0 ≤ Γ1 < Γ1,1, Γ2,4 ≤ Γ2 < Γ2,5

r(5) = 2/3, 0 ≤ Γ1 < Γ1,1, Γ2,5 ≤ Γ2 < Γ2,6 = ∞
(23)

When Γ1,1 ≤ Γ1 < Γ1,2, FEC code rate 1/5 is used in the first
transmission. If the first transmission fails, r2(Γ1,Γ2) = 0, i.e.,
nothing is transmitted, since the lowest code rate was used in
the first transmission.

When Γ1,2 ≤ Γ1 < Γ1,3, FEC code rate 1/3 is used in the first
transmission. If the first transmission fails, the transmitter can
choose to either discard the packet or use FEC code rate 1/5.

r2(Γ1,Γ2) ={
0, Γ1,2 ≤ Γ1 < Γ1,3, 0 ≤ Γ2 < Γ2,7

r(1) = 1/5, Γ1,2 ≤ Γ1 < Γ1,3, Γ2,7 ≤ Γ2 < Γ2,8 = ∞
(24)

When Γ1,3 ≤ Γ1 < Γ1,4, FEC code rate 2/5 is used in the first
transmission. If the first transmission fails, the transmitter can
choose to either discard the packet, or use FEC code rate 1/3, or
use FEC code rate 1/5.

r2(Γ1,Γ2) =⎧⎪⎨
⎪⎩

0, Γ1,3 ≤ Γ1 < Γ1,4, 0 ≤ Γ2 < Γ2,9

r(1) = 1/5, Γ1,3 ≤ Γ1 < Γ1,4, Γ2,9 ≤ Γ2 < Γ2,10

r(2) = 1/3, Γ1,3 ≤ Γ1 < Γ1,4, Γ2,10 ≤ Γ2 < Γ2,11 = ∞
(25)

Similarly, when Γ1,4 ≤ Γ1 < Γ1,5,

r2(Γ1,Γ2) =⎧⎪⎪⎪⎨
⎪⎪⎪⎩

0, Γ1,4 ≤ Γ1 < Γ1,5, 0 ≤ Γ2 < Γ2,12

r(1) = 1/5, Γ1,4 ≤ Γ1 < Γ1,5, Γ2,12 ≤ Γ2 < Γ2,13

r(2) = 1/3, Γ1,4 ≤ Γ1 < Γ1,5, Γ2,13 ≤ Γ2 < Γ2,14

r(3) = 2/5, Γ1,4 ≤ Γ1 < Γ1,5, Γ2,14 ≤ Γ2 < Γ2,15 = ∞
(26)

When Γ1,5 ≤ Γ1 < Γ1,6 = ∞,

r2(Γ1,Γ2) =⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0, Γ1,5 ≤ Γ1 < ∞, 0 ≤ Γ2 < Γ2,16

r(1) = 1/5, Γ1,5 ≤ Γ1 < ∞, Γ2,16 ≤ Γ2 < Γ2,17

r(2) = 1/3, Γ1,5 ≤ Γ1 < ∞, Γ2,17 ≤ Γ2 < Γ2,18

r(3) = 2/5, Γ1,5 ≤ Γ1 < ∞, Γ2,18 ≤ Γ2 < Γ2,19

r(4) = 1/2, Γ1,5 ≤ Γ1 < ∞, Γ2,19 ≤ Γ2 < Γ2,20 = ∞
(27)

Therefore, r1(Γ1) and r2(Γ1,Γ2) are determined by the SNR
boundaries Γ1,1, . . .,Γ1,5,Γ2,1, . . .,Γ2,20, where some of them
are ∞ for simplicity of notation in the following derivation.

The average overall energy consumption is in Equation (28),
shown at the bottom of the next page, and the average overall
packet loss rate is in Equation (29) shown at the bottom of the
next page. Let the Lagrangian function be L = E + λ(PL −
Pconst). We can solve the problem by setting ∂L

∂λ
= 0 and

∂L
∂Γi,j = 0, for i = 1, j = 1,..., 4 and i = 2, j=1, 2, 3, 4, 5,
7, 9, 10, 12, 13, 14, 16, 17, 18, 19. We skip the derivation of the
derivatives since it is similar to Section III-C.

IV. NUMERICAL RESULTS

We compare the proposed IR HARQ to the schemes without
combining and with Chase combining. For the comparison
schemes, we show the derivation forK = 2 transmission rounds
although it can be easily extended to arbitrary K. Since the
lowest code rate in {r} is 1/5, the maximum number of coded
bits that can be transmitted in K transmission rounds for IR
combining is 5Nb. We limit the maximum number of coded
bits in the comparison schemes to the same value. For the
schemes without combining and with Chase combining, we add
the constraint that N1 +N2 + · · ·+NK ≤ 5Nb, where Ni is
the number of coded bits in the i-th transmission. This means
Nb

r1
+ Nb

r2
+ · · ·+ Nb

rK
≤ 5Nb, where ri is the FEC code rate in

the i-th transmission and ri ∈ {r}. Note that the definition of ri
is different for the IR combining and the comparison schemes.
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For the IR combining, ri is the FEC code rate after the i-th trans-
mission, because the incremental bits cannot be independently
decoded, and the FEC code rate in the i-th transmission is not
meaningful.

A. Without Combining

Each transmission round is decoded independently. This is a
baseline scheme and we only discuss the case where CSI is not
available at the transmitter. Since the fading is independent in
the transmissions and no combining is used, the FEC code rates

for all the transmission rounds should be predetermined, i.e., the
FEC code rate ri is a function of only the transmission round
number i. The optimization problem is in Equation (30), shown
at the bottom of the next page.

Since the two transmissions are independent, we have

P (e1, e2;N1, N2|Γ1,Γ2)

= P (e1;N1, N2|Γ1,Γ2)P (e2;N1, N2|e1,Γ1,Γ2)

= P (e1;N1|Γ1)P (e2;N2|Γ2) (31)

E = S0 TNb

5∑
i=1

∫ Γ1,1

0

∫ Γ2,(i+1)

Γ2,i

1
r(i)

fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1+

S0 TNb

∫ Γ1,2

Γ1,1

1
r(1)

fΓ1(Γ1)dΓ1 + S0 TNb

∫ Γ1,3

Γ1,2

∫ Γ2,7

0

1
r(2)

fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1+

S0 TNb

∫ Γ1,3

Γ1,2

∫ Γ2,8

Γ2,7

(
1

r(2)
+ P (e1; r

(2)|Γ1)

(
1

r(1)
− 1

r(2)

))
fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1+

S0 TNb

∫ Γ1,4

Γ1,3

∫ Γ2,9

0

1
r(3)

fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1+

S0 TNb

2∑
i=1

∫ Γ1,4

Γ1,3

∫ Γ2,(i+9)

Γ2,(i+8)

(
1

r(3)
+ P (e1; r

(3)|Γ1)

(
1
r(i)

− 1
r(3)

))
fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1+

S0 TNb

∫ Γ1,5

Γ1,4

∫ Γ2,12

0

1
r(4)

fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1+

S0 TNb

3∑
i=1

∫ Γ1,5

Γ1,4

∫ Γ2,(i+12)

Γ2,(i+11)

(
1

r(4)
+ P (e1; r

(4)|Γ1)

(
1
r(i)

− 1
r(4)

))
fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1

S0 TNb

∫ ∞

Γ1,5

∫ Γ2,16

0

1
r(5)

fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1+

S0 TNb

4∑
i=1

∫ ∞

Γ1,5

∫ Γ2,(i+16)

Γ2,(i+15)

(
1

r(5)
+ P (e1; r

(5)|Γ1)

(
1
r(i)

− 1
r(5)

))
fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1 (28)

PL =

∫ Γ1,1

0

∫ Γ2,1

0
fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1 +

5∑
i=1

∫ Γ1,1

0

∫ Γ2,(i+1)

Γ2,i
P (e1; r

(i)|Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1

+

∫ Γ1,2

Γ1,1
P (e1; r

(1)|Γ1)fΓ1(Γ1)dΓ1 +

∫ Γ1,3

Γ1,2

∫ Γ2,7

0
P (e1; r

(2)|Γ1)fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1

+

∫ Γ1,3

Γ1,2

∫ Γ2,8

Γ2,7
P (e2; r

(2), r(1)|Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1 +

∫ Γ1,4

Γ1,3

∫ Γ2,9

0
P (e1; r

(3)|Γ1)fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1

+

2∑
i=1

∫ Γ1,4

Γ1,3

∫ Γ2,(i+9)

Γ2,(i+8)
P (e2; r

(3), r(i)|Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1+

∫ Γ1,5

Γ1,4

∫ Γ2,12

0
P (e1; r

(4)|Γ1)fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1 +

3∑
i=1

∫ Γ1,5

Γ1,4

∫ Γ2,(i+12)

Γ2,(i+11)
P (e2; r

(4), r(i)|Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1+

∫ Γ1,6

Γ1,5

∫ Γ2,16

0
P (e1; r

(5)|Γ1)fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1 +
4∑

i=1

∫ Γ1,6

Γ1,5

∫ Γ2,(i+16)

Γ2,(i+15)
P (e2; r

(5), r(i)|Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ2dΓ1 (29)
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where P (e1;N1|Γ1) and P (e2;N2|Γ2) are the conditional
packet error rates in the first and second transmission, condi-
tioned on Γ1 and Γ2, respectively. The second line in Equation
(31) is from Bayes rule. In the third line, P (e1;N1|Γ1) =
P (e1;N1, N2|Γ1,Γ2) since the error probability in the first
transmission does not depend on either the future CSI or
the code rate in the second transmission, and P (e2;N2|Γ2) =
P (e2;N1, N2|e1,Γ1,Γ2) since the error probability in the second
transmission depends only on the CSI and code rate in the
second transmission, and does not depend on anything in the first
transmission, e.g., the CSI, the code rate or the decoding result
(success or failure). The terms P (e1;N1|Γ1) and P (e2;N2|Γ2)
are approximated by Equation (14). Note that Γ1 and Γ2 are
not available at the transmitter, although they are conditioned
on in the expression P (e1, e2;N1, N2|Γ1,Γ2). We exhaustively
search all the possible (N1, N2), and find the one which satisfies
the constraint in Equation (30) and yields the least energy
consumption.

B. Chase Combining

Each transmission repeats the FEC code rate from the first
transmission, and the packets are combined for decoding at the

receiver. So the FEC code rate in all transmissions is determined
by the first transmission. We discuss two kinds of CSI availability
models: the transmitter has no CSI or has the current CSI. If the
transmitter has only previous CSI, then the system cannot utilize
this information because the first transmission does not have any
CSI and the later transmissions are forced to use the same FEC
code rate as the first transmission.

1) Without CSI: The optimization problem is in Equa-
tion (32), shown at the bottom of this page, where
P (e1, e2;N1, N1|Γ1,Γ2) is the conditional probability that
the decoding fails for both transmissions, conditioned on Γ1

and Γ2.
Using the same reasoning as for the IR combining, the prob-

ability that the first transmission succeeds and the second trans-
mission fails is much smaller than the probability that the sec-
ond transmission fails, so we have P (e1, e2;N1, N1|Γ1,Γ2) ≈
P (e2;N1, N1|Γ1,Γ2). With maximum ratio combining, and as-
suming the receiver can perfectly estimate the channel state, this
is equivalent to decoding a single transmission with received
SNR Γ1 + Γ2. So P (e2;N1, N1|Γ1,Γ2) = P (e2;N1|Γ1 + Γ2),
where P (e2;N1|Γ1 + Γ2) is the error probability of decoding a
packet with N1 bits and received SNR Γ1 + Γ2, and can be
approximated by Equation (14). An exhaustive search is used

min S0Ts

(
N1 +

∫ ∞

0
N2P (e1;N1|Γ1)fΓ1(Γ1)dΓ1

)

s.t.
∫ ∞

0

∫ ∞

0
P (e1, e2;N1, N2|Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ1 dΓ2 ≤ Pconst

Nb

N1
∈ {r}, Nb

N2
∈ {r}

N1 +N2 ≤ 5Nb

variables: N1, N2 (30)

min S0Ts

(
N1 +

∫ ∞

0
N1P (e1;N1|Γ1)fΓ1(Γ1)dΓ1

)

s.t.
∫ ∞

0

∫ ∞

0
P (e1, e2;N1, N1|Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ1 dΓ2 ≤ Pconst

Nb

N1
∈ {r}

N1 +N1 ≤ 5Nb

variable: N1 (32)

min E = S0Ts

∫ ∞

0
(N1(Γ1) +N1(Γ1)P (e1; (Γ1)|Γ1)) fΓ1(Γ1)dΓ1

s.t. PL =

∫ ∞

0

∫ ∞

0
P (e1, e2;N1(Γ1), N1(Γ1)|Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ1 dΓ2 ≤ Pconst

Nb

N1(Γ1)
∈ {r}

N1(Γ1) +N1(Γ1) ≤ 5Nb

variable: N1(Γ1) (33)
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Fig. 2. Energy consumption vs. average channel SNR. The maximum number of transmissions is two.

to find the N1 that satisfies the constraint in Equation (32) and
yields the least energy consumption.

2) With Current CSI: With the current CSI available at the
transmitter, the FEC code rate in the first transmission depends
on Γ1. The optimization problem is in Equation (33), shown at
the bottom of the previous page.

The FEC code rate in the first transmission r1(Γ1) can be
determined by a set of SNR boundaries Γ1, . . .,Γ5 as follows:

r1(Γ1) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, 0 ≤ Γ1 < Γ1

r(1) = 1/5, Γ1 ≤ Γ1 < Γ2

r(2) = 1/3, Γ2 ≤ Γ1 < Γ3

r(3) = 2/5, Γ3 ≤ Γ1 < Γ4

r(4) = 1/2, Γ4 ≤ Γ1 < Γ5

r(5) = 2/3, Γ5 ≤ Γ1 < ∞

(34)

From Equation (34), we can easily get N1(Γ1). The Lagrangian
function is L = E + λ(PL − Pconst). The optimal solution can
be obtained by setting ∂L

∂λ
= 0 and ∂L

∂Γi = 0 for i = 1, 2, ..., 5.
We skip the derivation of the derivatives since it is similar to
Section III-C.

C. Performance Comparison

Fig. 2 shows the overall average energy consumption vs. aver-
age channel SNR for different cases when the maximum number
of transmissions K is two. The average channel SNR is defined
as E[Γi] =

S0Ts

N0
E[γ2

i ], where E[·] is the expectation operation.

The PLR constraint is 0.01. As shown in [41], the impairment
is almost imperceptible for audio transmission with PLR 10−2.
For all the scenarios, the energy consumption decreases with
increasing average channel SNR because it is possible to use a
high FEC code rate at high channel SNR to achieve the PLR
constraint, and thus save energy. For IR combining, the scheme
with both current and previous CSI yields the least energy con-
sumption, and the scheme without any CSI consumes the most
energy. For an average channel SNR of 7 dB, the scheme with
both current and previous CSI consumes 5% less energy than
the scheme using only previous CSI, and 19% less energy than
the scheme without any CSI. For a given CSI availability, e.g.,
without any CSI, IR combining outperforms Chase combining.
For a channel SNR of 8 dB, IR combining consumes 21% less
energy than Chase combining assuming no CSI is available.
Note that Chase combining sometimes performs worse than
no combining, even if Chase combining utilized current CSI.
The reason is that the scheme without combining is allowed
to use different FEC code rates in different transmissions. As
shown in [42], the multiple transmission opportunities can be
leveraged by using a high FEC code rate in the first transmission,
thus saving energy, while later transmissions use low FEC code
rates to increase the success probability. If the first transmission
is successful, the later, more energy-consuming transmissions,
are avoided. However, the Chase combining scheme is forced
to use the same FEC code rate in each transmission, and thus
loses the advantage of unequal energy allocation among multiple
transmissions.

Ei =
{∫∞

0 S0TsN1(Γ1)fΓ1(Γ1)dΓ1, i = 1
S0Ts∫ ∞

0 P (e1;r1|Γ1)fΓ1 (Γ1)dΓ1

∫∞
0

∫∞
0 P (e1; r1|Γ1)N2(Γ1,Γ2)fΓ1,Γ2(Γ1,Γ2)dΓ1 dΓ2, i = 2

(35)
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Fig. 3. Energy consumption in each transmission. The maximum number of
transmissions is two.

Note that some of the curves are jagged because the FEC
code rate set {r} is discrete. As the channel SNR changes, the
system may jump from one FEC code rate option to another,
thus yielding different energy consumption. The curves would
be less jagged if {r} contains more rate options. The left end of
each curve corresponds to the minimum channel SNR such that
the PLR constraint can be achieved. For the schemes with IR
combining, more CSI information at the transmitter allows the
system to achieve the PLR constraint at a lower channel SNR.
For a given CSI availability, e.g., no CSI at the transmitter, IR
combining can achieve the PLR constraint at a lower channel
SNR than can both Chase combining and the system without
combining.

Fig. 3 shows Ei for the IR combining with both current and
previous CSI when K = 2, where Ei is the average energy
consumption in the i-th transmission given that this transmission
happens. So Ei can be written as in Equation (35) shown at the
bottom of the previous page. The first transmission uses a high
FEC code rate to save energy, whereas the second transmission
uses a low FEC code rate to meet the PLR constraint of the
system.

At an average channel SNR of 6 dB, for IR combining with
previous CSI, the first transmission uses FEC code rate 2/3,
and the SNR boundaries are {Γ1,1,Γ1,2. . .,Γ1,5} = {−4.4 dB,
−2.9 dB,−0.5 dB, 1.1 dB}. At an average channel SNR of 6 dB,
for IR combining with both current and previous CSI, the SNR
boundaries are shown in Fig. 4.

Fig. 5 compares the throughput of the proposed IR combining
with previous CSI to the information-theoretic approach using
rate adaptation in [8]. The throughput is the metric since energy
consumption is not used in [8]. Previous CSI is also assumed
in [8]. The maximum number of transmissions is two. The
throughput in [8] is an upper bound of the result in this paper
because 1) the condition for successful decoding is shown in
Equation (4), which assumes capacity-achieving codes, whereas
actual turbo codes are used in this paper, and 2) constant power
and BPSK are used in this paper, but arbitrary power and con-
tinuous constellations are implicit for the information-theoretic
approach, and 3) limited number of FEC code rates are used in

Fig. 4. The SNR boundaries for IR combining with both current and previous
CSI at an avearge channel SNR of 6 dB. The maximum number of transmissions
is two.

Fig. 5. Comparison of the proposed IR combining with previous CSI to the
information-theoretic approach in [8]. The maximum number of transmissions
is two.

this paper, but the FEC code rates can be arbitrary in [8]. The
large gap in the high SNR region is because the throughput of
the proposed system is limited by the higher FEC code rate 2/3,
BPSK and constant power, however, the throughput in [8] is not
limited and increases with channel SNR.

Fig. 6 shows the overall average energy consumption vs.
average channel SNR for different cases when the maximum
number of transmissions K is three. The PLR constraint is
0.01. The trends are similar to K = 2. For Chase combining,
only one curve is shown, because all the transmissions have to
use the FEC code rate 2/3 to ensure that the total number of
transmitted bits does not exceed 5Nb. At an average channel
SNR of 4 dB, IR combining with both current and previous
CSI consumes 7% less energy consumption than IR combining
with only previous CSI, and 10% less energy than IR combining
without CSI. For all the scenarios, the energy consumption is
decreased compared to the case where K = 2 in Fig. 2. For
IR combining with both current and previous CSI, the energy
consumption is decreased by 26% compared to K = 2 at an
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Fig. 6. Energy consumption vs. average channel SNR. The maximum number of transmissions is three.

Fig. 7. Energy consumption in each transmission. The maximum number of
transmissions is three.

average channel SNR of 5 dB, and the minimum average channel
SNR such that the PLR can be achieved is 2.4 dB smaller
than that for K = 2. When more transmission opportunities
are available, i.e., K is larger, less energy is consumed in the
early transmission rounds. If the channel happens to be good
and the packet is successfully transmitted, no additional energy
is consumed; If the packet fails, later transmissions use more
energy to provide sufficient reliability. As seen in Figs. 2 and 6,
the energy consumption is significantly reduced by having more
transmission opportunities, as the system has multiple chances
to get the packet through inexpensively before paying the higher
energy cost on the final attempt to ensure the overall reliability.

Fig. 7 shows the Ei for IR combining with previous CSI and
with both current and previous CSI when K = 3. The trend is
similar to K = 2: early transmissions use high FEC code rates

Fig. 8. Comparison of the proposed IR combining with previous CSI to the
information-theoretic approach in [8]. The maximum number of transmissions
is three.

and low energy consumption, whereas subsequent transmissions
use low FEC code rates to provide a required PLR for the system.
For the case with only previous CSI, the first transmission always
uses FEC code rate 2/3 since no CSI is available, and the later
two transmissions adjust the FEC code rate based on the previous
CSI. For the case with both current and previous CSI, the FEC
code rate in the first transmission is adapted to the CSI in the
first transmission, which means a lower FEC code rate is used
when the channel is bad in the first transmission, instead of
a fixed FEC code rate. This allows the energy to be allocated
more accurately in each transmission, and yields a lower overall
energy consumption compared to the case where only previous
CSI is available.
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Fig. 9. Energy consumption vs. average channel SNR. The maximum number of transmissions is three.

Fig. 10. Simulated Error Probability.

Fig. 8 compares the throughput of the proposed IR combining
with previous CSI to the information-theoretic approach using
rate adaptation in [8]. The maximum number of transmissions
is three. The trends are similar to the case where the maximum
number of transmissions is two.

Video transmission usually requires a PLR smaller than 10−2

[43], [44]. Fig. 9 shows the overall average energy consumption
vs. average channel SNR for different cases when the maximum
number of transmissionsK is three. The PLR constraint is 10−4.
The trends are similar to the case where the PLR constraint is
10−2, except that the system operates in a higher SNR region.

V. CONCLUSION

In this paper, we consider rate allocation and rate adaptation
for IR HARQ over independent block-fading channels with
turbo coding. We minimize the energy consumption of HARQ,

subject to a packet loss rate constraint. We investigate the influ-
ence of different CSI availabilities at the transmitter and compare
different combining techniques. The key factor to reduce energy
consumption for an IR HARQ system is unequal energy alloca-
tion among the multiple transmissions, which is similar to the
finding for the HARQ system without combining in [42]. This
explains why the energy consumption significantly decreases
when the maximum number of transmissions is larger: having
more transmission opportunities allows the system to consume
less energy in early transmissions, and thus saves energy. It also
explains why more CSI information at the transmitter helps to
reduce energy consumption, but the difference between different
CSI availabilities is not significant: even if early transmissions do
not have the CSI for that transmission, or even no CSI at all, they
can consume low energy consumption (by using a high FEC code
rate) to save energy, and later transmissions can adjust the energy
consumption based on the channel states of the transmitted bits.
This also explains why Chase combining sometimes performs
worse than the system without combining: the former one is
forced to use the same FEC code rate in all transmissions,
whereas the latter one is allowed to use different FEC code rates
in the transmissions. In addition, numerical results show that IR
combining consumes less energy than both the Chase combining
and the HARQ system without combining.

APPENDIX

ERROR PROBABILITY OF IR HARQ

A. Approximation

The error probability of IR HARQ is the probability that
both transmissions fail, and we approximate it with the prob-
ability that the second transmission fails (regardless of the
result in the first transmission). Let e1 and e2 be the events
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Fig. 11. Curve Fitting For Error Probability. (a) Γ2 = −6 dB. (b) Γ2 = −4 dB. (c) Γ2 = −2 dB. (d) Γ2 = 0 dB.

that the decoding fails after the first and second transmis-
sion, respectively. The error probability of the HARQ sys-
tem is PHARQ = P (e1 ∩ e2), where ∩ denotes the intersection
of sets. We have e2 = (e1 ∪ e1) ∩ e2 = (e1 ∩ e2) ∪ (e1 ∩ e2),
where ∪ denotes the union of sets, and ei is the complement
of ei, i.e., the decoding is successful after the i-th transmis-
sion. ThenP (e2) = P (e1 ∩ e2) + P (e1 ∩ e2). Thus,PHARQ =
P (e1 ∩ e2) = P (e2)− P (e1 ∩ e2). The term P (e2) is the prob-
ability that the second transmissions fails, irrespective of the
result in the first transmission, and P (e1 ∩ e2) is the probability
that the first transmission is successfully decoded, whereas the
second transmission fails. Note that although the event e1 ∩ e2

does not actually happen in the HARQ system, since there is no
need for the second transmission if the first one succeeds, the
above equations still hold. Now we need to show that the prob-
ability of this event is small, i.e., P (e1 ∩ e2) << P (e2), so that
PHARQ ≈ P (e2). We would like to justify this approximation
using simulation results and an information-theoretic approach.

Fig. 10 shows the simulated P (e2) and P (e1 ∩ e2) where
the FEC code rate in the second transmission is r2 = 1/ 3. We
consider the three cases of r1 = 2 / 5, r1 = 1 / 2, and r1 = 2 / 3.
For all the cases, P (e1 ∩ e2) is two to three orders of magnitude
smaller than P (e2). We also examined r2 = 1/2, 2/5 and 1/5,
and the results were similar.

In [8], [15], [19], [20], [36], [45], the authors use an
information-theoretic approach to study HARQ. The analysis in
these papers is based on [29], where the assumption is that the
number of bits in each transmission round is sufficiently large.
In this approach, the transmission succeeds if the accumulated
mutual information is larger than a threshold, and fails otherwise.
Therefore, if the first transmission succeeds, the accumulated
mutual information is already larger than the threshold, and the
second transmission must also succeed because the accumulated
mutual information does not decrease. So the error probability
for the HARQ system is the probability of error in the final
transmission round.

B. Analytical Expression

There is no analytical expression for P (e2) because it is the
error probability of a turbo code in which the first N1 bits and
the next N2 bits experience independent channels. We use the
following expression to approximate

P (e2; r1, r2|Γ1,Γ2)

≈ min

(
1, a2e

−b2,1Γ1e−b2,2Γ2e
−c2

(
1
Γ1

+ 1
Γ2

)−1)
, (36)
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TABLE I
RMSE OF CURVE FITTING

where a2, b2,1, b2,2 and c2 are positive and obtained through
curve fitting. The first two exponential terms correspond to the
first two transmissions by themselves and are similar to Equation
(14). The third exponential term corresponds to the correlation
between two transmissions. The reason for this term is that the
channel state in each transmission affects the decoding of other
transmissions because of incremental redundancy. This term
becomes smaller as either Γ1 or Γ2 increases and is 1 when
either Γ1 or Γ2 is 0.

For a maximum number of K transmissions, we use the
following expression

P (eK ; r1, r2, . . ., rK |Γ1,Γ2, . . .,ΓK) ≈

min

(
1, aK

(
K∏
i=1

e−bK,iΓi

)
e
−cK

(∑K
i=1

1
Γi

)−1
)
. (37)

The accuracy of the curve fitting is summarized in the follow-
ing table, where RMSE is defined as the root mean square error
of log10(P (eK ; r1, r2, . . ., rK |Γ1,Γ2, . . .,ΓK)).

Fig. 11 shows an example of the curve fitting forK = 2, where
r1 = 2/5 and r2 = 1/3. The dots represent the simulated PER,
and the curve represents Equation (36) with different values of
Γ2.

Since the fit is good, we use Equations (36) and (37) to
approximate the error probability of an IR HARQ system, which
allows us to numerically evaluate the energy consumption and
packet loss rate.
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