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* A GENERALIZED ISOBAR MODEL FORMALISM 
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ABSTRACT 

We present an isobar model formalism for analysing the re-

action a + b - 1 + 2 + 3. Arbitrary spins are allowed for all the 

particles. Polarized particles and weak decays of an outgoing 

particle are discussed. We also show how to extend the formalism 

to allow an isobar analysis of a three-body subsystem of an n-

particle final state. 

* 
Work done under the auspices of the U. S. Atomic Energy 
Commission. 
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INTRODUCTION 

In this paper we discuss a general formalism for analysing reac-

tions of the form 

a+b-1+2+3 

using the Isobar Model. Previous work has either specialized to the 

1 9 . 10-12 case of rrN -+ Nrrrr - or only covers parts of the formahsm. 

Our formalism is completely general in that it allows arbitrary spins 

for all the particles. The formalism was developed for an analysis of 

rrN - Nrrrr data, 13 which appears as a companion paper. 

In Section I we establish our notation and normalization of states, 

review the angular momentum decomposition of two-particle states," 

and develop formulae for phase space and differential cross sections. 

Section II deals with the T-matrix elements themselves and derives the 

equations for the differential and total cross sections. Section III deals 

with polarized particles, either incident or final, and with weak decays 

of an outgoing particle. Section IV treats the problem of analysing a 

three -body subsystem of an n-body final state. The appendices include 

a review of angular momentum, a discussion of the reaction 

a + b - c + d using our notation, and the details of some of the more 

important derivations. 

SECTION I 

In this section we establish our notation. We consider the reaction 

a + b - 1 + 2 + 3, ~here a is the beam. b the target, and 1,2.3 are 

the three outgoing particles. We let j, k, and 1 represent any cyclic 

permutation of 1,2, and 3. The dip article is always composed of 

particles k and 1. All quantities pertaining to the dipartic1e are indexed 

by a subscript j. The following quantities are summarized in Fig. 1. 

a. Total CMS energy and angular momentum - W, J 

b. CMS four -momenta - p a Pb Q
j 

Q k Q l 
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c. Particle spins - C1 a C1 b C1 j C1 k C1 1 

d. CMS helicities - f.La f.Lb f.Lj f.Lk f.L1 

e. Mass of diparticle- Wj 

Spin and CMS helicity of the diparticle - j. A. 
J J 

f. 

g. Incident orbital angular momentum and total spin - L. S 

h. Outgoing orbital angular momentum and total spin - Lj' Sj 

In the diparticle rest-frame we have the quantities 

i. Four-momenta of the decay particles - qk ql 

j. Helicities of the decay particles - vk VI 

k. Orbital angular momentum and total spin of decay particles -

1.,s .. 
J J 

Angular momenta are coupled in the following maimer:" 

::t' - -::>=C1 a +C1 b 

1=1. + S 

We assume that L. L., and 1. are chosen so as to conserve parity. 
J J 

We 

use f.L to represent a fixed set (f.La ~ J.L
j 
~ f.LI ) of all fivehelicities. For 

simplification in later sections, n represents the set of quantities 

n = (j; J; L S; L. S.; j. 1. s.). 
J J J J J 

(1 ) 

where specifies the grouping of the final- state particle s into a single 

one (j) and the pair (kl). 

We use the he1icity formali1sm with the phase convention of Jacob 

and Wick
14 

(hereafter called JW). 
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Particle States, Phase Spaces, and Cross Sections 

One-particle states are defined with the phase convention of JW al.., 

though the normalization is different. If ~p>-. represents a state with 

momentum p along the z axis and helicity >-., then the general state is 

defined by [d. JW Eq. (6)] 

Ip>-,) = Ipe<j>,>-') = R(<j>,e,-<j»~p~' (2) 

We choose the normalization to he 

(3 ) 

which differs from JW by the factor2E/(2rr)3. We also define states 

s - >-. ,T, s - >-. ,T. 
"FA = (-1) R(O,rr,O):rp >-' = (-1) 't'_p>-.' (4) 

The general X state is given by 

I -P>-.) = I -pe<j>,>-') = R(cj>,e, -cj»X,p>-' • (5) 

We shall denote these states by the minus sign on p. Thus 

.I-pe<j>,>-.) = (_1)s->-'lp rr-e <j> trr,>-'). (6) 

Clearly these states have the same normalization as Ipe<j>,>-'). 

We also need to know how the states Ipecj>,>-') transform under 

Lorentz transformations. Let the Lorentz transformation be 1, where 

p' = lp and IetU(I) be the unitary operator for 1. Wick
10 

has shown 

that 
U(l) I pe<j>,>-.) = p: D~>-. (nil) I p'e'<j>',v ), 

where n is called the Wigner angle and Ii is a unit vector along 

p; X P if n is always taken to be positive. This is clear, since in 

(7) 

the transformation the momentum vector makes a pbsitive rotation 

around the direction pX P' and the spin lags behind, thus making a 

negative rotation with respect to the momentum vector. We discuss 

n in detail in a later section. 
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Multiparticle states are defined as the direct product of one -particle 

states. Thus 

and 

(9) 

3 - -~ = IT (2E.) ° (p'. - p.) 0>-. >-.' . 
. 1 1 1 .. 
1 1 1 

For two-body states it is sometimes more convenient to use the vari-

abIes 

(10) 
1,.. .... 

P = 2" (Pi - P2) . 

Letting (pe<j» be the polar coordinates of p, we have 

(ii ) 

with the states on the right-hand side either ~ or X states. These 

states are normalized such that 

(12) 

33 33322 2 
Now d Pid P2 = d Pd P = d P P dpd w, where d w.= dcos ed<j>. If W 

is the total energy, W = Ei + E 2 , then 

(13) 

With these two relations it is easy·to show that the normalization is 



.. ' .... 
, ... 
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In the center of mass system, ,P = 0, so this reduces to 

(15) 

4W 3 -+ -- 2 
= - o(W'-W)o (P'-P)o (W'-W)OA A,OA A' • 

P . 1122 

To discuss the decomposition of the two-particle states into angular 

momentum states, we work in the two-particle center of mass and 

assume particle 2 to be in an X state. For this case, using Eq. (11), 

we have 

(16) 

We now define a state of total angular momentum J and z-component 

(17) 

where A = >"1-A2. Using Eq. 15 and the normalization properties of 

the D -functions. we have 

(18) 

=NJN; 2i:1 4WoJJ,oMMIOA A,OA A103 (pl_F)O(W'-W), 
p 1 1 2 2 

where W is the total eMS energy. Thus we choose 

= (2J + 1 \ 1/2(....E...\ 1/2 (19) 
N J 41T j 4WJ . 

The factor (p/4W)1/2 [d. JW Eq. (22)] comes from our choice of 

normalization for the one-particle states. Using Eq. (17), the trans-

formation matrix is 
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In terms of the orbital and spin angular momentum, Land S, we have 

the standard expansion: 

Ip = O,pJM, LS ) 

(21 ) 

with the normalization 

(F' = O,p'J'M',L'S'1 F = O,pJM,LS)= 0JJ,OMM,OLL'0SS,03(p'_p)O(W'-W 

(22) 

If particle 1 is a photon, one instead usually uses the multipole 

expansion 

IF = 0. pJM, j1T ) 
(21a) 

where the total (spin plus orbital) angular momentum and parity of the 

photon are j and 1T = (-1~-!erespectively.· For e = 0, we have the elec

tric 2Lpole and for e = 1, we have the magnetic 2j -pole. These states 

are normalized such that 

(F'=O,p'J'M',j'1T' I F=O,pJM,j1T):: 0JJJJMM,o .. , ° ,03(p,_p)O(W'_W) • 
. ' 1 JJ 1T1T 

(22a) 

In the re st of this section we deal in detail with the numerical factor s 

appearing in cross-section formulae. The normalization, Eqs. (3) and 

(10), are such that the number of particles of type i in a volume V is 
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. 3···· .. . . 
2E.V/(2rr). In a volume V the total number of states available is 

1 

V d
3

p./(2rr)3, so that the density of final states per particle is d
3
p./2E .. 

1 . 1 1 

Thus the number· of three-particle final states available, dPF' is given 

by 

(23 ) 

The probability of transition (in all space and time, Vt - 00 ) is givenby 

I 4 . 12 o (Pout - P in)M dPF' (24) 

where M is the transition matrix element with our normalization of 

states, i. e., M = (out IT I in). The relation with the S-matrix is 

(outISlin) =0 t' +i0
4

(P t-P ') (outITlin). ou ,In ou In 
(25) 

Equation 24 then gives 

. . 104(p t-P.)M 12 = lim 
ou In Vt_ oo 

(26) 

so that the transition probability per unit volume per unit time is 

-4 4 I 12 (2rr) 0 (Pout -Pin) M dP F · (27) 

With the normalization of Eq. 3, the incident flux is 

(28) 

2 2 2 1/2 
where F is the invariant flux factor and F =[ (Pa' Pb) -ma~] 

In .the CMS,. F = pW. 

The density of final states dPF together with the 0
4 

function of 

Eq. (27) give 

4 
dp = 0 (P . t- P . )dPF' ou In 

(29) 

Berman and Jacob
15 

have discussed this phase space and reduced it to 

1 
dp = "8 dEl dE 2 dcos6 dp dO' (30) 

where 6, '£, and a are the Euler angles specifying the orientation of the 
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final three-particle state with respect to the incident system. Equation 

(30) can be further manipulated to give 

1 q1 Q 1 2 
dcose

l 
dcosS dp da (31a) dp = "8 2Ww1 

dW
1 

1 q1 Q1 
dw

1
dcose

1 
dcos6 dp da (31b) "8 -W 

1 2 -1 2 2 
,~ 

"8 (4W) dW1 dW
2 

dcos6 dp da, (31c) 

where w
1 

is the invariant mass of particles 2 and 3, and e
1 

is the angle 

between particles 1 and 2 in the (23) CMS, Q 1 is the momentum of 

particle 1 in the (123) CMS, and q1 is the momentum of particle 2 or 3 

in the (23) rest frame. 

The differential cross section for the case of spinless particles is 

2 2 
dO" = .;. 1 M 1 dp, (32) 

which is the basic expression we use in the calculation of our formulae • 

SECTION II 

Initially we discuss the reaction proceeding through just one inter-

mediate isobar, i. e., j is always fixed at a certain value of 1,2, or 3. 

Later we treat the case of more than one type of diparticle. 

In terms of the transition operator, T, the matrix elements in the 

center of mass are 

(33) 

The operator T is as sumed to be the product of a production operator 

Tp and a decay operator T
d

. Assuming that only two-body intermediate 

states are produced, we have 

2E 03(Q + Q ) 
n m n 

..... ..... ..... 1 1- -+ . -+ - 1 1- ..... ) 
(Q/"j'Qkflk,Qlfll Td Qmflm,Qnfln)(Qmflm,Qnfln Tpl Pafla'Pbflb . 

(34) 

t 



-9-

Within the Isobar Model one as sume s that the intermediate state con-

sists of an isobar state recoiling against a single particle and that T d 

operates only on the isobar state, therefore 

(35) 

so that Eq. (33)-becomes 

(36) 

We have assumed the isobar to be in an X state [d. Eq. (5)] and have 

changed the isobar helicity to A.. One term represents the production 
J 

of the isobar and particle j; the other term represents the decay of the 

isobar into particles k and 1. We now discuss each term separately. 

Production Amplitude 

Since we have assumed the diparticle to be in an X state, we use 

Eq. (20) to decompose both Ipaf.l.a ' Pb~) and (nlj' -C'l/j I into angular 

momentum states. We have 

(Q.f.I.., -n.A. IT I; f.I.,Pbf.l.b) 
JJ JJ P aa 

( ) 
1/2( ) 1/2 :: ~ 2J + 1 4W 4W D J * (j) D J (beam) 

JM 41T P Q. Mf.I..-A. Mf.I.-1J.. 
J J J a . 0 

(37) 

x (0 = O,Q.JM,f.I.. A. IT Ip = O,pJM,f.I. f.l.b)· 
J J J P a 

Since we have not as yet specified a coordinate system, we do not give 

angle s as arguments of the D-functions. We will return to this point 

later. Using Eq. (7) from Appendix A and converting from helicity 

states to LS states, we have 
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(O.f.I.., -~.A. I Tip f.I. :PblJ.. ) 
JJ JJ P aa '0 

W -.!. 
-(pQ.) 2 ~ 

1T J JLS 
[(2L + 1) (2L. + 1)] 1/2 

J 

L.S. 
J J 

X C(U.,j., S.I f.I.., -A.) C(L., s., J 10, f.I..- A.) 
JJJJ J JJ JJ 

J -1 X D _ A . _ (j beam) 
f.l.j j f.l.a ~ 

X (0:: 0, Q.JM, L.S.I Tip = 0, pJM, LS) 
J J J P 

(38) 

H particle a is a photon, instead of converting to LS states, one would 

prefer to couple to the multipole states defined in Section I. We may 

now use rotational invariance to write the reduced partial wave produc-

tion matrix element as 

Jj. 
(0 :: 0, Q-.JM, L.S·I T Ip = 0, pJM, LS) :: T L§L.S.(W, w

J
.) . 

J JJ P JJ 
(39) 

Decay Amplitude 

The decay amplitude is most easily evaluated in the rest frame of the 

diparticle. We use Eq. (7) to transform the states. Recalling that the 

diparticle is in a X state, its transformation is quite simple. (While 

the X state reduces to a simple form in its rest frame, it also implies 

a fixed direction for the z-axis, along the direction Q. in this frame. . J 

The decay angles e. and <1>. are then the angles ofQk in this coordinate 
J J 

system; i. e., only <1>. is unspecified, since the x and y axes are not 
J 

yet defined.) Thus 
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(40) 

Using Eq. (4) to convert the states of particle l to X states, we can 

then insert an angular momentum decomposition. Converting to an LS 

repre sentation, we have 

X(q= O,qkj.->...,l.s.ITdlj.->...). 
J J JJ J J 

The reduced decay matrix element is then just a function of w., 
J 

j. 
(a=O,qkj . - >...,l.s.ITdlj. - >... > = BIJ (w.). 
.. J. J JJ ' J J jSj J 

(42) 

Recalling the definition of n in Eq. (1) and combining equations 38, 39, 

41, and 42 (remember that fl. stands for the set fl.a ~ fl.j ~ fl. l ), we see 

that f can be written as 
fl. 

f = ~ gfl.(j) T (W, w.), 
fl. n n n J 

(43) 

where 

T (W,w.) 
n J 

(44) 

and 

( 

1/2 
= W ~j) [(2L + 1) (2L. + 1) (21. + 1)] 1/2 

IT lTp j qk J J 

(Eq. 45 continued) 
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Although it is included in n, we have explicitly written the type of iso

bar with g~. Since the isobar quantum numbers are included in n, 

Eq. (43) is valid when there are more than one j-type isobar. 

Up to this point we have made no mention of a coordinate system and 

our formulae are completely general. Some simplification occurs with 

various choices of axes. We choose the Y-axis to be the normal to the 

three -particle plane. (Anothe r common choice is to take the Z-axis as 

the normal to the three -particle plane. ) 

(46) 

In the case of the Isobar Model it is then convenient to choose the Z-axis 

as a polar vector in the three-particle plane. We choose Z alongQ .. The 
J 

polar angles ofthe beam are 8 and ~, while the particles j, k, and I ha ve polar 

angles (8j'J
j
), (8 k ,Jk ), and (SI,PI) respectively in the eMS. With our 

choice ofax'es it is clear that ~., il'lk' ~lare either 0 or IT and .e. = O. These 
" J J 

angles are summarized in Fig. 2. In this case we also have 

~k = - a
l 

= Y. For convenience we introduce the angle s a j' 13 j' '( j' whe re 

.-1 ' 
R(a., 13.,'{.) = R{J beam' = R(p., -8 .. - p.)R(p.8,- pl. (47) 

J J J J J J 

We then have the following simplifications in the expression for gfl.: 
n 



.,~. 
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J -1 J 
D _>.. _ (j beam) - D _>.. _ (a., j3.,,{.) , 

fJ. j jfJ.a~ fJ.j jfJ.a~ J J J 

j. * j. 
D:>.. v -v (decay) - d:>.. v -v (e.), 

jkl jkl J 

a * 
D k (e~a) 

vk ~ J k 

(48) 

At this time we can now consider the angles e~ and e~. Wick10 dis-
J J 

cusses these angles in detail and shows that 

where 

cose~ = (coshp - coshal coshai) / (sinhal sinhai) , 

tanh P = v. = velocity of 
J 

in CMS, 

tanh a k = vk = velocity of k in CMS, 

tanhak= Vk = velocity of k in (kl) rest frame, 

(49) 

with sim.ilar equations for 1. We want to further clarify the sign of the 

rotation angles. Figure 3 illustrates the effects of the Lorentz transfor-

mation in a non-Euclidean plane. ReITleITlbering that the spin lags be-

hind the ITlOITlentUITl during a Lorentz transforITlation, one sees that for 

particle k a positive rotation about the Y-axis is needed, and for par

ticle 1 a negative rotation about the Y-axis (corresponding to iiI = -y 
above.) We understand e~and alare always positive in Eqs. (48) and 

J J 

(49). In terITlS of the Stapp16 angle n the Wigner angles are 

or = ~j - OJ - ~j' 
(50) 

1 
OJ = 6tj + OJ - ~j - IT, 
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where 6 kj and 8 lj are the CMS angles between OJ and Ok' 01 re

spectively. 

The Reduced Production and Decay Transition Matrix Elements 

We now look at the function T in ITlore detail. T as defined in 
n n 

Eq. (44) is composed of two factors an4 we consider each separately. 

Production Matrix EleITlent 

Jj. 
The first factor TL§L.S.(W,w

j
) is the production amplitude. For 

J J 
convenience near threshold one can explicitly write the barrier pene-

. f 17 tratlon actors 

/ / / 
L.+(1/2) 

(4W)-1 2 pL +(1 2) (4W)-1 2 Q. J 
J 

(51) 

The charge dependence is also reITloved by including the isospin vector 

addition coefficients. Thus 

.Tj. 
T L§L.S.(W, w j ) 

J J 
L + (1/2). L . .l. (1/2) . 

C(Ia Ib IlIa Ib)C(I D I j IIID I j ) , , z' z · J Z' Z 

p --Q. J JJ. 
J J (W ) --~4':":W:---'- 'T LSL.S. ' Wj 

J J 

( 52) 
Jj. 

where 'TL~L.S.(W,wJ.)is a function slowly varying i!l w., 
J J J 

I a and I a are the isospin and z-component of isospinfor a, Ib and 
z 

Ib are the isospin and z-component of isospin for b. I j and Ij are the 
z z 

isospin and z-component of isospin for j, I D and ID are the isospin and z 

Z-coITlponent of isospin for the isobar. and I i s th~ total isospin. 

Further explicit 
Jj. 

7 L §L.S. (W, w/ 
] ] 

dependence on W.or w. can be intrv~uced as factors in 
] 

One popular choice is a form facto::- of the form 

-L./2 
(1 + R2Q~) ] • 

] 
( 53) 

which includes a radius of interact ion R. 
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Decay Matrix Element 

Taking the charge dependence out of the decay term we have 

( 54) 

where we have used the same notation as before. 
j. 

To evaluateAl (w.) one uses either the Watson final-state interaction 
jS j J 

theorem or a modified Breit- Wigner function. Using the Watson the-

orem, one takes 

j. io 
sinO (~r AJ e (55) ex: 

1. s. 1.+ 1 4w. ' 
J J (q )J J 

k 

where 0 is the elastic scattering phase shift at the mass w.. We 
J 

1/2 
have added the extra factor (qk/4w.) to ensure the proper threshold 

. J 

behavior in our normalization. With Breit-Wigners one may choose 

either the relativistic or nonrelativistic forrll. For the relativistic case 

one uses 

where 

j. 
AJ 

1. s·. 
J J 

[ B 
1/2 wor. (w.) 

J ) 

(w; -w~) - iwof' .(w.) 
J J J 

[

qk(W.)]21.+1 
r.(w.) = r.(wo) q (. J) J 

J ] J k Wo 

p(w.) 
~ 
p(wo) 

(56) 

(57) 

- and· Wo is the resonance mass. Jackson
1i 

has given a discussion of 

the different forms for pew). For the nonrelativistic case one uses 

[r.(w.)/2] i/2 
) 1 jJ' -1/2 

A = (Zrrwo) 
1. s. 
J J 

(58) 
(wo -w.)-ir. (w.)/2 

J J J 

where r.(w.)· is defined as before. Both of these forms are defined 
J J 

such that in the limit of zero width we have 

lim 

r. ° J-

(59) 
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Cross Sections and Threshold Dependence 

We are still considering just one diparticle pair (kl~ but there may 

still be multiple isobars in this system. From Eq. 32. 

the differential cross section is, for uripolarized incident particle s 

and without observing the polatizationsof the final particles, 

rr2 _ 2 
dO' = F it IffL I dp, (60) 

where 

~ =[(20' + i) (20'b + i)] -i~. 
fL a· fL 

(61) 

Since we are concerned with unpolarized cross sections, we may inte-

grate over a (the angle of rotation about the incident beam) in Eq. (31a) 

to give 

dp 
rrqkQ · 2 

-=,=,";':"-L1 dw. dcos e. dcos e dp. 
8W w. J J 

J 
(62) 

The total cross section then becomes 

1 
2 * rrq Q 

rr - fL fL . * k j 2 0' = W- ~ ~ g g T (W,w.)T (W,w.) 8W dw. dcos 8. dcosS dif· 
P fL nm n m n J m J Wj ] ] . 

(63 ) 

This expression can then be reduced (as in Appendix C) to give 

(64) 

We note that isobars of different quantum numbers in the (kl) subsystem 

do not interfere. 
j. 

If we now use a Breit-Wigner form for Ai (w.) and take the limit 
j s j J 

as r .(w.) -+ 0, the cross section reduces to 
J J 

(65) 

Since in this limit the dipartic1e has become a stable particle, this 

.. 
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equation should be the same as that for the reaction a + b - c + d. 

Comparing with Eq. B.7 of Appendix B, we do have agreement. 

Other Isobars 

Up to this point we have been dealing with j-type isobars only. Un

fortunately one usually must include k- and I -type isobars as well. 

Since we have included the type of isobar in the index n, Eq. (43) is 

still valid. For k-type isobars we have 

(66) 

and 

(67) 

For I-type isobars we have the equations 

(68) 

and 

~(l) ~ ~rrPQ~\ )'/21 (2LH) (2L,H) (21,+1 ~ 1/2 

(Eq. 69 continued) 
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. jl 
k C(CT., CT k , sl! v., -vk)C(ll' sl' Jl 10, vI-v.) d_A. _ (e l ) 
Vj vk J J J 1 v vk 

In each case we have preserved the cyclic order of j, k, and 1. The 

total transition amplitude in the case of more than one subsystem con-

taining isobars is then written as before: 

£ = k gf.L(j)T (W.w.). 
f.L jnn n J 

(43) 

This coherent addition implies some double counting of the amplitudes 

which has, in practic;U situations. been shown to be small. 18 

In the case when there are identical particles present. care has to be 

taken to ensure that one uses a correctly symmetrized combination in 

Eq. 43. Our cyclic ordering of the particles j. k, and I will not neces-

sarily ensure this and this has to be explicitly introduced. 

Symmetry Properties of the Amplitudes 

We next discuss the symmetry properties of gf.L under certain cir
n 

cumstances. 

Parity: Consider the case of f.L - - f.L, the result which occur sunder 

the operation of parity. In Appendix D we show that 

(70) 

where T] is the product of all five parities. For any specific problem 
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this reduces the number of independent gfL. 
n 

For the- case of iTN-NTrlT, 

11 = - 1 and we have 

(71) 

where fLi is the incident nucleon helicity and fLfis the final nucleon 

helicity. Since T is independent of fL, we have n _ 

f =:E g - fL T =:E gfL * T 
-fL n n n n n n 

(72) 

Interchange of two particles: We may also discuss the properties of 

our amplitudes g~ (w~, w~, W~) under the interchange of two particles 

k and 1. Such a change is relevant for dis cus sion of symmetry prope r-

ties in the presence of two identical particles. 

In our formalism a cyclic order is always preserved and thus inter-

changing k and 1 leads to a change in the coordinate system, y- - Y. 

As sociated with this, we have the changes 

W _W, 

2 2 2 2 2 
Wj - w j ' wk - wI' wI 

6 -6, P - q; + iT, 

6
j 
-6 j' 6 k -61, 6 1 ..... 6 k , 

<11 j = 0 ..... <I> j = 0, ~ k = 0 - <I> k = 0, <1i 1 = iT - <I> 1 = Tr, (73) 

We find that (see Appendix E) for j -type isobars, 

-20., 

,fLa~fLjtJ.lfJ.k 2 2 2 
gnj - (wrwl'wk) 

fL -~-fL.-~-fLl s'+O"k+O"l lj fLafLbfLjfLkfLl 2 2 2' 
= (-1) a J (-1) J (-1) gnj (W.,Wk,W

l
); 

for k-type isobars, 

,fLafLbfLplfLk 2 2 2 
g nk (wj,wl,wk ) 

= (_1)fL a -fLb -fLj-~-fLl(_1_ )sl+O"/O"k 11 fLafLbfLlkfLl 2 2 2 
(-1) gnl (wrwk,wl); 

and for l-type isobars, 

fL afLbfLllfLk 2 2 2 
g' nl (wr WI' w k ) 

fLa-~-fL.-~-f1t sk+O"l+O"' lk' fLafLbfL'fLkfLl 2 2 2 
= (-1) J (-1) J(_1) gnk J (wrwk,wl ). 

SECTION III 

Scattering from Polarized Targets and the 

Measurements of Final Particle Polarizations 

(74) 

(75) 

(76) 

The formalism we have developed can be used to discuss polarization 

experiments when the particles have arbitrary spin. However, this 

becomes involved and for the sake of simplicity we consider the case 

- / + 19 M1 B 1- M2 M3 B 2' where M is a ° meson and B isa 1 2 baryon. 

We use helicity states for the incident and final particles. The ref-

erence coordinate system we use in all our calculations is OXYZ where 

OY is perpendicular to the three -particle decay plane and OZ lies in 

the three-particle plane (see Fig. 2). We have used the prescription 

of Jacob and Wick for constructing general states, i. e. , 

jpe<j>, ~) = R(<j>, e, -<j» I pOo,~) . (79) 

Now Eq. (79) can be viewed in a passive sense; i. e., it gives the 

orientation of the rest frame with respect to OXYZ in which the spin 
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components>" are defined. This rest frame is obtained from OXYZ by 

the operation R(<I>,e, -<1»; These final coordinate axes are then the 

helicity frame axes. These are described in Fig. 4 and we see that the 

particle has spin component >" along OZ" I in the coordinate system 

OX"lyIIZ"' . 

Fi"nal Particle Coordinate Systems: For our final particles the 

helicity frame axes are defined by 

OZ' =P./ Ip·l, 
J J 

Oy' = pjX Pk/ I PjXPk I ' (80) 

OX' =OY'XOZ' 

and are demonstrated in Fig. 5. 

Initial State Coordinate System: In this case the helicities are de-

fined in a rest frame OX1Y1Z1' which is obtained from OXYZ by rotation 

through the Euler angles ~,e, -~; thus, OZ1 is along the incident qJ.o-

" mentum P . a 
Now, if we use a polarized target, then we define a very 

specific initial coordinate system. Let this coordinate system be 

Oxyz with Oz along P
a ' Then Oxyz is related to OX

1 
y 1 Z1 by a rotation 

a around the OZ1 axis. We have the following relations between co

ordinate frames: 

OXYZ -+ OX 1 Y 1Z1 

OX 1 Y 1 Z 1 .. Oxyz 

OXYZ .. Oxyz 

Euler angles ~,e, -p. 

Euler angles 0, O,a, 

Euler angles f, e, a-ip . 

(81) 

Transition Matrix Elements: We have calculated transition matrix 

elements from initial states defined in the frame OX
1 

Y 1 Z1' whereas we 

require transitions from states defined in Oxyz to discuss scattering 

from polarized targets. 1£ A is the amplitude for transition from 
f.1 

OX 1 Y 1 Z1 and A~ is the transition amplitude from Oxyz, then 
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(82) 

1£ we consider only the reactions of the type TIN- NTITI,then Eq. (82) re-

duces to 

(83) 

Polarization Experiments: We assume we have a coordinate system 

Oxyz in which the initial polarization is specified and the final baryon 

polarization is described in the helicity frame. 

a) Unpolarized cross sections: The initial density matrix is 
+-+ 

pi = (1/2)1. The differential cross section is then written as 

-. + 
I = Trace (A' pI A' ] = 

o 
!.!; 
2 f.1 

(84) 

-b) Polarized target: The initial density matrix is now pi = itt + I\a;J. 
We then have a differential cross section 

'7~ + 
I = Trace [AlpIA' ] =1 [1+P

b
·C!], 

p 0 
(85) 

where i\ is the polarization vector of particle b in the Oxyz frame. 
.-

c) Final Polarization (of Particle 1): 
"f .... + 

Here I p = (1/2)A'A' , where 
o +-+ 

f Trace (p ) = 1. The final baryon polarization is given by 

1 --+-
10 PI = "2 Trace(A'A'O"I) (86) 

d) Depolarization Tensor: For final polarization from a polarized 

target we have 

(87) 

-
where Trace (pf) = 1. The component of spin of particle I along an axis 

M (=X, Y, or Z) is P
IM 

and is given by 

(88) 
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Then 

(89) 

and 

(90) 

These results are summarized in Table I. 

e) Decay of Final-State Baryon: If the decay is weak, e. g. , A-plT 

then this decay ·angular distribution will analyse the parent baryon 

polarization, and thus this is an appropriate place for the discus sion 

of such situations. We introduce the decay amplitude directly into the 

transition amplitude. 

We have shown previously [Eq. (43)] that the transition amplitude for 

the proces s a + b - j + k + I can be written as 

f = I: gfJ. T , 
fJ. n n n 

where n is summarized in Eq. (Z). Now suppose we consider particle 

j undergoing weak decay to two other particles and we define their 

spin states with respect to the helicity frame axes of the parent particle. 

. Then the amplitude for this decay is 

(91) 

LdSd where B is the partial wave amplitude for the decay. 

(92) 

Thus we find that the final amplitude for producing particles k and I in 

states I 0k~l 101 .... 1) together with the decay products in states 
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is 

(93) 

In the case of A decay obtained, for instance, in the reaction 

- + -
k P - AlT IT 

L plT -, 

many simplifications result, Uz = 0, m Z = 0, and we have 

(95) 

Further, if we perform the reactions from polarized targets, defining 

a specific initial coordinate system, then 

-i(fL -~)a 
e a 

(96) 

SECTION IV 

Analysis of Three-body States Ob~ained in Production Reactions 

Another fruitful area for application of the formalism we have de-

veloped is in the study of three-particle states formed in production 

experiments. We are particularly concerned with reactions of the type 

a + b .... c +x 
L j +k+l, (97) 
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of which there are many examples being studied at present, e. g. , 

"IT + P -+ P + (A
1

,A
Z
,A3 ), 

k + p -+ p + (Q, L), 

TI(k) + p -+ TI(k) + N*. 

(98) 

We now develop the slight changes necessary to deal with these reac-

tions. We use a notation essentially the same as that described in 

Section 1. The only modifications are: 

a) We have to define the quantities pertaining to the extra particle c. 

We use 

(J c - intrinsic spin of c, 

floc - helicity of c, 

Pc - four-momentum of c. 

b) All quantities referring to particles a, b, and c are measured in 

the total eMS. 

c) All quantities pertaining to particles j, k, and 1 are measured in 

the (jkl) eMS. This includes variables used in the development of the 

formulae for the decay of the three -particle state. 

d) We do not make a spin-parity decomposition of the incident state, 

so that Land S are not needed. Further, J will represent the total spin 

of the Ukl) system and not the overall angular momentum in the process. 

e) We use two coordinate systems, Sand S' , both in the Ukl) 

rest frame. S is used to describe the decay of X -+ jkl. This system 

is the one defined with respect to the final state for the discussion of 

2 -+ 3 particle proces se s in Section II. On the othe r hand, S' is that 

particular coordinate frame, in the rest system of particle X, in which 

we choose to describe the spin (or helicity) state I JM > of X. Thus the 

intermediate particle X has spin projection M with respect to the Z' 

axis of S'. The choice of S' will reflect our prejudices about the type 

-26-

of production process occurring, since one will try to choose S' in 

such a way as to make the spin (or helicity) density matrix of X, PMM , ' 

as simple as possible. Thus one would choose, e. g. : 

i) S' as the Gottfried-Jackson system· if one is interested in one-

particle exchange, or generally if one expects a simple t-channel spin 

structure; 

ii) S' as the helicity frame (defined from the s-channel for the re-

action a + b -+ c + X) if one is concerned with s - channel helicity con-

servation. 

The intermediate state c + X will be characterized by a wave func

tion of the form 

IjJ = ~II f,~ II iht, s, t) I nM> I p flo > , 
"'c "'a· o"'c c c 

(99) 

where f nM (-'ht,. s, t) is the amplitude to produce in the reaction 
flo afi> floc 

a + b -+ c + X a state X with quantum numbers n, i. e. the set (. J'L S J; , ., .; 
J J 

j.,l.,s.), and spin projection M in the coordinate frame S'. 
J J J 

This ampli-

tude depends upon flo lL. II , the eMS helicities of a, b, and d t a· 0'" c c; s an , 

the Mandelstam invariants for a + b -+ c + X; and ?>t., the mass of X· 

For the decay of X we use the coordinate system S, which we have 

used earlier in Section II: 

z = OJ 10.1, 
J J 

A 

Y = o. X 0k/ I o. X Ok I ' 
J . J 

(100) 

A A A 

X = Y X Z. 

We require the following transition matrix elements for the decay of 

X -+ jkl: 
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(101) 

where a, I3,Y are the Euler angles defining the transformation .from S 

to S'. This m'atrix element depends on all the quantum numbers n, M 

of the jkl state, as well as on the helicities fLj~fLl and the continuous 

variables describing the jkl state, 'nt ,a, 13,'(,w~ andw~. We will 

write briefly G:t:fi for this decay matrix ele~ent. Its calculation 

involves the evaluation of (QjfLj' Qk~' QlfLl I T I nm). which is just the 

transition matrix element calculated in Section II, provided that the 

factors associated with the p'artial wave decomposition of the incident 

,beam are ignored. From the results of Section II we have 

. 1/2 

fL.~fLl J {['h7 w. J 1/2 G J
M 

= ~ D_u (a,I3,'() 2 1 [(2L.+1) (21.+1)] 
n m u",n 1T Qjqk J J 

I I J* X ~ C(a .,j..,B. fl., -~.) C(L .• S., J 0, fL·-~.)D , (ifi .• e., -p.) 
?-j ] J J ] ] . J ], J J m, fL f 1\ j J J J 

(102) 
/ j. 

X~ C(ak,al,s.lvk,-vl)C(l.,s.,j.lo,vk-vl)d~ . (e.) 
vkVI ] ] J J - rVk-vl J 

(102a) 

where Jj. j. 
( "'1-.- _ J ""- J T f",w.)-TLS ("t,w.)B

I 
(w.) 

n J j j jSj J 
(103) 
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The forms and amplitudes we introduce into T were discussed in 
n 

Section II. 

The amplitude for a final state derived from an intermediate state 

X of quantum numbers n, M is then represented by 

~ GfLj~fLl 
fLafLbfLc nM 

(104) 

and the differential cross section for the process is given by 

(105) 

Symmetry properties due to parity conservation: If a conventional 

choice for S' is made with the Z' axis a polar vector and the Y' axis 

an axial vector as in the Gottfried-Jackson frame, then a familiar re-

suit is obtained: 

where 11
J 

is the parity of the intermediate state X. Similar calculations 

as those in Appendix D result in 

-fLj -fLk -fLl * 
gn-M . 

(107) 

Differential cross section:, In general we write the unpolarized 

cross section as 

da cc (108) fLa~fLc(~ 
fLj~~ 

where da is the differential cross section over seven variables which 

2 2 
we take to be ~,t,a,I3.'Y.wj.wk· We can also write da in the form 
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ntlr 
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where we have defined an unnormalized density matrix 

nn' 
PMM , fnM fn'M' * 

f.1a~f.1c f.1a~f.1c 

This matrix has the properties 

nn' ( n'n \ * 
PMM' = PM'M) 

J -M J' -M' nn' 
= TiJTiJ' (-1) (-1) P- M - M , 

(109) 

(110) 

(111) 

Integration over al3'Y leads to the well-known result that the Dalitz plot 

distribution is independent of the magnetic quantum nuInber M with 

which X is produced. Careful manipulation .of Eqs .. 102 and 109 

leads to the other well-known result that waves of opposite parity do 

not interfere in the Dalitz plot. 

Use of Eq. (109) allows the measurement of the following parameters 

of interest: 

nn' 
a) PMM , 

Jj. 
b) T L~S. 

J J 

the production density matrix, 

the coupling of the intermediate state to the various 

decay channels. 

In the case in which the intermediate state is composed of three 

f.1j~f.11 
pseudoscalar mesons, the expressions for G

nM 
are simplified since 

O"j = O"k = U
l 

= O. In this case we have 

1 /2 -, / 

[(2L.t1) (21.+1)]1/2 
J 1 

(112) 
. J * J '1 

X ,L: C(L..j .• JIO.-A..)Dm _, (q; .• e .. -ij).)d J, (I!')('T (·/~.w.). 
" , " -1 - ". ,0 ,I. n . J 
i -" 
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An analysis of Ai' A2 production using a formalism similar to this has 

been performed by Ascoli et aL 20 

Clearly we can extend this formalism with only slight modification 

to the case of a group of particles recoiling against the particle X in-

stead of just one particle c. The internal variables describing this 

group of particles enter in the function fnM (s, t, ~ .... ). 
fJ.a~fJ.c 
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APPENDIX A 

In this appendix we review some of the properties of rotations and 

their representations; Most of the material should be familiar but we 

wish to re state all the properties used in the text using-our notation. 

All sign conventions are those of Rose.
21 

Since a given rotation may be expressed in a number of different 

ways, convenience is usually the deciding factor. We shall use either 

of two methods. A given rotation will be specified _either by its- Euler 

angle s, a (3 'I, or by the angle and axis of rotation, en. In terms of the 

angular momentum operator J, the rotation operator R ~s 

--iaJ -i(3J -i'l J -HID.; J 
R(a,f3,'1)=e ze Ye z=e 

(A.i) 

If in some coordinate system, n can be expressed by (-sincj>, coscj>,O) 

then 

R(en) = R(cj>, e, -cj». (A.2) 

One other equality we use is 

R(O,e, 0) = R(2TT,e, -2TT) = R(-2TT, e, 2TT). (A.3) 

Since the product of two rotations is again a rotation, we have 

R(a, 13, 'I) = R(a" • 13" , 'I" )R(a'. f3'. 'I'). (AA) 

To discuss a matrix representation ot'the rotations R, we consider 

the vector space spanned by the basis vector s I jm ). where 

i Ijm) = j(j+1) Ijm), 

J I jm) = m I jm) • 
(A.S) 

with J = aJ t bJ t cJ. (The usual choice for J is Jz' This choice x y z 

makes evaluating the matrix .elements much easier but is' not necessary,) 

The elements of the matrix corresponding to R are then given by 

(A.b) 

In terms of the matrices, Eq. (AA) is written 
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Dj (a, 13,'1) = ~ DJ (a",f3",'1")Dj (a',(3',y'). 
mn p mp pn (A.7) 

Expressing R in terms of the Euler angles and making the usuaL 

choice of J = J z' the matrix elements simplify to 

Dj (a, 13,'1) = e -i(matnY)dj (13), 
ron ron (A.8) 

where the functions d
j 

(13) are real. These functions satisfy the gen
ron 

era! relations 

d j (13) = (_1)m-n dJ (13) = (_1)m-n d j «(3) 
mn nm -m-n , 

d j (tr-(3) (_i)j-n d j «(3) (_1)j+m d J
m
' _n«(3), 

mn -mn 

The normalization integrals are 

Jd j (f3)dj' (13) dcosf3 = 
ron mn 

2 
-;o( 2""'j"'::t:'-:-1-:-) 0 j j , , 

J 
.., 8 2 -' 
J J* ' _ TT, ,D (a,f3,y)D, ,(a,f3.'1) da dcosf3 dy -(2' t 1)0,.,,0 ,0, 
ron m n J JJ mm nn 

We use the same conventions as the Particle Data Group for the 

ve ctor addition coefficients: 22 

We have the following relations for these coefficients: 

(A. 9) 

(A.10) 

(A.H) 

j tj -j 
C(j1,j2,ji m 1 ,m2 ) = (-1) 1 2 C(j2,j1,jim2 • m 1 ) 

'-t- , (A.12) 
Ji J2- J 

(-i) C(j1,j2,j I-mt' - m 2 l. 



-~ 

i 

-33-

APPENDIX B 

We consider the case of a + b - c t d using our normalization of 

states. From Eqs. (Z9) and (3Z) we have the differential cross section: 

(B.t) 

and 

(B.Z) 

Assuming that both band d are in X states, we have from Eq. (38): 

f = W (pq)-1/Z Z ~ [(ZL+1) (ZL'+1)] t/Z C(O' 'O'b,SIfl ,-flb) 
fl ~ J.LS a a 

L'S' 

(B.3) 

X C(L, S, J 10, fla -flb)C(O' c' ad' s'l flc' -fld)C(L', S', J 1o, fl.c -fl.d ) 

For simplicity we take the beam to be along the z-axis, in which case 

(BA) 

We now have 

(B.5) 

whe,re w represents the polar angles of c in the CMS. Using conser-

vation of energy and CMS momentum together with F = pW, we have 

L'S' 
(B.6) 

X C(L, s, JIO, fla -flb)C(a c' ad' s'l flc ' -fld)C(L', S', Jlo, flc -fld) 

XD
J 

( W-
t

) (0=0, qJM, L'S'ITlp=o,pJM, Ls)F d Z 
w. 

fl c -fld fla -flb 

Using Eq. (A.tt) and integrating over dZw, using the normalization of 

the vector addition coefficients, the cross section becomes 
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IT 
0'= 2' ZJ+t I - I 1- 'Z Y (ZO' +1)(ZO" +1) CS (Q=O,qJM,L'S' T P=O,pJM,LS) 

p a b L'S 
(B.7) 

For the case of lTN - lTN, Land L' are determined by parity, S = S', 

and we have 

a
JP =-;- (J+ i) I (JP ITIJP ) IZ . 

p 
(B.8) 

Thus we see that our equations reduce to the usual equations for the 

two-body process. 

APPENDIX C 

This appendix, along with the following two appendices, details 

derivations of text equations. Here we derive Eq. (64). The total 

cross section is given by 

0' = lTW 2: ~ gflgfl* T (W,w.)T*(W,w')~8W dw. dcose.dcos6d~. 1
z lTqkQ· Z 

p fl nm n m n J m J w. J J 
J 

From Eq. (45), with our choice of axes, we have 

Z 

glJ. glJ. * = ~ Wj [(ZL+1)(ZL'+1)(ZL.+1)(ZL'.+1)(21.tt)(2I'.+1)]1/Z 
n m Q J 

IT P jqk 

X C(L', S', J' 10, fla -flb) 

X A~ A I C (a
J
., j J' , s. I IJ.., - A.) C ( L., S., J 10 ,IJ.. - A.) C ( 0'. , j I., S'. I IJ.., - A ~) 

j. JJ J JJ JJ JJJJ J 
J 

X C ( L'., S ~, JI I ° , fl.. - A'. ) 
J J J J 

X C(l' .• sl.,J·'.lo,v
k
' -VI') 

. J J J 

(63) 

(C.la) 

(C.tb) 

( C.tc) 

(C.ld) 

(C.1e) 

(C. if) 
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(Co Ig) 

To evaluate the total cross section, we will discuss each of the parts 

separately. Using Egs.(A. 7) and (A.9) and summing over fl.k and fl.l' 

line (C.lg) becomes 

" '1 " -v " - v' = d k ,(O)d ,(0) (-1) 1 1(_1) 1 1 
vk vk vI vI 

In (C.ld) we have 

Using the normalization Eg. (A.ll) and integrating over dcosSdcp 

gives 

J (' -1 . ) 41T ° 
= Dfl.._}... fJ. .-}..'.] ] 2Jtl JJ' 

] ] ] ] 

= 41T Ii ° ZJTf JJ' }..}.., 
j j 

( C.2) 

(C.3) 

(C.4) 
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With the delta functions from Egs. (C.2) and (C.4), the integration 

of line (C.if) over d cos e. yields 
] 

(C.5) 

With this we see that isobars with different total spin, j., do not inter
] 

fere in the total cross section. 

With the delta functions and the orthogonality of the vector addition 

coefficients, line (C.le) reduces to 

V~VI C("k; "I' Sj ! vk ' -vl)C(Ij' sj' jj 10, vk -vI)C("k' "I' sj i vk ' -VI) 

X C (I' .. s '. , j. I 0, vk - vI) 
] ] ] 

Similiarly 

2j.+1 

-J- ° ° - 21.+1 l.l~ s .5'. ' 
] ] J ]] 

Z;, (C.le) = 2J+1 ° ° fl.. 1\.. 2L.t1 L.L'. S.S'.· 
]] ] ]]]] 

With these intermediate results the total cross -section is given by 

1 
" = 8p2 (2 1)(2 1) Z; (2L+1)(2L.+1) -- _ 1 J 2J+1 (2J+l) (2j].+1) 

"at "b+ nm ] 2L+1 (2L/iT (21
j
t1) 

X 0JJ' 0LL' 0L L' 0SS,o S,0 ,0 , .. S .. l.1. 5.5. 
]] JJJ]]J 

4rr 2 ,~ 2 
X 2J+1 2' +1 T (W,w.)T (W,w.)dw. 

]j n ] m ] J 

(C.6) 

(C.7) 

(C.B) 
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APPENDIX D 

Here we derive Eq. (70) of the text. From Eqs. (45) and (48) we have 

t/2 

g-fJ. = W r d ] [(2Lt1)(2L.t1)(21.+1)] 1/2 
n IT L lTp jqk ]] 

XC(<T ,<Tb,sl-fJ. ,1.1..) C(L,S,JIO,-fJ. +1.1..) .. a a ' b a . b 
(D.ta) 

x f. C(<T]., jj' S./-fJ.., -A.) C(L., S., JI 0, -fJ..-A.)D
J 

A + (a.,j3.,),.) 
. j ]] J J J J J -fJ. f j - fJ. a fJ. b J J J 

(D.ib) 

j. 
X ~ C(<Tk,<TI,s./vk,-VI)C(l.,s.,j. /O,vk-vl)d_J,. (8.) 

vkvI J J J J "J vk-v i J 

(D.lc) 

(D.id) 

Using Eq. (A. 9), line (D.ld) becomes 

<T <T -v 
X d I ( _ e~ ) (_ i) I I 

-vI~ J 
(D.2) 

and line (D.ic) becomes 

j. A,-vk+vI j. 
d J, v v (C.) = (-i) J d,J + (C.). 

-"j k- I J "j - vk vI J 
(D.3) 

Since 

(D.4) 
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line (D.ib) reduces to 

-fJ..-A.+fJ. -IJ.. 
D J _ J J a' b J ':' 

_II .-A. II til (a., j3J")") - (-1) D t' (a.,j3.,),.) 
r-J ] -r-a r-b J J fJ.j "j fJ. a -~ J J J 

(D.5) 

Using Eq. (A.iO) and making all the substitutions, 

L +S J 
<T . + j . - S . 

j j- (-i) J J J . 
X ~ (-1) C(<T ., J. , s.1 fJ.., tA.) C(L., S., J ! O,fJ..tA.) Aj JJ JJ J J] JJ 

2J fJ..+ A.+fJ. -~ J 
X (-i) (-i) J J aD>:' (a.,j3.,)'.) 

fJ./\ fJ. a -~ J J J 

- A. - v
k 

+v
l 

. j. 
Xi-i) J d J (8) 

A -v tv J' 
j k I 

(D.6) 

Since \' vk ' and vI are just dunlmy variable s, we can make the change 

\-+-\' vk -+ - vk ' and vI -+ - vI' Thus 

(D.7) 
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Since we have assumed that L, L., and 1. are chosen to conserve 
J J 

parity, we have that 

L+L.+1. L+L.+1. 
1 = TJ

a 
TJ

b 
TJ

j 
TJk TJ

l 
(.1) J J = TJ( -1) J J (D.8) 

where TJ is the product of all five parities. Finally then. 

(D.9) 

APPENDIX E 

In this appendix we derive Eqs. (74) - (76) for the interchange of 

particlesk and 1. From Eq. (73) we have the following changes under 

interchange: 

W ..... W 

2 2 2 2 2 2 
w j ..... w j ' w k - wI' wI ..... wk' 

6 -6, .T- i+ TT, 

6 j - 6j' 6 k - 6 1, 6 1 - 6 k , 

ifj ,: 0 .... Pj = 0, ~k = 0 - ~ = 0, PI = TT ..... PI = TT, 

8 j ..... TT - Ai' ek - TT -e1, 81 ..... TT -ek 
"k...... 1 1 k 
'7 e., e . ..... e., 

J J J J 
I k k I e
k 

..... 8
1
, 8

1 
..... e

k
, 

et ..... ~, ~ ..... ~k' 

flj ..... fJ.j'f-lk -f-ll'f-ll ..... ~. 

1I.1ost of the changes are obvious. For convenience we shall let 

fJ.' = (fJafJ.bfJ.jfJ.lfJ.k)' We also indicate the type of isobar with an 

add itional subscr iption on g. 

For j -type isobars, we have 
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1/2 

f-l'( 2 2 W 2)_wfwQi 1 [(2LH)(2L.+1)]1/2 C (a,a
b

,slfl a '-f-lb) 
g . w. WI k - TT TTp .qk' J a 

nJ J '_ J ' 

(E.1) 

a a a -v 
X d I (e~) d k ( _ e~) ( -1) k 1 

vkf-lt J vl~k J 

Now since 6. =,,1;. '= 0, we have a. = p, 13. = e, '(. = - <P' thus 
J ~J" J J J 

a'. = ip + TT = a. + TT, 13'. = 13., y'. = - f - TT = '(. - TT, and 
J J J J J J 

-iTT(f-l;-~.) iTT(f-l -~) J 
D J (a'.,!3'-,y'.)=e J J e aD, (a.,I3.,y.). 
f.Lj-\!J.a-~ J J J IJj-l\jjJ.a-~ J J J 

(E.2) 

From Eq. (A.9) we have 

(E.3), 

Since v
k 

and VI are just dummy indice~, we let vk ..... -vI and VI - - vk · 

Thus 
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1/2 

[ d 1 [(2L+1) (2L.+i)(21.+1)] i/2 
TIp jqk J] 

• 
jJ. -jJ.b -jJ..+A. 

X ~ C(a., j., s.1 jJ.., -A.) C(L., S., J 10, jJ..-A.) (-i) a ]] 
Aj ]]]]] ]] ]] 

(E.4) 

a a 1 a - v v -jJ. v -jJ. 
X d k ( e~) d 1 ( _ e. ) (-i) k k ( -1) k 1 ( -1) 1 k 

vk~ v1fl.t] 

1. s . +a +a jJ. - jJ. - jJ. . - jJ. - jJ. 
= (-1) J (-1) J k 1(_1) a b k 1 gjJ.n].(W~W2W2). 

] k 1 
(74) 

For k or I-type isobars, the interchange is only meaningful when 

".J 
k and I are the same type of particle. In this case similar calculations 

give for k-type is obar s: 

(75 ) 

and for I-type isobars 

(76) 
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Table 1. Expressions for all observable quantities in the reaction 
MB -+ BMM. Amplitudes A with fJ. fJ.. = ± 1/2 are written as 

. . ~~ fl . 

1 I 1 12 10 = 2' / A++ + 

IOAx = Re [A A * ++ .+-

IoAy = 1m [A A * ++ +- eiCX] + 1m [A A * 
-+ --

IOAz 
1 I IA 12+ IA 12 -IA 12 = 2' / ++ -+ +-

:toP~O)= Re [A++ A_:J + Re [A+_ A_:J 

I p(O)= -1m [A A *] - 1m [A A *1 o y ++ -+ +- ---

-

eia] 

IA 121 
-- I 

I p(O)= ~ I IA 12 + IA 12 -'11\ 12 -'IA 121 
o Z I ++ . +- . -+ -- I 

IODxX = Re [A A * e~iCX] + Re [A A* eiCXJ 
+- -+ ++ --

-iCX icx 
IODXY = -1m [A+_ A_: e J - 1m [A++ A_: e ] 

IODXZ = Re [A++ A+: eiCXJ - Re [A_+ A_: eiCXJ 

-icx 1'rv 
10D X = -1m [A A * e l + 1m [A A_*_ e ~] 

y +- -+ ++ 
iCX ·cx 

IOD y = Re [A A * e ] - Re [A A * e-1 
] 

y ++ -+ +- -+ 

I D I [A . A * eiCXJ -1m [A A * e iCX] o yZ = m ++ +_ _+ __ 

IODzX = Re [A++ A _~] - Re [A+_ A :J 

'~D y = -1m [A A *] + 1m [A A *] oz' ++ -+ +- --

IODzZ = ~ )IA++ 12 + IA _-,2 _ IA_+ 12 -

... '-." 
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Figure Captions 

Fig. 1. Notation for the reaction a + b - j + k + 1. 

a) Quantities in the center of mass rest-frame. 

b) Quantities in the diparticle rest-frame. 

Fig. 2. Definition of angles in our coordinate system. 

a) Beam angles in center of mass rest-frame. 

b), Angles of particles j, k, 1 in center of mass rest-frame. 

c) Angles of particles k,l in the dip article rest-frame. 

Fig. 3. Symbolic diagram of the effect of the Lorentz transformation 

L on the momentum vectors. Although the diagram is not 

quantitative, it does show the correct direction for the various 

angles. 

Fig. 4. Illustration of the effect of the rotation R(-cp, E>, cp) on the 

axes OXYZ. 

Fig. 5. Final state helicity frame axes for particle j. 
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Fig. 1. . 
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This report was prepared as an accoun t of work sponsored by the 
United States Government. Neither the United States nor the United 
States Atomic Energy Commission, nor any of their employees, nor 
any of their contractors, subcontractors, or their employees, makes 
any warranty, express or implied, or assumes any legal liability or 
responsibility for the accuracy, completeness or usefulness of any 
information, apparatus, product or process disclosed, or represents 
that its use would not infringe privately owned rights. 
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