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ABSTRACT OF THE DISSERTATION 

 

The Impact of Social and Spatial Proximity on Consumer Choice in Digital Markets 

 

By 

 

Yi-Jen Ho 
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Professor Sanjeev Dewan, Chair 

 

 

 

Technology is closing the distance between users on the one hand and between users and 

businesses on the other. Social technologies help create social proximity and promote the sharing 

of information, while location-enabled services enable spatial proximity and allow businesses to 

leverage the precise dynamic location of users in their marketing strategies. This dissertation 

examines the impact of social and location-based technologies on consumer choice in the context 

of the music industry and mobile analytics. In the music context, I examines the interactions 

between social proximity and consumer choice in the context of an online music community. In 

the area of mobile analytics, my research studies how location-based services (i.e., local search 

and geo-fence marketing) impact consumer choice and transform business strategies. My 

research design applies a variety of empirical methods to highly granular data. My analysis finds 

robust evidence of the impact of social and spatial proximity on consumer choice. I discuss 

implications for design and marketing strategies for online communities, mobile local search 

engine and geo-fence advertising, such as the contexts studied in this dissertation. 

 Keywords: social influence, mobile, local search, geo-fence advertising, proximity 
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CHAPTER 1 

Introduction 

Technology is closing the “distance” between users on the one hand and between users and businesses on 

the other. Specifically, social-networking technologies help create social proximity by enabling social ties 

and promoting the sharing of news, information and opinions between users. At the same time, location-

enabled mobile services such as local search and location-based marketing are enabling spatial proximity, 

allowing businesses to leverage the precise dynamic location of users in their marketing and distribution 

strategies. Both social and spatial proximity are transforming the ways in which consumers find products 

and services in digitally-enabled markets, and even how they consume them.  

Understanding how ongoing technology innovations are changing the way consumers search for 

products and services, and make consumption choices, has remained an essential part of research in 

information systems (see, e.g., Bakos 1997; Brynjolfsson et al. 2010; Dewan and Ramaprasad 2012; Ghose 

et al. 2012). Each major innovation — from Web 1.0 in the 1990s, to Web 2.0 and social media in the 2000s, 

to location-enabled mobile technology today — has in turn expanded the bandwidth and scope of interaction 

between consumers and businesses on the one hand, and between consumers themselves on the other. In 

the era of social and mobile technology, it is fascinating to witness how technology continues to reshape 

consumer behaviors. Accordingly, my dissertation studies the impact of social and spatial proximity on user 

choice in two distinct contexts. Specifically, I examine the role of technology-enabled social proximity on 

user choice in an online community. Then, I investigate the impact of technology-enabled spatial proximity 

on user choice in two location-enabled mobile commerce contexts (i.e., mobile local search and mobile 

geo-fence advertising). The rest of this chapter discusses the introductions of these three research contexts. 

Social Proximity 

Social or peer influence has long been recognized as a driver of adoption and consumption decisions, going 

back to Katz and Lazarsfeld (1955), Arndt (1967) and Bandura (1971), but its importance has only been 

heightened recently with the proliferation of online social media and social networks (see, e.g., Godes et al. 
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2005, Brown et al. 2007, Chen et al. 2011, Aral and Walker 2011). In the music industry, the context we 

study here, social media have made sharing of consumption, tastes and preferences easier than ever before, 

and in a recent survey 54% of subjects indicated that they base their music purchasing decisions on positive 

recommendations from friends (The Nielsen Company 2012a). Per Nielsen Global Trust’s survey (The 

Nielsen Company 2012b), 92% of consumers say that recommendations from people they know are the 

most trusted sources of information when making consumption decisions, followed by 70% of consumers 

who say that they trust consumer opinions posted online.  

Despite this anecdotal evidence, we do not really know whether it is aggregate popularity 

information that matters, or information about consumption by friends in close social proximity ― or both? 

We expect peer consumption information to influence the choice of music by users. In fact, there are two 

types of influence, one driven by aggregate peer consumption information and the other by music 

consumption in social network proximity. Our analysis covers both types of influence, where we call the 

effect of total favorites information popularity influence and the effect of friends’ favorite information 

proximity influence. Our study is designed to measure each type of influence, as well as the interaction 

between the two.  Specifically, our research questions are as follows: How does popularity influence affect 

music consumption choices? Is it more important for mainstream or niche music? How important is 

proximity influence in music consumption? What is the nature of interaction between the two types of 

influence? Are they complements or substitutes? 

Recently, the role of social influence on consumer choices has been examined in a variety of 

contexts, such as movie sales (Moretti 2011), Facebook applications (Aral and Walker 2011), adoption of 

the iPhone 3G (de Matos et al. 2014), restaurant dining choices (Cai et al. 2009), software downloads (Duan 

et al. 2009), music subscription services (Bapna and Umyarov 2015), among others. In Chapter 1, we study 

the role of peer influence on consumption in an online music community — an mp3 blog aggregator — 

where users can listen to songs drawn from a large number of mp3 blogs. As a result of features introduced 

on the web site over time, users can listen to songs, favorite them, and use social networking features to 

follow other users and track their favoriting behavior. The site provides the total number of favorites 
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garnered by each song listed on the site and allows users to quickly look up which songs have been favorited 

by their “friends,” allowing us to study both popularity and proximity influence. Prior work has looked at 

popularity influence (e.g., Chevalier and Mayzlin 2006, Dewan and Ramaprasad 2012, 2014, Chen et al. 

2011) and proximity influence (e.g., Ma et al. 2010 and Egebark and Ekstrom 2011) individually, but has 

not studied them jointly in the same context, as we do here. Further, we are able to exploit exogenous 

feature implementations on the website which allow us to cleanly identify the two types of influence in a 

quasi-experimental framework.  

The music context is ideal for the study of IT-enabled social influence, for a number of reasons. 

First, music is an experience good, so that consumers potentially value the opinions and actions of other 

consumers as signals of whether or not they would like the music themselves. Second, music is an 

information good, where discovery and consumption are increasingly becoming online activities, and in 

our case, these two activities occur on the very same website. Finally, the music industry has been 

transformed by technology and social networks in profound ways, so that understanding social influence in 

this context will foreshadow what we can expect for other information and experience goods, such as 

movies, software, and other digital media.  

It is important to discuss the unit of social interaction in our setting, which is “favorite,” akin to the 

“like” action on Facebook. Users can favorite songs and they can also favorite other users, giving them 

visibility into their friends’ favoriting behavior. These two types of favoriting actions are illustrated in 

Figure 1.1. A directed arrow connecting two user nodes indicates that the first user has favorited the second; 

e.g., User A is following Users B, C and D.1  The figure also shows which users have favorited each of the 

two songs 1 and 2. Thus, users can view two types of information for any song posted on the website: total 

favorites and friends’ favorites, corresponding to what we call popularity influence and proximity influence, 

respectively.  

                                                      
1 At the time of our study only 15-20% of the users were using the social networking features, while the remaining 

users were “isolates”; i.e., users who were using the site to sample music, but were not following other users. 



4 

 

Figure 1.1. Illustrating Popularity and Proximity Social Interactions 

Online social influence mediated by popularity or proximity has different implications for website 

design and marketing strategies. If proximity influence is important (as in the studies of de Matos et al. 

2014, Aral and Walker 2011) then the website should incentivize the creation of social ties, provide 

visibility of social connections and actions, and encourage interaction and co-consumption. On the other 

hand, if popularity influence is important (as in Chen et al. 2011, Duan et al. 2009) then it would be a good 

idea to emphasize popularity statistics, for the overall population and also for sub-populations, based on 

demographics, listening preferences, etc. It might also make sense to provide information on multiple 

dimensions of popularity, such as the number of times a song has been listened to, saved to a playlist, or 

“liked.” The popularity information could also combine internal and external (e.g., best seller lists or 

rankings) measures that are relevant to the online community in question. Finally, the interaction between 

the two types of influence also matters. If the two are substitutes then it would be important to understand 

which type of influence is more important for different types of users and music, so that the appropriate 

type of signal is prioritized, depending on the situation. If the two types of influence are complements then 

strategies to amplify the effect of one type of influence with the other might be useful. In general, design 



5 

and marketing strategies need to be linked to the types of social influence that are relevant to the context, 

as well as their interaction. This is the issue that broadly motivates this study.  

 

Figure 1.2. Popularity Feature on The Hype Machine (THM) 

To study popularity influence, we exploit a natural experiment enabled by a newly implemented 

feature in an online music community, The Hype Machine (THM).2 The popularity feature, illustrated in 

the screenshot of Figure 1.2, allowed users to observe all other users’ music favoriting behavior in the 

aggregate, albeit anonymously — the feature was implemented on October 1, 2008. We deploy a difference-

in-difference (DD) methodology to measure the impact of aggregate favorite data on other users’ 

consumption decisions. In the second part of Chapter 1, we focus on proximity or social network influence. 

We deploy a variety of approaches to identify and measure proximity influence, including probit and hazard 

models, building on the work of Aral et al. (2009). Identifying proximity influence using observational data 

is challenging due to homophily, which may influence both the formation of social ties and music 

consumption decisions. To overcome the potential selection bias due to homophily, we use two matching 

techniques, propensity score matching and Euclidean distance matching, as we explain in more detail below. 

Finally, we develop a combined model to jointly estimate both types of influence using a two-dimensional 

quasi-experimental design including both popularity and proximity treatments.  

To summarize our results, we find strong and robust evidence for popularity influence. Our 

difference-in-difference results confirm that being able to observe aggregate popularity information does 

                                                      
2  The Hype Machine (THM), previously studied by Dewan and Ramaprasad (2012), is the largest mp3 blog 

aggregator. It tracks thousands of mp3 blogs and provides links to blog posts and mp3 tracks, for other users to stream 

but not to download. 
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have a causal impact on subsequent consumption choices. We further find that popularity influence is 

significant only for newly posted songs (due to the specific nature of the site), and it is more important for 

narrow-appeal music as compared to broad-appeal music, in line with the findings of Tucker and Zhang 

(2011). We also find consistent evidence of proximity influence, after accounting for homophily. Finally, 

our results suggest that popularity and proximity influence are substitutes for one another. Popularity 

influence is most effective when proximity influence is not available, either because the user is not 

connected to other social network users, or if none of a user’s friends have favorited a song. Proximity 

influence, when available, tends to dominate popularity influence. 

Spatial Proximity – Mobile Local Search 

The advancement of mobile and geo-location technologies has redefined both the ways how consumers surf 

the Internet and how companies market to them. Consumers increasingly search for information using their 

mobile devices, often looking for location-based information pertaining to their present immediate 

surroundings. In fact, mobile devices have become the most used digital platform, accounting for some 

60% of Internet usage in the United States (comScore 2014c). Eighty percent of consumers search for 

information with their geographic proximity3 in mind, and 88% of them do so on mobile devices (Google 

2014). Specifically, the Global Positioning System (GPS) service on smartphones enables consumers to 

access location-based information and services that are highly sensitive to the precise location of the user. 

To meet this rapidly growing demand for local search, a variety of location-enabled services are available 

either on mobile pages or in apps, including Google local, Yelp and YP, and contributes 7.1 billion dollars 

in revenue for mobile local advertising in 2014 (BIA/Kelsey 2014b). 

Despite the importance of local search, we have little understanding of how consumers react to 

location-based information on their mobile devices. In fact, users consent to the carrier’s request to use their 

current location in local search (even on smartphone devices equipped with a GPS chip). In our setting, 

                                                      
3 Geographic proximity refers to the mileage between the user location and a physically entity. We use geographic 

proximity, local proximity and distance interchangeably throughout Chapter 1. 
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every time a user selects “Local Search” the provider asks whether or not it is OK to use the user’s current 

location. If the user accepts, the carrier can utilize the precise latitude/longitude information from the GPS 

chip on the device. Although the procedure of conducting local search is always the same, the user could 

be located in different areas which she may be associated with or not. We call these two search scenarios 

“Home” or “Away,” depending on whether or not the user conducts a local search in her familiar areas, 

such as home or office location. In Chapter 2, we conjecture that these two search scenarios may lead to 

different behavior and outcomes due to the extent of brand association. In particular, we study the following 

research questions: What are the impacts of three important factors, i.e., proximity, brand and screen 

position, on click-through rates (CTRs)? How do users make tradeoffs among these factors? How does 

click-through behavior vary between home and away searches?  

The answers to these questions are crucial for practitioners to effectively implement location-based 

advertising, such as geo-fencing/geo-targeting and sponsor listings, in mobile local search. On the one hand, 

our findings on the tradeoff between brand popularity and distance provides useful guidance for optimizing 

geo-fencing boundaries. For an advertiser, we can quantify the impact of distance on click-through 

performance at the individual level (i.e., personalized geo-fencing) by evaluating click performance, brand 

characteristics and user utility. On the other hand, knowing the tradeoff between screen position and 

distance/brand popularity in local search, our findings provide implications on the insertion of sponsored 

links into search results. We advise that an advertiser insert sponsored listings in a situation where (1) it is 

a popular brand, (2) the position of its impression in search results is relatively low, and (3) the distance is 

in a reasonable range. This is, although a user prefers a popular store over a closer one, she still needs to 

see the impression of the popular store before stopping screening search results.  

To exam these questions, we use a unique dataset of local search transactions collected from a 

nationwide wireless service provider. The data include click-through impressions corresponding to local 

searches conducted over several months in the first quarter of 2015. We are able to observe all the 

impressions seen by a user in response to a local search query, including which impressions were clicked 

upon, if any. In this study, we focus our analysis on the searches using keywords related to restaurant search, 
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including “restaurant”, “restaurants” and “food”. To profile users, we utilize mean shift cluttering to identity 

their home locations. In addition, our random-coefficients model in a hierarchical Bayesian framework can 

account for user heterogeneity to distill the impact of distance, brands and rank – and the interactions among 

them – on whether or not an individual local search impression is clicked upon. In the hierarchical setting, 

we further compare how users heterogeneously react to those factors, depending on whether the search is 

conduct at home or an away location. To estimate the model parameters, we develop a Markov Chain Monte 

Carol algorithm incorporating Metropolis-Hastings random walk.  

Spatial Proximity – Mobile Geo-fence Advertising 

The growing popularity of smart mobile devices with in-built geo-location (GPS) capabilities has led to the 

emergence of location-based advertisement practices, for a large variety of consumer products and services.  

Consumers spend an increasing amount of time on their mobile devices. Indeed, since February 2013 users 

are spending more time on average on their mobile devices than on their desktop computers; by the end of 

2014 mobile accounts for 64% of user time as compared to 36% for desktop (comScore 2014b). Further, 

almost 90% of the time on mobile devices is inside mobile apps. Overall, it is estimated that users spend 

the equivalent of 23 days per year on their mobile phones (mobilestatistics.com 2015). A growing 

proportion of the mobile devices are smartphones equipped with Global Positioning System (GPS) chips, 

which allows advertisers to more readily exploit user location in their messaging campaigns.  

The recent spike in mobile ad spending is well-documented. Advertisers spent $28.24 billion on 

mobile in the US market in 2015, an increase of nearly 60% over 2014 (eMarketer 2014), and BIA/Kelsey 

(2015) reports that mobile as a whole will account for at least 11.5 percent of total local media ad revenues 

in the next few years. Moreover, location-based mobile ad revenues in the US will grow from $6.8 billion 

in 2015 to $18.2 billion in 2019, representing a 28.5 percent compound annual growth rate (BIA/Kelsey 

2014a). All together McKinsey Global Institute (2011) estimated that location-based services will account 

for $100 billion in revenues for service providers and over $700 billion of value to end users.   

Not surprisingly, there is an increased research attention payed to location-based advertising, 

including location-based SMS (Luo et al. 2014), mobile local search (Dewan and Ho 2015), and mobile 
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couponing (Molitor et al. 2014). The past literature generally shows that the distance between the consumer 

and advertiser location has a negative impact on advertising performance. However, prior research has not 

examined the tradeoff between physical distance and competition; i.e., how is the impact of distance 

moderated by the extent of competition in the consumer’s location vicinity, from similar products and 

services. Accordingly, in Chapter 2, we examine the separate impacts of distance and competition on 

location-based advertising performance, as well as the interaction between distance and competition.  

We study these issues in the context of mobile geo-fencing campaigns, where advertisers send messages to 

smart device users in a pre-defined geographic area surrounding the business in question. For example, 

consumers who are within say five miles of a mall (based on their shared GPS coordinates) are targeted 

with ads by an advertiser in the mall, the logic being that proximate users are more likely to respond to the 

ads in a positive manner, all else equal. In this context, we address the following research questions: (1) 

What is the impact of distance and competition on click and conversion performance; (2) how does 

competition moderate the impact of distance (and vice versa), and (3) how are these effects different across 

the click-through and conversion stages of consumer decision making? 

To examine these questions, we use a unique dataset of geo-fence advertising transactions collected 

from one of the largest location-based marketing companies. The data set covers all of the bids (in real-

time advertising auctions) and resulting impressions originating from the marketing agency during the 

month of January 2015. The marketing agency bids in auctions on behalf of advertisers, and in many cases 

also runs location-based campaigns on the advertiser’s behalf. Our data set includes latitude/longitude 

location data for both consumers and advertiser businesses, mobile device and operating system 

characteristics, publisher/app characteristics, and consumers’ click and conversion response.4 In addition, 

we obtain supplementary data from Yelp and Google to construct the index of the competition between an 

                                                      
4 As we explain below, the conversion information is limited to whether or not the consumer took some further action 

on the landing page, such as calling the establishment or looking up directions on a map.  
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advertiser and its rivals. American Community Survey data (United State Census Bureau 2014) is also 

collected to approximate the demographics of consumers at the zip-code level.  

In the initial analysis, we select the largest fast-food chain that engaged in a geo-fencing campaign 

through the advertising agency from which we sourced our data. Our results show that competition only 

negatively affects the advertising performance at the click-through stage but not in the conversion stage. In 

contrast, distance has negative impacts on consumer decision to convert but not to click. Quantitatively, 

adding one more competitor into a 5-mile radius area of the advertisers’ location decreases the click-through 

rate by 7.5% while the conversion rate drops by 33.2% if the advertiser’s store is one more mile away.  

Our results have implications for both research and practice. For research, our analysis establishes 

the importance of local competition in advertising performance, and as a moderator for distance. We 

develop an index of micro-competition (in the geo-fence area) and demonstrate its relevance as a driver of 

location-based advertising performance. As it turns out, competition is more important than distance at the 

click-through stage, but distance is more important at the time of conversion. For practitioners, our results 

point to the importance of both distance and competition (as well as their interaction) in designing geo-

fence campaigns and assessing their performance. The findings suggest that the decision of whether or not 

to target a particular device should account for both distance and competition. Given that the pricing model 

here is “pay for impression,” our results on the impact of distance and competition on advertising 

performance can be used to optimize the ROI from geo-fencing campaigns. Further, the results also provide 

guidance on the design of the specific offer, by suggesting how the advertiser could “sweeten” the deals to 

offset the negative effects of distance and competition. Our results also shed light on the impact of user, 

device and app characteristics on advertising performance. 

In sum, the purpose of these investigations is to provide a comprehensive understanding of how social 

or spatial proximity information shape consumers’ choices. In the following sections, I review related 

literature, discuss data, specify model development, and describe research design for each of these three 

studies. I start with the first study of social proximity in Chapter 2, and discuss the other two studies 

focusing on spatial proximity in Chapter 3 and 4, respectively. Lastly, the three chapters are concluded.  
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CHAPTER 2 

Popularity or Proximity: Characterizing the Nature of Social Influence  

in an Online Community 

Literature Review 

This chapter draws from two main streams of work: literature examining word-of-mouth (WOM) and 

observational learning (OL) effects, and a second stream focused on studying influence in social networks. 

The first stream consists of studies that look at how individuals make decisions based on aggregate 

information on the preferences and actions of other peer customers — which we collectively call popularity 

influence. The second stream of literature examines the role that social network ties play on individual 

consumption decisions, what we call proximity influence. Below, we provide a brief review of the prior 

work that informs our analysis of each type of influence, starting with popularity influence. 

Popularity Influence 

It has long been recognized that consumers tend to be influenced by social interactions with other consumers, 

even without knowing them or their consumption intent. As noted by Chen et al. (2011) there are two 

distinct types of social interactions mediated by arms-length interaction and information exchange between 

consumers. The first type of social interaction hinges on consumer preferences and opinions, and has been 

labeled word of mouth (WOM) in the marketing literature, going back to Arndt (1967). The second type of 

social interaction is driven by the actions and decisions of other consumers, and is termed observational 

learning in the psychology and economics literatures (Bandura 1971, Bikhchandani et al. 1998). The 

importance of these types of social interactions has grown in the online arena, and has been the subject of 

considerable research interest, as we briefly summarize below.  

 Starting with research on online WOM, studies have examined the impact of both the volume 

(amount of information) and valence (net positive or negative opinion) of WOM in product review and 

reputation systems. The general conclusion is that volume and valence of WOM both affect product sales, 

though in some contexts valence is more important than volume (e.g., Mizerski 1982, Chevalier and 
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Mayzlin 2006), while in others volume matters relatively more (e.g., Liu 2006) due to increased awareness 

and number of informed consumers in the marketplace. Other research has also examined the impact of 

product, review, and reviewer characteristics, and a sampling of the interesting findings include: online 

reviews are more important for niche as opposed to popular books (Chen et al. 2006); negative reviews are 

more influential than positive reviews (Chevalier and Mayzlin 2006); featured reviews are more influential 

and non-featured reviews (Forman et al. 2008); and consumers not only use summary statistics and star 

ratings but also pay attention to the actual text of the reviews (Ghose and Ipeirotis 2011). 

 Observational learning is the process by which consumers make decisions based on aggregate 

consumption statistics of prior users. Whether or not the knowledge of aggregate consumption decisions 

has an effect on subsequent individual consumption has been examined in prior work in the context of 

books (Sorenson 2007), software adoption (Duan et al. 2009) and online music (Salganik et al. 2006). More 

recently, Chen et al. (2011) look at the effect of observational learning (OL) in the presence of word of 

mouth (WOM) effects, based on Amazon.com data, and find that not only do OL and WOM individually 

drive purchase decisions, but the interaction between the two processes is significant as well.  

 In our setting, the number of favorites for a song indicates how many users have favorited a song, 

so it is a measure of the volume of WOM. However, it is not known how many users listened to the song 

but did not favorite it, so they only have partial information on the valence of WOM. Further, in the absence 

of listening statistics, comparing the number of favorites across songs is an imperfect signal of which songs 

were listened to more than others5 — which has the flavor of OL. We can conclude that the number of 

favorites is a hybrid of WOM and OL, and conveys both volume and valence, though neither perfectly. 

Despite its limitations, such a metric of social interaction is increasingly prevalent in online social media, 

most notably on Facebook and Twitter. Prior research has investigated the correlation between this type of 

social interaction and product sales and product quality. Specifically, Lee and Lee (2010) and Li and Wu 

(2013) find a positive impact of Facebook likes on the sale of Groupon vouchers. Moreover, Schöndienst 

                                                      
5 The number of favorites for a song is a lower bound on the number of unique listens of the song. 
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at el. (2012) and Wang and Chang (2013) show that total number of likes result in a higher level of perceived 

product quality. We add to this literature by examining the relationship between this “liking” information 

and consumption choices in an online music community. 

Proximity Influence 

Social network influence is due to social proximity (contact and communication) between social network 

“friends.” Brown and Reingen (1987) was one of the first studies to look at these “micro-level” interactions 

and how information spreads over ties in a social network in the offline world. Valente (1994) studies so 

called “relational models of diffusion,” and discusses the role of specific types of people as network 

neighbors, arguing that an “individual’s direct contacts influence his or her decision to adopt or not adopt 

an innovation.” Factors such as opinion leadership (Katz and Lazarsfeld 1995) and the strength of ties 

(Granovetter 1973) are also related to influence and adoption.  

When studying how social proximity affects actors’ behaviors, a key challenge is to be able to 

separate social influence and homophily, where the latter refers to social correlation in actions due to the 

fact that people tend to befriend others who have similar tastes and preferences (e.g., Manski 1993). It is a 

challenge to distinguish real social network influence from correlated effects in that as observers, we do not 

know if two individuals who are socially tied to one another make the same adoption decision because they 

have the same taste, or because they were exposed to the same external “shock” at the same time (e.g. an 

advertisement), or because one influenced the other. Without knowing the social network structure, this 

reflection problem ― where we cannot separate out the effect of the individual on the group, from the effect 

of the group on the individual ― does hinder the identification of the endogenous effects. Fortunately, we 

have data on the underlying social network structure, and highly granular data on music consumption and 

favoriting behavior, which helps mitigate the identification issues stemming from the reflection problem. 

Such data are not often available in many settings.  

There have been a variety of methods applied to find evidence of social network influence. Ma et 

al. (2010) construct a hierarchical Bayesian model to study the effects of peer influence and homophily on 

both the timing and choice of consumer purchases within a social network. Aral and Walker (2011) design 
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a randomization experiment on Facebook for quantifying social network influence. Tucker (2008), de 

Matos et al. (2014) and Lu et al. (2012) apply the intransitive triads instrumental variable approach to 

separate social influence from homophily. More recently, Belo and Ferreira (2013) use a randomization 

approach via the shuffle test of Anagnostopoulos et al (2008). By randomizing the timing of individuals’ 

actions, they conclude that social network influence has both positive and negative effects on the diffusion 

of telecom-related products. 

The method that we find most useful here is the one by Aral et al. (2009), who develop a propensity-

score matching estimation framework to separate social influence from homophily. Briefly, they examine 

adoption of a mobile service application in an instant messaging social network. The key issue that 

motivates their analysis is that correlated behavior in product adoption, in the form of either assortative 

mixing (adopters tend to have adopter friends) or temporal clustering (a user adopts soon after a friend 

adopts), could be driven by both influence and homophily. Recall, peer-to-peer influence refers to the 

process by which a user causes their network friends to make similar choices, whereas homophily is the 

process by which similarities across network neighbors results in correlated choices — which could mimic 

contagion without any causal influence. As Aral et al. (2009) explain, homophily causes a selection bias 

because treatments are not randomly assigned — adopters are more likely to be treated because of similarity 

with their network neighbors. They show that propensity score matching helps to overcome this selection 

bias by linking up observations across the treatment and control groups with the same likelihood of 

treatment. We adopt a similar matched sample approach to identify proximity influence, and use probit and 

hazard models to estimate the magnitude of the influence. 

Social Influence in Music Industry 

For the reasons mentioned in the Introduction, there is great emerging interest in the role of IT-enabled 

social influence in the music industry. New music arrives to the marketplace at a growing pace and the 

growing Long Tail nature of the music market (i.e., increased consumption of niche music relative to 

mainstream music) is increasing the importance of social media in the process of music discovery and 

consumption. Accordingly, a number of studies have recently examined the impact of social media on music 
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consumption. For example, Dewan and Ramaprasad (2012) study the impact of music blogging on online 

sampling, and find that observational learning effects are stronger in the tail relative to the body of music 

sales distribution. Dhar and Chang (2009) find that the volume of user-generated content is predictive of 

music sales. Dewan and Ramaprasad (2014) study the interaction among social media (blog buzz), 

traditional media (radio play) and music sales and find that while blog buzz is positively related to album 

sales, it is negatively related to song sales, possibly due to the sales displacement effect of free online 

sampling. Using a randomized field experiment, Bapna and Umyarov (2015) find that peer influence exists 

in the diffusion of premium subscriptions in the online music community Last.fm. 

In a study with similar objectives as ours, Salganik et al. (2006) looked at the impact of aggregate 

prior consumption decisions on the ultimate inequality and unpredictability in an artificial music market. 

They found that social influence due to observation of prior aggregate consumption decisions “contributes 

both to inequality and unpredictability in cultural markets,” providing evidence that “collective behavior” 

plays a part in consumption decisions. The main difference between Salganik et al. (2006) and our study is 

that while the prior work created an artificial music market where individuals were not explicitly socially 

tied to one another, ours is based on real observational data from an online community where individuals 

are socially tied to one another. Further, we examine both popularity influence and proximity influence, 

whereas the prior study was restricted to just the observational learning component of popularity influence. 

Data 

We use a unique dataset provided by the online music community, The Hype Machine (THM). THM is the 

leading music blog aggregator, aggregating mp3s that are posted in their entirety on thousands of music 

blogs. 6 THM allows for users to create an account, stream (but not download) songs that are posted (by 

clicking on the “listen” link), and favorite songs and users. On October 1, 2008, THM implemented a 

popularity feature by adding a number next to each track indicating how many users of the site had favorited 

the song. While individuals could favorite songs prior to this, the number of favorites for a song was not 

                                                      
6 The Hype Machine: http://hypem.com/ 

http://hypem.com/
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viewable by any other visitors to the site until the implementation of this feature. Figure 1.2 shows a screen 

shot of this popularity feature indicating that 242 Hype Machine members favorited the song “Heart 

Skipped A Beat.” To measure the effect of popularity influence on music listening, we have obtained data 

on user behavior from before and after THM made this popularity information visible, providing an 

opportunity for a natural experiment.  

THM also allows members to create a social network using a personal dashboard, to which they 

can add favorite tracks and favorite users. The act of “favoriting” a person is akin to following another user 

on Twitter in that it creates a unidirectional tie (as shown in Figure 1.1), which is not necessarily 

reciprocated. Figure 2.1 provides a screen shot of this feature, showing that this particular user has two 

favorite tracks and one favorite user. In order to construct the social network of users and measure proximity 

influence, we have obtained time-stamped data on members’ user favoriting behavior.  

 

Figure 2.1. Popularity Feature on The Hype Machine (THM) 

In order to estimate popularity and proximity influence, we use a detailed dataset that allows us to observe 

the entire history of users’ listening and favoriting behaviors. THM has provided daily listen logs for 

September and October of 2008. These listen logs record each time any user listens to a song, along with 

the user ID and the details of the song, such as the artist, song title, and a posted timestamp. In addition, we 

have a separate dataset that contains the time-stamped log of members’ favoriting of other users, which we 
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use to construct a member’s social network, as well as song favoriting behavior. Finally, we have 

supplemented the data from THM with data on song characteristics collected from Amazon (Sales Rank) 

and the EchoNest (e.g., genre, artist popularity). 

Empirical Methodology 

In this section, we discuss the models we use to quantify popularity and proximity influence, including one 

that jointly estimates both influences in the same framework. Notation and variable descriptions are 

summarized in Table 2.1. 

Table 2.1. Table of Variable Descriptions of Social Proximity Study 

Variable Definition 

Popularity Influence 

Listenjt Total number of times Song j has been listened to at Time t  

PopTreatmentj 
Dummy variable; = 1 if Song j is treated (i.e., Song j’s total number of favorites are 

visible) 

Aftert Dummy variable; =1 if time period t after the popularity treatment (i.e., after 10/1) 

Proximity Influence 

Listenij Dummy variable; = 1 if User i has listened to Song j 

ProxTreatmentij Dummy variable; = 1 if User i has a friend who favorited Song j in the burn-in period 

Friendsi Total number of users that User i is following 

Joint Model for Popularity and Proximity Influence 

Listengjt Total number of times Song j has been listened to at Time t by Group g. 

PopTreatmentj 
Dummy variable; =1 if Song j is treated (i.e., Song j’s total number of favorites are 

visible) 

Aftert 
Dummy variable; =1 if time period t is any day after the popularity treatment (i.e., 

after 10/1) 

ProxTreatmentgj 
Dummy variable; =1 if User i  (in Group g) has a friend who favorited Song j in the 

burn-in period 

Control Variables 

PreFavoritej Total number of favorites of Song j before the observation window of the study 

SalesRankj Sales rank of Song j at Amazon.com  

Genrej Genre of Song j 
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Model of Popularity Influence 

For estimating popularity influence, we employ a difference-in-difference (DD) methodology (see, e.g., 

Card and Krueger 1994), exploiting the feature implementation in THM on October 1, 2008, that provided 

visibility of the total number of song favorites.7 Given that the implementation of this feature is exogenous, 

as we discuss below, the DD model allows us to reliably measure the impact of the visibility of popularity 

information on music consumption. We compare a set of songs that experienced the implementation (the 

treatment group) to a set of songs that did not (the control group). Specifically, we define the songs posted 

on September 29, 2008 as the treatment group and the songs posted one week earlier, on September 22, 

2008 as the control group. The latter group of songs, the group posted on September 22, 2009, was not 

affected by the feature implementation during the time period we examine. Figure 2.2 illustrates our DD 

experimental design, where T1 = October 1, 2008, is the date of treatment (implementation of the popularity 

feature on THM) for the treatment group. Even though there was no such intervention for the control group, 

we create a dummy treatment event for the control group on T0 = September 24, one week prior to the 

feature implementation. Similar to the event study literature in Finance, we use a short estimation window 

(+/- 1 day) to isolate the effect of the feature implementation on listening behavior.8 

                                                      
7 Popularity information was visible to all users of the website, irrespective of whether they were registered to the site 

or not, and irrespective of whether they had social network friends or not. 

8 We thank an anonymous reviewer for suggesting that we look at the effect of popularity information visibility on 

songs earlier released earlier to the site. However, we do not find a significant popularity effect for older songs, due 

to the fact that such songs receive very little attention on THM, and therefore the popularity information is immaterial.  
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Figure 2.2. Difference-in-Difference Experimental Design for Popularity Influence 

Ideally, the treatment and control groups should contain songs posted on the same date, with 

identical potential treatment dates. We are unable to construct coincident treatment and control groups, 

however, because all songs on the website were subject to the feature implementation at the same time — 

either all songs were treated or none were, depending on whether the date in question is after or before the 

date of feature implementation, respectively. It is for this reason that the treatment and control groups in 

our DD design include songs posted one week apart (exactly one week apart to avoid day-of-week 

differences). The time separation of the treatment and control groups is a cause for concern, however, 

because time shocks at different points in time could affect treatment and control groups differently, 

confounding the measurement of treatment effects. We believe, however, that this is not a serious concern, 

for the following reasons.  

First, even though the samples are one week apart, the listening patterns are virtually identical, as 

shown in Figure 2.3. We graph the total number of listens in each hour of the pre-treatment period, T1-1 

and T0-1 for the treatment and control groups, respectively, and show that they follow almost exactly the 

same pattern. This consistent pattern of listening behavior across the treatment and control dates provides 

us some assurance that there were no time-varying shocks that differentially affected the listening behavior 

of songs across the treatment and control groups. Second, the time of posting of a song on THM is 
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exogenous, because it is synchronized with the posting of the song on the original mp3 blog, rather than a 

decision made by THM. Further, the THM website did not publicize the fact that the favoriting feature was 

imminent, so mp3 blogs could not have anticipated the feature implementation. Third, the songs in the 

treatment and control groups are similar in terms of genre and popularity. To further increase the similarity 

of the samples, as we discuss in Section Results, we use coarsened exact matching (CEM) to match 

individual songs in the treatment and control groups on a one-to-one basis to make sure that the samples 

are balanced and the songs are similar to each other.9 As we will see in Section 5, the results for the matched 

and unmatched samples are qualitatively similar. Still, we include treatment dummies in all of our DD 

specifications to absorb any systematic differences in listen frequency between the treatment and control 

groups.  

 

Figure 2.3. Distributions of Listens for DD Treatment and Control Subsamples 

                                                      
9 Specifically, we match the two groups of songs on observable characteristics, including genre, the number of 

favorites prior to the feature implementation, and the Amazon Sales Rank. We employ one-to-one coarsened exact 

matching (CEM) in order to exactly match genres while not requiring our continuous variables to be exactly matched, 

but closely matched. A benefit of CEM is that the researcher can ensure balance in matching a priori through 

implementing bounds on the qualifications of a match for each variable that the groups are matched on. Each song in 

the treatment group is matched to one song in the control group, using the CEM procedure in Stata (Blackwell et al. 

2009). The imbalance statistics produced by the CEM procedure indicate that the imbalance between the treatment 

and control groups was reduced due to matching. 
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Fourth, we find that our treatment and control samples satisfy the key identifying assumption of 

difference-in-difference estimation, which is that the treatment and control group have a common trend in 

the absence of treatment (Meyer 1995). (See Figure 2.2 for the importance of a common trend for being 

able to measure the average treatment effect.) This test is typically operationalized by comparing the trend 

in the dependent variable over the pre-treatment period, across the treatment and control samples (Card and 

Krueger 1994, Danaher et al. 2014). In our case, the general trend is one of declining listens over time, as 

newly posted songs lose novelty and move off the front page of the site. Because the songs are posted at 

different times during the posting dates (9/22 and 9/29 for the control and treatment samples, respectively) 

we characterize the pre-treatment trend by the difference in the average number of listens over the second 

12-hour window and the first 12-hour window after posting: we expect this difference to be negative. Figure 

2.4 displays the distribution of this difference measure (labeled Difference of Listens in the figure) for the 

control and treatment subsamples, along with a table of summary statistics and difference tests below the 

graphs. As shown in the figure the distributions are virtually identical, with both the difference of means t-

test and the Kolmogrov-Smirnov test for equality of distributions being insignificant. This supports the 

assumption of a common pre-treatment trend for the treatment and control samples.  

Finally, we conduct a variety of robustness checks (described in Section Results) with alternate 

treatment and control groups, drawn from different points in time, to show that the results are not sensitive 

to exactly when the songs are posted to THM. Overall, we believe that picking the treatment and control 

groups one week apart does not compromise the integrity of the difference-in-difference design. On the 

contrary, our design assures that treatment is exogenous, overcoming a major challenge in conventional 

difference-in-difference models. Indeed, our research design illuminates a practical approach for a quasi-

experimental investigation of online feature implementations or policy changes that affect an entire 

community or website starting at a given point in time. 
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Figure 2.4. Comparison of Pre-Treatment Trend for Treatment and Control Samples  

for the Popularity Influence Model 

In order for us to measure the impact of popularity information, songs in the dataset must have had 

the opportunity to accumulate favorites, so we allow for an initial “burn-in period,” from the time a song is 

posted on THM to one day prior to the treatment date. This requires us to look at the sample of songs posted 

two days prior to the treatment date in order to have a pre-treatment period. Then, the days T1-1 and T0-1 

are the pre-treatment periods for the treatment and control group, respectively, while T1+1 and T0+1 are the 

corresponding post-treatment periods. Accordingly, our DD model specification is as follows, for Song j 

on Day t: 

log(𝐿𝑖𝑠𝑡𝑒𝑛𝑠𝑗𝑡) = 𝛽0 + 𝛽1𝑃𝑜𝑝𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑗 + 𝛽2𝐴𝑓𝑡𝑒𝑟𝑡 + 𝛽3log(𝑃𝑟𝑒𝐹𝑎𝑣𝑜𝑟𝑖𝑡𝑒𝑠𝑗) + 

                                                    𝛽4𝑃𝑜𝑝𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑗 ∗ 𝐴𝑓𝑡𝑒𝑟𝑡 + 휀𝑗𝑡 ,                                                   (1) 

where Listensjt denotes the total number of listens of Song j on Day t. The regression covers the time periods 

running from one day before the feature implementation to one day after, for the treatment and control 
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groups; i.e., 𝑡 𝜖 {𝑇0 − 1, 𝑇0 + 1, 𝑇1 − 1, 𝑇1 + 1}.  𝑃𝑜𝑝𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑗 is a dummy variable indicating whether 

Song j is in the treatment group (𝑃𝑜𝑝𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑗 = 1) or control group (𝑃𝑜𝑝𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑗 = 0).  𝐴𝑓𝑡𝑒𝑟𝑡 

is a dummy variable indicating whether the date t is the post-treatment period (𝐴𝑓𝑡𝑒𝑟𝑡 = 1) or pre-treatment 

period (𝐴𝑓𝑡𝑒𝑟𝑡 = 0). The control variable PreFavoritesj is the number of favorites at the start of the pre-

treatment period. The 𝑃𝑜𝑝𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑗*𝐴𝑓𝑡𝑒𝑟𝑡 interaction term characterizes the magnitude of popularity 

influence. We use Ordinary Least Squares (OLS) to estimate the regression.   

Models for Proximity Influence 

Turning to our models to measure proximity influence, we focus on how favoriting a song by a focal user 

impacts the listening behavior of her social ties. Following prior social network research, distilling social 

network influence from other drivers of correlation in behavior, such as homophily, is at the heart of our 

proximity influence analysis. We estimate a probit model and a hazard model, corresponding to how the 

probability of listening to a song, and the time to first listen, respectively, are affected by the favoriting 

behavior of friends in social network proximity. To conduct this analysis we follow Aral et al. (2009) and 

use propensity score matching (PSM) to control for potential homophily. Before specifying our proximity 

models, we describe our PSM procedure first. 

Propensity Score Matching 

For a given song, the treatment group consists of those users that have at least one friend who has favorited 

that song. The goal of PSM in our analyses is to match every user in the treatment group with a user in the 

control group (none of whose friends has favorited the song) who is homophilous to the user in the treatment 

group in terms of tastes, calculated based on the users’ observable characteristics, and number of friends. 

In our case, we do not have data on consumer demographics and other characteristics, but we do observe 

perhaps the most relevant characteristic of all — actual song listening behavior. Much as a recommender 

system finds nearest neighbors (e.g., Adomavicius and Tuzhilin 2005), we find matches between the 

treatment and control group based on the relative song listening profiles of users. From the data on listening 

history of users, over the four-week period September 1-28, 2008, we construct a profile of each user on 
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THM. These profiles are constructed using data on over 80,000 songs, for which we collected supplemental 

data on genre and various measures of artist popularity from The Echo Nest.10  

For each user-song pair, we constructed a weight based on the number of times the user listened to 

that particular song as a fraction of the total number of overall listens for that user. We then created a 

weighted average of each song characteristic in a vector of 28 song characteristics based on all of the songs 

that the user had listened to. The result of this allowed us to summarize a user’s profile by a series of 

numbers (the weighted average of a song characteristic) each representing the user’s taste towards a specific 

music characteristic. We then used these profiles to match each user in the treatment group to a user in the 

control group, using PSM as follows. Each song in our treatment and control groups are assigned a positive 

probability of being in the treatment group based on a logit model incorporating the characteristics of the 

users as characterized by their listening history as well the number of friends they have. To ensure overlap 

in the treatment group and control group, we constrained the group of matched observations to be within 

0.1 propensity score of each other (i.e., caliper = 0.1). After finding a match for each user in the treatment 

group, we examined the distribution of propensity scores to ensure similarity between the treatment and 

control groups as advised by Lechner (2002). Looking at Figure 2.5, we see that the distributions of the 

propensity scores in both the treatment group and control group are almost identical to one another. 

Specifically, the boxplot shows that the two groups match on the minimum, maximum, and median as well 

as the first and third quartiles shown in the figure. The details of the PSM procedure are provided in the 

Appendix. 

As a robustness check we also implemented a matching procedure at the user-song level, using 

Euclidean distance matching (EDM). For each song, this procedure matches each user in the treatment 

group (i.e., users that have at least one friend who has favorite the song) with a similar user (based on song 

listening profiles) in the control group who has a high likelihood of having a friend that might have favorited 

                                                      
10 The Echo Nest has various measures of artist popularity that we collected and used to construct user profiles: artist 

hotttnesss, artist familiarity, and artist discovery.  
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the song. In this case, matching was based on minimizing the Euclidean distance between the song profile 

and friends’ song listening profiles. The details of this procedure are also described in the Appendix. The 

tradeoff between PSM and EDM is that while PSM maximizes the control for homophily (by matching on 

user characteristics), EDM maximizes the likelihood of treatment (i.e., having a friend that has favorited 

the song, by matching at the user-song level) for the matching member in the control group. We estimate 

proximity influence by using both PSM and EDM, and comparing each to random matching, as we discuss 

in Section Results. 

 

Figure 2.5. Distribution of Propensity Scores after Matching 

Probit Model of Proximity Influence 

To examine the impact of proximity influence on the likelihood of listening to a song, while controlling for 

other song characteristics, we implement a binary probit model. To do this, we look at songs posted on 9/22 

and allow a 48-hour burn-in period after the time of song posting so that songs can acquire favorites. After 

this burn-in period, we track the users’ listening choices for the following seven days in order to estimate 

the probit model. That is, we use a 2-day burn-in period followed a 7-day observation window for all of our 

proximity influence analyses. Using the matched treatment (ProxTreatment = 1) and control groups 
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(ProxTreatment = 0), under random matching and either PSM or EDM, combined with the song 

characteristics data, we estimate the following probit model: 

Pr(𝐿𝑖𝑠𝑡𝑒𝑛𝑖𝑗 = 1) = 𝛽0 + 𝛽1𝑃𝑟𝑜𝑥𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑖𝑗 + 𝛽2𝐿𝑜𝑔(𝑃𝑟𝑒𝐹𝑎𝑣𝑜𝑟𝑖𝑡𝑒𝑠𝑗) + 𝐺𝑒𝑛𝑟𝑒𝑗 + 휀𝑖𝑗 ,         (2) 

where Listenij is a binary outcome indicating whether User i listened to Song j or not. 𝑃𝑟𝑜𝑥𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑖𝑗 

is a dummy variable to capture the treatment of proximity influence; i.e., 𝑃𝑟𝑜𝑥𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑖𝑗 = 1 indicates 

that User i has at least one friend who has favorited Song j, while 𝑃𝑟𝑜𝑥𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑖𝑗 = 0 indicates that 

User i has no friend who has favorite Song j. We also include song-level controls PreFavoritesj (for overall 

popularity of the song on THM) and Genrej. β1 is the coefficient of interest and it captures the impact of 

proximity influence on a focal user’s listen decision. To isolate proximity influence from homophily we 

compare the estimate of β1 under random matching with both PSM and EDM. 

Hazard Model of Proximity Influence 

Lastly, we investigate proximity influence by looking at the time to a user’s first listen to a song. We apply 

a hazard model to estimate the impact of proximity influence on the duration of time before User i first 

listens to Song j. Similar to the probit model above, the hazard model compares the matched treatment and 

control groups. Similar to the probit model described in Section 4.2.2., we again use a seven-day 

observation window after the 48-hour burn in period after Song j was posted.  We track User i until she 

listens to Song j. If User i did not listen to Song j within the observation window of seven days, we right-

censor the observation. Specifically, the hazard rate, λij, follows an exponential distribution,11 and is related 

to the covariates of interest using the following simple parametric model: 

    Log (𝜆𝑖𝑗) = 𝛽0 + 𝛽1𝑃𝑟𝑜𝑥𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑖𝑗 + 𝛽2𝐿𝑜𝑔(𝑃𝑟𝑒𝐹𝑎𝑣𝑜𝑟𝑖𝑡𝑒𝑠𝑗) + 𝐺𝑒𝑛𝑟𝑒𝑗 + 휀𝑖𝑗 ,              (3) 

where λij is the hazard rate defined by whether and when User i listened to Song j.  Similarly, 

𝑃𝑟𝑜𝑥𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑖𝑗 is a dummy variable coding the treatment and control groups, and β1 is our coefficient 

                                                      
11 Our results are robust to the choice of Weibull and Gompertz distributions for the hazard rate.   
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of interest. PreFavoritesj and Genrej are song-level controls included in the regression. As before, we 

estimate the hazard model under random matching, compared with both PSM and EDM. 

Combined Model for Popularity and Proximity Influence 

To jointly estimate popularity and proximity influence, we need a model that can simultaneously capture 

the impact of the visibility of popularity information and friends’ favorites on user listen decisions. We 

extend the difference-in-difference (DD) model of Section 4.1 to a difference-in-difference-in-difference 

(DDD) specification by adding a proximity influence treatment. That is, the DDD model is a two-

dimensional treatment model, including both popularity treatment (represented by the PopTreatment 

indicator variable) and proximity influence treatment (represented by the ProxTreatment dummy variable). 

The third dimension in the DDD model is represented by the dummy variable Aftert, which indicates 

whether the time period t in question is the pre-treatment period (for popularity influence) or the post-

treatment period.  

The DDD design has the songs posted on September 29, 2008 as the popularity-treatment group 

(PopTreatment = 1) and the songs posted on September 22, 2008 as the popularity-control group 

(PopTreatment = 0). On the other dimension, ProxTreatment divides users into two groups, where 

ProxTreatment = 1 indicates users in the proximity-treatment group that have at least one friend who has 

favorited Song j, and ProxTreatment = 0 indicates users in the proximity-control group that do not have 

any friend who has favorited Song j. Users in the two proximity groups are matched by both random 

matching and propensity score matching (we do not use EDM here, as we discuss below). Accordingly, our 

DDD model specification is as follows:  

      Log(𝐿𝑖𝑠𝑡𝑒𝑛𝑠𝑔𝑗𝑡) = 𝛽0 + 𝛽1𝑃𝑜𝑝𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑗 + 𝛽2𝐴𝑓𝑡𝑒𝑟𝑡 + 𝛽3𝑃𝑟𝑜𝑥𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑔𝑗 +

        𝛽4𝑃𝑜𝑝𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑗 ∗ 𝐴𝑓𝑡𝑒𝑟𝑡 + 𝛽5𝑃𝑜𝑝𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑗 ∗ 𝑃𝑟𝑜𝑥𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑔𝑗 +

              
        𝛽6𝐴𝑓𝑡𝑒𝑟𝑡 ∗ 𝑃𝑟𝑜𝑥𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡

𝑔𝑗
+ 𝛽7𝑃𝑜𝑝𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑗 ∗ 𝐴𝑓𝑡𝑒𝑟𝑡 ∗ 𝑃𝑟𝑜𝑥𝑇𝑟𝑒𝑎𝑡𝑚𝑒𝑛𝑡𝑔𝑗 +

        𝛽8𝐿𝑜𝑔(𝑃𝑟𝑒𝐹𝑎𝑣𝑜𝑟𝑖𝑡𝑒𝑠𝑗) + 𝛽9𝐺𝑒𝑛𝑟𝑒𝑗 + 휀𝑖𝑗𝑡 ,                                                    (4) 
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where g is the index of proximity treatment (0 or 1), and Listengjt denotes the total number of listens of 

proximity treatment Type g of Song j at Time t, where 𝑡 𝜖 {𝑇0 − 1, 𝑇0 + 1, 𝑇1 − 1, 𝑇1 + 1}.  PopTreatmentj, 

and ProxTreatmentgj are dummy variables to whether an observation is in the treatment or control group 

for popularity and proximity treatment, respectively. The dummy Aftert identifies whether the date t 

corresponds to the pre-treatment or post-treatment for popularity. β3 represents the magnitude of proximity 

influence, β5 captures the magnitude of popularity impact, and the coefficient on the three-way interaction 

term β7 characterizes the nature of interaction between popularity and proximity influence (β7  > 0 would 

indicate that the interaction is complementary, while β7  < 0 would indicate that the interaction is one of 

substitutes). Equation (4) is estimated using OLS. 

Descriptive Statistics 

We start by providing descriptive statistics and correlations for the dataset used for estimating popularity 

influence (Table 2.2) followed by those for proximity influence (Table 2.3). The key dependent variable in 

estimating popularity influence is the total number of times a song is listened to on a given day (Listensjt). 

Table 2.2a summarizes songs in the treatment and control group on the pre-treatment and post-treatment 

days.  Overall, there are roughly 600 songs in both the treatment and control groups. On average, there were 

47.54 listens per song per day on THM, with a standard deviation of 171.56. Some songs posted on THM 

did not get any listens, but the maximum number of listens in a day for a song was 3836. While users listen 

to a variety of songs, they appear to be more selective in their favoriting behavior (PreFavoritesj). On 

average, songs receive 1.33 favorites per day with a standard deviation of 3.46. Again, some songs do not 

receive any favorites, while the maximum number of favorites a given song in our dataset was 57. The 

pairwise correlations (Table 2.2b) indicate that listening and favoriting are significantly and strongly 

correlated with one another (0.71, p < 0.01) and Amazon sales rank of a song is negatively correlated with 

both the number of listens and number of favorites. This is expected as a higher sales rank corresponds to 

less popular songs.  
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Table 2.2a. Descriptive Statistics for Popularity Influence 

Variable N Mean Std. Dev. Min Max 

Listenjt 2,382 47.5369 171.5553 0 3836 

PreFavoritesj 2,382 1.3283 3.4622 0 57 

SalesRankj 2,382 2,983,163 3,643,284 605 6,856,013 

Table 2.2b. Correlations among Variables for Popularity Influence 

 

 
Listenjt PreFavoritesjt SalesRankj 

Listenjt 1 
 

 
 

PreFavoritesj 
0.706*** 

(0.000) 
1  

SalesRank 
-0.129*** 

(0.000) 

-0.165*** 

(0.000) 
1 

Notes: Standard errors are in parentheses. * indicates p < 0.10, ** indicates p < 0.05 and *** indicates p < 0.01. 

We now turn to the summary statistics for the relevant variables for the proximity influence analysis 

(Table 2.3a), which summarize data for a weeklong observation window from September 22, 2008 until 

September 29, 2008. Overall, we have a pool of over 800 users and roughly 200 songs to create the user-

song pairs used in this analysis. From Table 2.3a, we see that the average likelihood of a user listening to 

an individual song is quite low — 0.0057 (0.57%), with a standard deviation of 0.0754. The likelihood that 

a user’s friend has favorited a given song is even lower (as expected), 0.0015 (0.15%) with a standard 

deviation of 0.0392. These summary statistics demonstrate the sparseness of the data, making it challenging 

to estimate proximity influence. The number of total favorites of the average song is approximately 4.71 

with a standard deviation of 9.30, and the Amazon Sales Rank is 3.9 million with a standard deviation of 

4.3 million.12 Turning to the pairwise correlations (Table 2.3b), we see the expected correlations — a 

positive and significant (though low in magnitude) correlation between ProxTreatment and Listen, as well 

as between PreFavorites and Listen. We also see a negative correlation, as expected, between SalesRank 

                                                      
12 Recall that the Amazon Sales Rank information is collected in 2014, and thus represents a measure of quality as observed in the 

long-term. This explains the large values of sales rank, though there is still variation within our dataset. 
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and ProxTreatment, PreFavorites, and Listen. Generally, the correlations are relatively low and again reflect 

the sparseness of social correlations. 

Table 2.3a. Descriptive Statistics for Proximity Influence 

Variable N Mean Std. Dev. Min Max 

Listenij 159,583 0.0057 0.0754 0 1 

ProxTreatmentij 159,583 0.0015 0.0392 0 1 

PreFavoritesj 159,583 4.7096 9.2960 0 88 

SalesRankj 159,583 3,925,858 4,297,366 1233 6,508,732 

OutDegreei 159,583 2.7868 3.6763 1 62 

 

Table 2.3b.  Correlations among Variables for Proximity Influence 

Notes: Standard errors are in parentheses. * indicates p < 0.10, ** indicates p < 0.05 and *** indicates p < 0.01 

Results 

We present our results in the following order: (i) popularity influence, (ii) proximity influence, and finally 

(iii) joint estimation of popularity and proximity influence. 

Popularity Influence 

Our results for the DD model (Equation 1) of popularity influence are presented in Table 2.4, where the 

dependent variable is Log(Listens). Recall, the treatment sample is the set of songs posted on September 

29, 2008, while the control sample consists of the songs posted one week earlier, on September 22, 2008. 

In Model 1, we consider all of the songs in both samples, and do not restrict the control group to match the 

 

 
Listenij ProxTreatij PreFavoritesj SalesRankj OutDegreei 

Listenij 1 
 

 
   

ProxTreatmentij 
0.027*** 

(0.000) 
1    

PreFavoritesj 
0.100*** 

(0.000) 

0.057*** 

(0.000) 
1   

SalesRankj 
-0.021*** 

(0.000) 

-0.002 

(0.503) 

-0.223*** 

(0.000) 
1  

OutDegreei 
-0.008*** 

(0.001) 

0.041*** 

(0.000) 

-0.001 

(0.618) 

0.001 

(0.745) 
1 
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songs in the treatment group. In Model 2, the songs in the control sample are matched with songs in the 

treatment group, following the matching procedure described in Footnote 7. Model 3 is restricted to 

“isolates,” that is, users who are not connected to others in the social network. This is an interesting group 

of users to study because it is subject solely to popularity influence and no proximity influence.  Finally, in 

Model 4 the dependent variable is the number of unique listens. This case is interesting to consider because 

it is possible that popularity influence is restricted to the first listen of a song, rather than subsequent repeat 

listens of the same song. All models include genre fixed effects and logarithm of Amazon Sales Rank as 

control variables. We discuss the results of all four models together. 

Table 2.4. Difference-in-Difference Results for Popularity Influence 

 1 

Unmatched  

2 

Matched  

3 

Matched, 

Isolates 

 4 

Matched, 

Unique 

Listens 

Constant 
5.099*** 

(0.143) 

5.338*** 

(0.197) 

2.010*** 

(0.192) 

1.929*** 

(0.182) 

PopTreatmentj 
-0.078 

(0.054) 

-0.107* 

(0.065) 

-0.219*** 

(0.067) 

-0.193*** 

(0.062) 

Aftert 
-2.199*** 

(0.054) 

-2.339*** 

(0.064) 

-0.729*** 

(0.067) 

-0.771*** 

(0.061) 

PopTreatmentj*Aftert 
0.127* 

(0.076) 

0.180** 

(0.090) 

0.301*** 

(0.094) 

0.292*** 

(0.087) 

Log(PreFavorites)j 

0.943*** 

(0.032) 

0.707*** 

(0.050) 

0.476*** 

(0.045) 

0.421*** 

(0.042) 

Adjusted R2 0.648 0.679 0.319 0.326 

N 2382 1448 752 824 

Notes: Models 1 does not match the control sample to the treatment sample of songs, while Model 2 matches the 

samples, as explained in Section 4. Model 3 uses the number of unique listens as the dependent variable. All models 

include genre fixed effects and log of Amazon Sales Rank as additional control variables. Standard errors are in 

parentheses. * indicates p < 0.10, ** indicates p < 0.05 and *** indicates p < 0.01. 

The PopTreatment variable has a negative sign, and it is significant in Models 2-4, indicating that 

the songs in the treatment have fewer listens, on average, than the songs in the control sample, all else being 

equal. Therefore it is a good idea to include the PopTreatment dummy variable to absorb such systematic 

differences across the two samples. The After variable is negative and significant, in all models, due to the 
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tendency of the number of listens to naturally decay over time. This may be because the novelty of newly 

introduced songs wears off over time, or the fact that songs get “buried” below newer songs added to the 

site. Log(PreFavorites) has the expected positive sign, reflecting the fact that more popular songs (as 

captured by the favoriting behavior of users on THM) get more listens on average.  

 The key variable of interest is the interaction term PopTreatment*After, which captures the average 

effect of the treatment on the number of listens, after the availability of song popularity information on the 

website.  This interaction term is estimated to be positive, with varying degrees of significance in the three 

models. Interestingly, the magnitude and significance of the interaction term are highest in Models 3 and 4, 

consistent with the notion that popularity influence is strongest for isolates (users with no friends) and for 

the first listen of a song, as opposed to repeat listens. Overall, we find strong evidence of a causal link 

between the disclosure of song popularity information (in the form of the number of song favorites) and the 

number of user listens.  

We can quantify the economic significance of popularity influence as follows. The estimate of the 

interaction term PopTreatment*After is 0.18 in our main baseline model, which is Model 2 in Table 2.4. 

Since the dependent variable is the logarithm of Listens, the magnitude of the interaction term implies that 

the availability of popularity information, after the corresponding feature implementation, increases the 

total listens of the average song by approximately 19.7% (exp(0.18) = 1.197). Given that the mean number 

of listens of the average song on the post-treatment date October 2 is 9.511, this implies that the availability 

of popularity information increases total listens of the average song by almost two. Thus, popularity 

influence is not only statistically significant, it is an economically significant effect as well.  

For additional robustness, Table 2.5 considers alternative definitions of the treatment versus control 

samples, to make sure that the results are not driven by the specific dates we picked in our baseline results. 

In Model 1 the control group is taken to be songs posted two weeks prior to the treatment group; i.e., 

September 15 versus September 29 (in Table 2.4 the control group corresponds to songs posted one week 

prior). The PopTreatment*After term is positive and significant, consistent with our baseline results of 

Table 2.4. In Model 2 the treatment and control group are both after popularity information is available, so 
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as expected, the interaction term is not significant. Model 3 has the same control group as Model 1, but the 

treatment group is moved one week later to October 6, and we can see that the qualitative nature of the 

results are unchanged. In Model 4 both treatment and control are before the popularity feature 

implementation, so as expected the interaction term is insignificant. Finally, in Model 5 both samples are 

drawn after the feature implementation, and again the interaction term is not significant, as expected. 

Overall, we can conclude that the DD results are robust, and there are no “secular” effects in different weeks 

– validating our DD research design with the treatment and control samples drawn from neighboring weeks. 

Table 2.5. Robustness of Popularity Influence Results to Alternative Scenarios 

 1 

09/29 vs. 

09/15 

2 

09/29 vs. 

10/06 

3 

10/06 vs. 

09/22 

4 

09/22 vs. 

09/15 

5 

10/06 vs. 

10/13 

Constant 
1.573*** 

(0.041) 

1.830*** 

(0.050) 

1.468*** 

(0.039) 

1.617*** 

(0.051) 

1.749*** 

(0.043) 

PopTreatmentj 
-0.254*** 

(0.053) 

-0.499*** 

(0.058) 

0.354*** 

(0.063) 

-0.155** 

(0.070) 

0.143** 

(0.058) 

Aftert 
-0.905*** 

(0.055) 

-0.696*** 

(0.068) 

-0.905*** 

(0.053) 

-0.944*** 

(0.074) 

-0.683*** 

(0.056) 

PopTreatmentj*Aftert 
0.245*** 

(0.075) 

-0.041 

(0.082) 

0.206** 

(0.089) 

-0.026 

(0.101) 

0.009 

(0.082) 

Log(PreFavorites)j 
1.243*** 

(0.030) 

1.208*** 

(0.029) 

1.225*** 

(0.039) 

1.131*** 

(0.078) 

1.086*** 

(0.026) 

Adjusted R2 0.366 0.446 0.433 0.364 0.487 

N 3438 2744 2608 3302 1968 

Note: Each date corresponds to when the songs were added to THM. In each column the sample corresponding to the 

first date is taken to be the treatment group, while the sample for the second date is the control group. Standard errors 

are in parentheses. * indicates p < 0.10, ** indicates p < 0.05 and *** indicates p < 0.01. 

 In Table 2.6 we examine the differential impact of song popularity information for broad versus 

narrow appeal songs, motivated by the work of Tucker and Zhang (2011). We characterize broad versus 

narrow appeal using two approaches. The first is based on Amazon Sales Rank (ASR) of the song, wherein 

songs with ASR < 130,000 (the top 20th percentile) are considered broad appeal, while songs with higher 

than 130,000 sales rank are considered narrow appeal. For robustness we also consider subsamples using 

60,000 (the top 15th percentile) as the cut-off. Our second approach for distinguishing between-broad and 

narrow-appeal music is based on genre. Specifically, we include Pop, Rap, Hip-Hop, Dance and R&B in 
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the broad-appeal category, while the niche genres include Folk, Country, Classical and the various types of 

Rock music. Looking at the results in Table 2.6, we find that the sign and significance of the control 

variables are consistent with our baseline results of Table 2.4. As for the key PopTreatment*After 

interaction term we find that they are positive in sign, but significant only for the narrow-appeal song 

samples. This is consistent with the theory and findings of Tucker and Zhang (2011), in that popularity 

influence is more important for narrow-appeal music as compared to broad-appeal music. 

Table 2.6. Examining Differential Popularity Influence 

 
1 

Amazon Sales Rank 

2 

Amazon Sales Rank 

3 

Genre 

 <130,000 >130,000 < 60,000 > 60,000 Mainstream Niche 

Constant 
4.723*** 

(0.851) 

5.400*** 

(0.280) 

4.338*** 

(1.238) 

5.394*** 

(0.247) 

4.702*** 

(0.313) 

5.801 

(0.248) 

PopTreatmentj 
0.064 

(0.227) 

-0.129** 

(0.066) 

0.116 

(0.302) 

-0.120* 

(0.065) 

0.010 

(0.115) 

-0.152* 

(0.078) 

Aftert 
-1.828 

(0.219) 

-2.409*** 

(0.065) 

-1.542*** 

(0.288) 

-2.400*** 

(0.065) 

-2.257*** 

(0.118) 

-2.370*** 

(0.076) 

PopTreatmentj*Aftert 
0.197 

(0.311) 

0.180** 

(0.092) 

-0.099 

(0.407) 

0.202** 

(0.092) 

0.080 

(0.161) 

0.220** 

(0.109) 

Log(PreFavorites)j 
0.621 

(0.134) 

0.694*** 

(0.055) 

0.771*** 

(0.163) 

0.689*** 

(0.054) 

0.753*** 

(0.079) 

0.667*** 

(0.065) 

Log(SalesRank)j 
-0.091 

(0.076) 

-0.156*** 

(0.019) 

-0.083 

(0.120) 

-0.154*** 

(0.016) 

-0.100*** 

(0.021) 

-0.182*** 

(0.016) 

Adjusted R2 0.529 0.694 0.485 0.068 0.684 0.676 

N 174 1274 104 1344 432 1016 

Notes: All regressions for matched treatment and control samples, as explained in Section 4. The mainstream genres 

on The Hype Machine include Pop, Rap&Hip-Hop, Dance, and R&B, while the niche genres on The Hype Machine 

include the Rock genres, Folk, Country, and Classical. Standard errors are in parentheses. * indicates p < 0.10, ** 

indicates p < 0.05 and *** indicates p < 0.01. The model estimated here is Model 2 from Table 2.3 (matched treatment 

and control samples), the main model we will use throughout our remaining analyses. 

 To get a sense for the economic significance of popularity influence for narrow-appeal music, note 

that the coefficient estimate for the PopTreatment*After interaction term is 0.18 in Model 1. That translates 

to an increase in listens by 19.7% per song per day. Given that the average number of listens per song per 

day for this subsample on the post-treatment date is 5.695, this means that the availability of popularity 
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information increases average listens per song per day to 6.817. With an average of 800 songs posted per 

day, this translates into an increase of almost 1,000 listens, on average. 

Proximity Influence 

We now turn to our results for proximity influence, where the analyses are conducted at the user-song level. 

As a preliminary step, we first compare the number of users in the treated group who listen to the song (n+) 

and the number of users in the control group who listen to the song (n-), based on the matched sample 

adoption ratio analysis of Aral et al. (2009). If having a friend who has favorited a song results in more 

listens, then the ratio n+/n- would be greater than one. Further, the magnitude of n+/n- ratio should reduce 

when going from random matching to propensity score matching, due to the fact that random matching 

reflects both homophily and proximity influence, whereas PSM eliminates the effect of homophily (Aral et 

al. 2009). We use the treatment and control groups as constructed by the PSM method described in the prior 

section, and compare the n+/n- ratio of the PSM-matched sample to the ratio of the random-matched sample.  

 The results of the (n+/n-) analysis are presented in Tables 2.7a and 2.7b. We consider random 

matching of users in the two groups as well as propensity score matching, wherein the control group is 

restricted to users who have a similar propensity to have a friend who had favorited the song as in the 

treatment group. We also do the same for Euclidean distance matching, which as described in the previous 

section, matches users on the propensity to be treated. Table 2.7a shows the results comparing random 

matching to propensity score matching. We find that n+/n- is equal to 10.67 under random matching, and 

declines to 4.57 under propensity score matching. The value of the ratio goes down because propensity 

score matching removes the homophily effect. Yet, the ratio is greater than one, suggesting the presence of 

proximity influence in this setting. Table 2.7b presents the results comparing random matching to Euclidean 

distance matching. Similarly, we find that n+/n- is equal to 11.67 under random matching, and declines to 

5.83 under propensity score matching. 

  



36 

Table 2.7a. Estimating Proximity Influence Using Listen Ratios (PSM) 

 
Random 

Matching 

Propensity Score 

Matching 

n+/n- 32/3=10.67 32/7=4.57 

 

Table 2.7b. Estimating Proximity Influence Using Listen Ratios (Euclidean Distance Matching) 

 
Random 

Matching 

Euclidean Distance 

Matching 

n+/n- 35/3=11.67 35/6=5.83 

Table 2.8a. Estimating Proximity Influence (PSM) 

 
Probit Model Hazard Model 

 
Random 

Matching 

Propensity 

Score 

Matching 

Random 

Matching 

Propensity 

Score 

Matching 

Constant 
-2.584*** 

(0.284) 

-2.148*** 

(0.212) 

-6.788*** 

(0.632) 

-5.884*** 

(0.446) 

ProxTreatment 
1.208*** 

(0.259) 

0.819*** 

(0.199) 

2.464*** 

(0.604) 

1.601*** 

(0.417) 

Log(PreFavorites)j 
0.172** 

(0.066) 

0.147** 

(0.061) 

0.285** 

(0.116) 

0.266** 

(0.110) 

Genre Fixed Effects Yes Yes Yes Yes 

LR Chi2 53.61*** 45.32*** 65.18*** 55.21*** 

Pseudo R2 0.221 0.173 -- -- 

N 446 446 446 446 

Notes: These regressions have 7-day observation window after 24 hour burn-in period. Standard errors are in 

parentheses.* indicates p < 0.10, ** indicates p < 0.05 and *** indicates p < 0.01. 

Table 2.8a and 2.8b, respectively, present the results for the probit and hazard models, comparing 

PSM (EDM, respectively) with random matching. In both tables we find that the ProxTreatment variable 

is positive and significant in both the probit and hazard models. Further, in each case, the magnitude of the 

coefficient goes down under PSM or EDM as compared to random matching. Specifically, in Table 2.8a, 

the coefficient of ProxTreatment in the probit model goes down from 1.208 under random matching to 

0.819 under PSM. In Table 2.8b, the coefficient goes down from 1.061 under random matching to 0.963 
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under EDM. Since the most important consideration when estimating proximity influence is to be able to 

isolate it from homophily, we feel that PSM provides a more conservative estimation, since the coefficient 

on ProxTreatment declines by a larger amount. Accordingly, we use PSM as our primary matching method 

to account for homophily, and use it in favor of EDM in the joint model below as well. Under PSM (Table 

2.8a), the marginal elasticities (or the percent increase in probabilities of listen, conditional on treatment) 

corresponding to the ProxTreatment estimates are 12% and 10.2% for random matching and PSM, 

respectively. This means that homophily and proximity influence together (under random matching) 

account for a 12.0% increase in the probability of listening to a new song, which can be separated into the 

components: 10.2% for proximity influence and 1.8% for homophily. 

Table 2.8b. Estimating Proximity Influence (EDM) 

 Probit Model Hazard Model 

 
Random 

Matching 

Euclidean 

Distance 

Matching 

Random  

Matching 

Euclidean 

Distance 

Matching 

Constant 
-2.736*** 

(0.339) 

-2.588*** 

(0.319) 

-7.035*** 

(0.632) 

-6.829*** 

(0.827) 

ProxTreatment 
1.061*** 

(0.212) 

0.963*** 

(0.218) 

2.966*** 

(0.340) 

2.767*** 

(0.627) 

Log(PreFavorites)j 
0.175** 

(0.087) 

0.175** 

(0.081) 

0.343** 

(0.173) 

0.298** 

(0.145) 

Genre Fixed Effects Yes Yes Yes Yes 

LR Chi2 51.80*** 47.79*** 73.83*** 67.86*** 

Pseudo R2 0.198 0.179 -- -- 

N 476 476 476 476 

Notes: These regressions have 7-day observation window after 24 hour burn-in period. Standard errors are in 

parentheses.* indicates p < 0.10, ** indicates p < 0.05 and *** indicates p < 0.01. 

Combined Model of Popularity and Propensity Influence 

Finally, we consider the results obtained in a combined model of popularity and proximity influence, as 

shown in Table 2.9. We build the model in stages, so that Model 1 has popularity influence alone, while 

Model 2 has proximity influence alone. Model 3 has variables for both popularity and proximity influence. 

We discuss just the key variables of interest  the control variables generally have the expected sign and 

significance. Starting with Model 1, we find that the interaction term PopTreatment*Time is not significant, 

probably due to the sparseness of total listens at the user-song granularity (recall that our original DD model 
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is at the aggregate song level). We also conduct a subsample analysis comparing the cases ProxTreatment 

= 0 and ProxTreatment = 1. We find that popularity influence is significant only when the user does not 

have a friend who has previously favorited the song. In other words, popularity influence is only important 

in the absence of proximity influence.  

 Turning to Model 2, we find that ProxTreatment is positive and significant, and its magnitude 

declines under propensity score matching, consistent with our earlier finding of proximity influence net of 

homophily. Looking at the subsamples based on PopTreatment (i.e., before and after the popularity 

information feature implementation) we find that the ProxTreatment variable has greater sign and 

significance in the absence of PopTreatment, consistent with the idea that the two types of influence are 

substitutes. The ProxTreatment variable is not significant for the case of PopTreatment = 1, but this 

regression itself is not significant, so we cannot draw a clear conclusion from it.  

Finally, ProxTreatment remains significant in Model 3, which combines popularity and proximity treatment 

variables. Here, the most interesting coefficient is that of the three-way interaction 

PopTreatment*After*ProxTreatment, capturing the impact of proximity treatment on popularity influence 

– and vice versa. We find that this coefficient is negative and significant, consistent with our previous 

results suggesting that popularity influence and proximity influence are substitutes. Specifically, popularity 

influence is less important in the presence of proximity influence, echoing our findings from Model 1. 
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Table 2.9. Jointly Estimating Popularity and Proximity Influence 

 Popularity Influence Proximity Influence 
Popularity & Proximity 

Influence 

 

 
Full Sample ProxTreatment = 0 ProxTreatment = 1 Full Sample PopTreatment = 0 PopTreatment = 1 Full Sample 

 
Random 

Matching 
P.S. 

Matching 
Random 

Matching 
P.S. 

Matching 
Random 

Matching 
P.S. 

Matching 
Random 

Matching 
P.S. 

Matching 
Random 

Matching 
P.S. 

Matching 
Random 

Matching 
P.S. 

Matching 
Random 

Matching 
P.S. 

Matching 

Constant 
0.259 

(0.169) 

0.265 

(0.171) 

0.051 

(0.136) 

0.073 

(0.182) 

0.466 

(0.343) 

0.498 

(0.318) 

-0.017 

(0.153) 

-0.021 

(0.156) 

-0.198 

(0.222) 

-0.045 

(0.167) 

-0.122 

(0.258) 

0.264 

(0.287) 

0.116 

(0.148) 

0.103 

(0.154) 

PopTreatmentj 
-0.011 
(0.079) 

-0.075 
(0.083) 

-0.110* 
(0.063) 

-0.143** 
(0.069) 

0.088 
(0.113) 

-0.008 
(0.121) 

      
-0.140 
(0.089) 

-0.171* 
(0.096) 

Aftert 
-0.228*** 

(0.079) 

-0.258*** 

(0.085) 

-0.187*** 

(0.064) 

-0.212*** 

(0.071) 

-0.268** 

(0.114) 

-0.304** 

(0.124) 
      

-0.187** 

(0.093) 

-0.212** 

(0.102) 

ProxTreatmentgj 
 
 

     
0.323*** 
(0.046) 

0.313*** 
(0.048) 

0.295*** 
(0.079) 

0.277*** 
(0.082) 

0.210** 
(0.071) 

0.155* 
(0.082) 

0.285*** 
(0.093) 

0.253*** 
(0.097) 

PopTreatmentj * 

Aftert 

0.006 

(0.102) 

0.078 

(0.108) 

0.131* 

(0.074) 

0.212** 

(0.090) 

-0.120 

(0.147) 

-0.056 

(0.157) 
      

0.131 

(0.121) 

0.212** 

(0.102) 

PopTreatmentj * 

ProxTreatmentgj 
            

0.258 

(0.221) 

0.192 

(0.129) 

Aftert * 

PopTreatmentij 
            

-0.082 

(0.132) 

-0.092 

(0.145) 

PopTreatj * Aftert 

* ProxTreatgj 
            

-0.251** 

(0.126) 

-0.268** 

(0.134) 

Log(PreFavorites)j 
0.041 

(0.027) 

0.054* 

(0.027) 

0.061*** 

(0.022) 

0.098*** 

(0.023) 

0.021 

(0.039) 

0.009 

(0.040) 

0.041* 

(0.025) 

0.055** 

(0.025) 

0.075* 

(0.043) 

0.115** 

(0.043) 

0.004    

(0.043) 

0.001 

(0.047) 

0.041* 

(0.022) 

0.054** 

(0.023) 

Genre Fixed 

Effects 
Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 

F 2.08** 2.30** 2.24** 3.70*** 2.64*** 2.28** 5.45*** 5.74*** 1.97* 3.51*** 1.64 1.11 6.70*** 6.42*** 

Adjusted R2 0.071 0.083 0.152 0.273 0.197 0.152 0.210 0.212 0.092 0.203 0.077 0.016 0.353 0.338 

N 160 160 80 80 80 80 160 160 80 80 80 80 160 160 

Notes: Model 1 estimates popularity influence, Model 2 estimates proximity influence, and Model 3 jointly estimates both popularity and proximity influence. 1 

day “before” window (9/30 and 9/23) vs. 1 day “after” window (10/2 and 9/25). Standard errors are in parentheses. * indicates p < 0.10, ** indicates p < 0.05 and 
*** indicates p < 0.01. 
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CHAPTER 3 

Distances and Brands in Mobile Local Search Analytics 

Literature Review 

This chapter draws from three main streams of work: theory around economics of online search, a second 

stream focused on studying location-based services, and the literature on branding. The first stream consists 

of studies that look at how individuals make click-through/conversion decisions based on ranking effects 

and the information relevance on a result/landing page. The second stream of literature examines the role 

that location proximity information plays on consumption decisions. Last, this work is related to the 

literature on brand equity that focuses on understanding how brand effects influence consumer decisions. 

First, it has long been recognized that consumers tend to pick the choices on the top of lists (Becker 

1954). This concept is true in general across different contexts. Specifically, as documented by several 

studies (e.g., Ghose and Yang 2009; Agarwal et al. 2011), the higher position for an impression on a result 

page in an online search, the higher the click-through rate, and this is likely due to lower search costs (e.g. 

Yao and Mela 2011). Indeed, consumers need to exert additional effort to obtain the information from the 

less prominent listings (Brynjolfsson et al. 2010; Narayanan and Kalyanam 2015), and the ranking effect 

goes up as consumers’ search cost increases. In the mobile setting, it is even true that consumers suffer 

from substantial search costs due to the small screen size (Ghose et al. 2012). Thus, we expect our analysis 

ought to provide results consistent with prior evidence on search rank effects – albeit in the somewhat 

different local search context. 

Second, early work on the importance of location goes back to Hotelling (1927). In economic 

theory, transportation costs associated with geographic distance is one of key determinants of how a 

business optimizes strategies (Curry 1978; Stahl 1982) as well as how a consumer maximizes her utility 

(Hanson 1980; Mulligan 1983). With the evolution of e-commerce, researchers turned their focus to the 

comparison between online and offline retailers, once more highlighting the role that physical distance 

plays in decision making in both theory (Balasubramanian 1998) and empirical work (Chevalier and 
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Goolsbee 2003; Forman et al. 2009). Geographic proximity is salient in the mobile context. A growing 

literature studies the impact of distance/location on advertising in a verity of settings. Ghose et al. (2012) 

found that consumers are more location-selective in the mobile microblogging-browsing experience. Luo 

et al. (2014) also confirmed that consumers who received short message service (SMS) texts close to a 

movie location had a higher movie purchase intent. Echoing these findings, Molitor et al. (2014) found that 

mobile coupon redemption rates increase as consumers get closer to a retail store, conditional on the 

discount offered. Though mobile local search that we study is more pull-like demand from consumer side 

while location-based advertising is push-like demand from advertiser side, these two contexts have the same 

main ingredient – distance. 

Last, we draw from literature on brand equity. Aaker (1991) formally defined brand equity as a set 

of assets (linked to a brand), that adds to the value provided by a product to a firm and to the firm’s 

customers. In the literature, brand equity depends on how consumers perceive positive brand attributes and 

favorable consequences of brand use. Keller (1993) argued that high equity brands have high levels of brand 

awareness, positive brand imagine, returning in high purchase intent and great brand loyalty. Consumers 

with a strong, favorable brand attitude are more willing to pay premium prices for the brand (Starr and 

Rubinson 1978) or search more information about the brand (Simonson et al. 1988). In the economics view, 

consumers will either gain higher utility or have less uncertainty by choosing the product of a high-equity 

brand. Brand equity also matters in the online setting. Danaher et al. (2003) documented that brand loyalty 

for high equity brands converts to high online sales. Dewan and Hsu (2004) found that buyers were willing 

to pay a premium to the sellers with high reputation or low uncertainty (i.e. brand equity) derived from high 

review volume and valence in an online auction setting. 

Currently, the literature on location-based service does not examine the role of brand equity, a key 

driver in consumer choice, nor does it examine how the impact of location-based services differ for “Home” 

and “Away” searches. Thus, in this study, we seek to close this gap by first examining differences in 

outcomes for the two different types of searches, and then asking whether and to what extent brand equity 

impacts consumers’ decision making in location-based service settings. We posit that consumers are more 
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sensitive to distance in Away search than Home one. In addition, we conjecture that brand equity plays a 

critical role in the evaluation of options in a local search context. Specifically, in our context of mobile 

local search, we argue that consumers not only tend to choose a high-brand-equity business but make the 

tradeoff between the transportation cost and the utility gain from visiting a high-brand-equity merchant 

with favorable associations or less uncertainty. We examine these questions by using a dataset that captures 

consumer decision making across two search scenarios. 

Data 

We collect a unique data set provided by one of the largest wireless service providers (which shall remain 

unnamed in this study) in the United State. Most of the users use complimentary mobile devices provided 

by the company. These mobile phones are running on Android-based operating systems, and are pre-loaded 

with a web browser optimized for that platform.  

A key application on this phone, is the “local search” application. When a user opens the browser 

and clicks on the local search icon (as shown in Figure 3.1a), the system asks her whether to use her current 

location by enabling the GPS service on her device and retrieving the latitude/longitude information. If she 

decides to use her current location (location-enabled search), the system automatically fills out field Near, 

which corresponds to the current device latitude/longitude location (as show in Figure 3.1b). After she 

submits the search, a result page shows a set of impressions in an ascending order of distances between the 

search location and the establishments as shown in Figure 3.1c). However, it is worthy to note that the 

distances are calculated in two different ways depending on whether the user has enabled location services 

or not. In a location-enabled search, the distance in the impression represents the exact mileage between 

the device and the establishment. If not, the system takes the center of the specified location (city or zip 

code) to calculate the distance to the establishment. 

To investigate consumers’ tradeoff between brand popularity and distance, we use a detailed dataset 

that allows us to observe the entire history of consumers’ local search activities, including keyword, weather, 

job, and news search. In particular, the company has provided us with daily local search logs of the first 

quarter of 2015. The search logs record each time every user does a search, along with device series number 
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and the details of the search, such as search terms, locations, and impressions. We also observe the click-

through decision of each impression to evaluate click performance. In addition, we collect supplementary 

brand characteristics from Yelp. 

   

Figure 3.1a. 

Portal Page 

 

Figure 3.1b.  

Local Search Page 

 

Figure 3.1c.  

Result Page 

Descriptive Statistics 

Our local searches consist of sessions with the chosen keywords: “restaurant”. We specifically choose these 

search keywords since “restaurant” is the top local searched category in our dataset and in general 

(comScore 2014a; Google 2013; YP 2012). The popularity/association of brands is captured in two levels 

in this study. We identify whether a restaurant belongs to a nationwide chain in a global perspective while 

we use Yelp review information to approximate the restaurant’s local popularity. Table 3.1 summarizes 

descriptive statistics of the key variables in our model. 

The dependent variable, Clickijk, is a binary variable indicating User i’s click-through decision on 

Impression k in Search j. On average, the CTR is 3.4%, with a standard deviation of 0.182. Each impression 

comes with its rank of the search page, the proximity distance, and the restaurant title. To distinguish the 

two use cases, we use Awayij, a dummy variable, for the case of Away and Home search, respectively. In 

order to Profile User i’s home location, we fully utilize her local search activities, mainly focusing on 
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mainly keyword and weather searches. First, we extract the latitude/longitude information of each search, 

and apply mean shift clustering, a nonparametric machine learning algorithm, on these coordinates. The 

object of mean shift clustering is to find the highest density region through kernel density estimation. Once 

the algorithm identifies the home coordinate, we second consider Search j as a Home search if the distance 

between the home and search coordinates within a pre-defined radius13. In the dataset, 58% of the local 

searches are considered as Away cases. Additionally, we also code a dummy variable (Aboveijk) to capture 

whether the impression is above the scroll of the screen. As shown in Table 3.1, the top two impressions 

are above-the-score while the rest of eight stand below the scroll. The distance variable widely ranges from 

zero to 51.24, and the restaurants in the data set are, on average, 5.02 miles away from the search locations.  

Table 3.1. Descriptive Statistics of Local Restaurant Search 

Variable N Mean Std. dev. Min Max 

Clickijk 69,460 0.034 0.182 0 1 

Aboveijk 

(above-the-scroll = 1; 

 below-the-scroll = 0) 

69,460 0.200 0.400 0 1 

Distanceijk (in miles) 69,460 5.023 18.603 0 51.24 

Nationwideijk 

(nationwide-brand = 1; 

 local-brand           = 0) 

69,460 0.079 0.266 0 1 

ReviewVolumeijk 69,460 48.078 142.564 1 2,307 

ReviewValenceijk 69,460 3.273 0.866 1 5 

Priceijk 

($ = 0, $$ or more = 1) 
69,460 0.366 0.482 0 1 

Awayij 

(home = 0; away = 1) 
69,460 0.580 0.494 0 1 

Moreover, we also use the restaurant titles to construct brand dummy variables of nationwide chains. 

We identify 278 nationwide brands in the dataset, and 7.9% of impressions come from nationwide chain 

restaurants. As to the information on Yelp, ReviewVolumeijk widely ranges from 1 to 2,307 while the average 

review valance of the restaurants is 3.27. Priceijt, a dummy variable, indicates whether Impression j is an 

                                                      
13 In this chapter, we have tried 5, 7.5 and 10 mile radius.  
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inexpensive or a pricey restaurant14. Overall, the restaurant data include 69,460 observations from 6,946 

searches conducted by 357 distinct users. 

Visualization 

We first visualize how user click behavior varies with screen position, distance and brands. In Figure 3.2a, 

the impressions above-the-scroll have much higher CTR since a low ranked impression (higher in the search 

list) draws most of user attentions. Figure 3.2b illustrates that CTR falls with increased distance to search 

location. In general, the probability of click follows a downward trend over distance. We also plot the 

relationship between nationwide (vs. local) brands and click performance. In Figure 3.2c, nationwide chins 

slight perform better than local restaurants. In addition, popular restaurants (with high review volume) are 

more attractive to users, as reflected in CTR, than the less popular ones in Figure 3.2d.  

  

Figure 3.2a. CTR vs. Screen Position Figure 3.2b. CTR vs. Ln(Distance) 

  

Figure 3.2c. CTR vs. Brand Type Figure 3.2d. CTR vs. Ln(ReviewVolume) 

                                                      
14 If the restaurant has only one dollar-sign ($) on its related Yelp page, Priceijk = 0. Priceijk = 1, otherwise.  
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Empirical Methodology 

Following random-utility theory, we model the click-through as a function of search case and impression-

specific characteristics (i.e., above-the-scroll, distance and brands). To control for unobserved user 

heterogeneity, we specify our random-coefficients model in a hierarchical Bayes framework and use 

Markov Chain Monte Carlo (MCMC) methods to estimate random coefficients. 

Model 

Consider User i who looks at Impression j in Search k. She decides to click on that impression only when 

it provides her positive expected utility while gaining zero utility from not clicking it. The mapping between 

her latent utility 𝑢𝑖𝑗𝑘 and the observed action 𝑦𝑖𝑗𝑘 is: 

𝑦𝑖𝑗𝑘 = {
1, if 𝑢𝑖𝑗𝑘 > 0,

 0, otherwise.
  

Since we mainly investigate how the impression information impact on User i’s propensity to click an 

impression and how she makes tradeoffs between the search/distance cost and the brand, we can specify 

individual latent utility for restaurant search as the following equation: 

𝑢𝑖𝑗𝑘 = 𝛽𝑖0 + 𝛽𝑖𝑗1𝐴𝑏𝑜𝑣𝑒𝑖𝑗𝑘 + 𝛽𝑖𝑗2𝐿𝑛(𝐷𝑖𝑠𝑡)𝑖𝑗𝑘 + 

             𝛽𝑖𝑗3𝑁𝑎𝑡𝑖𝑜𝑛𝑖𝑗𝑘 + 𝛽𝑖𝑗4𝐿𝑛(𝑅𝑒𝑣𝑉𝑜𝑙)𝑖𝑗𝑘 + 𝛽𝑖𝑗5𝑅𝑒𝑣𝑉𝑎𝑙𝑖𝑗𝑘 + 𝛽𝑖𝑗6𝑃𝑟𝑖𝑐𝑒𝑖𝑗𝑘 + 

             𝛽𝑖𝑗7𝐴𝑏𝑜𝑣𝑒 ∗ 𝑁𝑎𝑡𝑖𝑜𝑛𝑖𝑗𝑡 + 𝛽𝑖𝑗8𝐴𝑏𝑜𝑣𝑒 ∗ 𝐿𝑛(𝑅𝑒𝑣𝑉𝑜𝑙)𝑖𝑗𝑘 + 

             𝛽𝑖𝑗9𝐴𝑏𝑜𝑣𝑒 ∗ 𝑅𝑒𝑣𝑉𝑎𝑙𝑖𝑗𝑘 + 𝛽𝑖𝑗10𝐴𝑏𝑜𝑣𝑒 ∗ 𝑃𝑟𝑖𝑐𝑒𝑖𝑗 + 

             𝛽𝑖11𝐿𝑛(𝐷𝑖𝑠𝑡) ∗ 𝑁𝑎𝑡𝑖𝑜𝑛𝑖𝑗𝑘 + 𝛽𝑖𝑗12𝐿𝑛(𝐷𝑖𝑠𝑡) ∗ 𝐿𝑛(𝑅𝑒𝑣𝑉𝑜𝑙)𝑖𝑗𝑘 + 

             𝛽𝑖𝑗13𝐿𝑛(𝐷𝑖𝑠𝑡) ∗ 𝑅𝑒𝑣𝑉𝑎𝑙𝑖𝑗𝑘 + 𝛽𝑖𝑗14𝐿𝑛(𝐷𝑖𝑠𝑡) ∗ 𝑃𝑟𝑖𝑐𝑒𝑖𝑗𝑘 + 휀𝑖𝑗𝑘  , 

where 휀𝑖𝑗𝑘 is independent and identically distributed (iid) from type-I extreme value distribution. In the 

model, 𝛽𝑖𝑗1 – 𝛽𝑖𝑗6 measure the main effects of screen position, distance, and brand. 𝛽𝑖𝑗7 – 𝛽𝑖𝑗10 capture 

interplay between screen position and brand characteristics while 𝛽𝑖𝑗11  – 𝛽𝑖𝑗4  quantify users’ tradeoffs 

between distance and brand association. If we rewrite the utility function as: 𝑢𝑖𝑗𝑘 = 𝑿′𝑖𝑗𝑘𝜷𝑖𝑗 + 휀𝑖𝑗𝑘 , the 

probability of clicking follow a logistic specification: 
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Pr(𝑦𝑖𝑗𝑘 = 1 | 𝜷𝑖𝑗) =
exp(𝑿′

𝑖𝑗𝑘𝜷𝑖𝑗)

1 + exp(𝑿′
𝑖𝑗𝑡𝜷𝑖𝑗)

 . 

In addition, we are interested in comparing how users behave differently across Home and Away 

search cases. We model the mean of the individual-level coefficients distribution to depend on the values 

of 𝐴𝑤𝑎𝑦𝑖𝑗. To complete the specification, we also need: 

𝛽𝑖𝑗∙ = 𝛼𝑗∙ + 𝜆𝑖𝑗∙ + (𝛿𝑗∙ + 𝜅𝑖𝑗∙) ∗ 𝐴𝑤𝑎𝑦𝑖𝑗 

We allow our model to incorporate the heterogeneity at the moderating effect of Away search at the same 

time. Individual-level coefficients are normally distributed with respect to population means:                                                                    

𝛽𝑖
′ ~ MVN ( 𝜷

′
, 𝚺 ) , 

where 𝜷
′

= (
𝜶

′

𝜹
′). Therefore, we can rewrite the distributions of individual-level deviations as:  

𝜉𝑖
′ ~ MVN ( 0 , 𝚺 ) , 

where 𝜉𝑖
′ = (

𝝀𝑖
′

𝜅𝑖
′). We implement a MCMC algorithm to estimate our hierarchical binary logit model 

(Rossi at el. 2005). Due to lack of conjugacy in the logistic model specification, our MCMC procedure is 

based on Metropolis-Hastings (MH) random walk. The full conditionals are: 

𝝃 | 𝒀, 𝑿, 𝜷, 𝚺 ; 

𝚺 | 𝝃 ; 

𝜷 | 𝒀, 𝑿, 𝝃, 𝚺 . 

Results 

To improve the efficiency of the sampler, we use the following strategy. First, we run the MCMC for 50,000 

iterations and treat the first 30,000 draws as “burn-in” samples, and then calculate posterior means and 

empirical variance of the remaining 20,000 draws. Second, we rerun the MCMC and use the posterior 

means calculated in the previous step as the initial values and the empirical variance as the diagonal 

elements of covariance matrix of the random-walk proposal distribution. Last, we run the chain for 60,000 

iterations, keep every 10th iterations and use the last 20,000 iterations to approximate the posterior 

distribution. We compute the posterior expectation and the significance level of parameter estimates based 

on the highest posterior density (HPD) intervals. We consider the estimates significant if the corresponding 
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HPD intervals do not contain zero. To make sure our MCMC chain reaches its stationary phase, we have 

10 chains of different sets of initial values and perform the Gelman and Rubin test to diagnose the 

convergence. Gelman and Rubin (1992) suggest that the within-chain variance and the between-chain 

variance should be equal or close if chains converge. The Gelman and Rubin statistic is less than 1.12 across 

our analyses, confirming convergence. 

Main Results 

Our results for the restaurant search are presented in Table 3.2. In the hierarchical settings, we have two 

sets of coefficients for the two search cases. We start by discussing our results for Home search case. The 

positive, statistically significant coefficient of Above suggests that impressions benefit from being above-

the-scroll, reflecting the findings of Ghose et al. (2012). Log(Distance) has a negative sign and significant, 

indicating that users tend to click on closer restaurants. This is consistent with market evidence (YP 2012) 

where a user’s distance to the business location negatively impact their likelihood to click on an ad or 

impression for that business. Compared with local restaurants, nationwide chains are slightly more 

appealing to users. Interestingly, Yelp review volume is positive and significant, while valence is not 

significant. We believe this is due to the fact that review volume is a proxy for brand popularity. Also, 

Valence is marginally significant, suggesting users account for it in their clicking decisions. The price 

effects is also preserved in our results.  

The coefficients of the interaction terms demonstrate how users make tradeoffs between brand 

popularity and the effects of above-the-scroll or distance proximity. For nationwide chains, the positive and 

significant coefficient of the interaction with Above means that the top rank amplifies the nationwide brand 

effects and boosts CTR. Similar logics are applied to other brand popularity measures. As to the relationship 

between distance and brands, it is worthy to highlight that the coefficient of Log(Distance)*Nationwide is 

positive and significant, suggesting that users tend to click on a nationwide chain restaurant impression 

even if it is further away than another local business. We see a consistent effect for different types of brand 

association.  
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Table 3.2. Results of Local Restaurant Search 

  Main Effect  

(Home Search) 

Moderating Effect 

(Away Search) 

Above 0.313*** 0.009 

Ln(Distance) -0.056** -0.007** 

Nationwide 0.034** 0.098** 

Ln(ReviewVol) 0.049** -0.031** 

ReviewValence 0.095* -0.090** 

Price -0.158** 0.019 

Above*Nationwide 0.003* 0.017* 

Above*Ln(ReviewVol) 0.006* -0.005* 

Above*ReviewValence 0.017* -0.016* 

Above*Price 0.009* -0.002 

Ln(Distance)*Nationwide 0.007** 0.021** 

Ln(Distance)*Ln(ReviewVol) 0.011** -0.009* 

Ln(Distance)*ReviewValence 0.012** -0.012** 

Ln(Distance)*Price 0.004 -0.009 

N 29,170 40,290 

Note: ***, ** and * indicate that 99%, 95% and 90% HPD interval do not contain 0, respectively. 

The second column lists the parameters estimated for the moderating effect of Away search case. 

In our hierarchical setting, we interpret them as how users behave differently between the two scenarios. In 

other words, the coefficients represent the additional effect of Away search, relative to the case of Home 

search. The intercept is positive and significant, indicating that users in Home search have a higher base 

CTR for the given factor. The effects of Above across the two cases are not statistically different, and the 

low rank position of impressions (i.e., top of the search list) has a positive impact on click performance in 

Away search mode as well.  

Interestingly, distance matters slightly more in Away search case. The sensitivity of distance could 

be one of the key factors to drive this result. In fact, humans tend to be more cautious and conservative in 

uncertain situations and unfamiliar locations. Users are less likely to exert additional efforts to try 

unassociated restaurants. They, therefore, are more willing to click on the impressions of nationwide chains 
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when they are away from home. In addition, the positive sign of Above*Nationwide shows that Nationwide 

chain impressions garner more advantage of being above the scroll in Away search. Because lacking the 

information of local restaurants’ popularity, users would tend to skip unknown diners even their impressions 

are above-the-score. Regarding to the tradeoffs between distance and brands, local businesses suffers while 

nationwide brands benefit from the fact that users to travel further for them. The overall impact of 

Log(Distance)*Nationwide on click-through rate remains positive (0.021-0.007). 

Economic Significance 

We can quantify the economic significance of above-the-scroll, distance and brand effects as follows. The 

dependent variable is the probability of clicks, and we use odds ratios to interpret the estimates. First, being 

above-the-scroll (i.e., the top two positions) increases CTR of an impression by 36.7% (exp(0.313)), holding 

other factors constant. This is consistent with the evidence from the online search literature (Ghose and 

Yang 2009; Agarwal et al. 2011). Users react to Above roughly the same in both search modes. Second, a 

one-percent increase in distance lowers the odds of clicking on an impression by 5.6% in Home search and 

by 6.3% (0.056+0.007) in Away search. The results share the same flavor as Hampton and Wellman’s 

(2002) findings. The odds ratio between the cases is 1.125, indicating that CTR drops 12.5% more for one-

percent increase in distance when users are located in the areas unfamiliar with. The odds ratio highlights 

that distance information is not only statistically significant but economically important. Last, the 

probability of clicking on an impression increases by 3.5% and 14.1% if it is associated with nationwide 

chains in Home and Away cases, respectively. On average, users are 0.3% (2%) more willing to click on 

an above-the-scroll impression of Nationwide in Home (Away) case. Regarding the distance-brand tradeoff, 

local businesses with 1% increase in review volume could promote users the odds of clicking by 1.1% in 

the base case. 

Alternative Keyword – Grocery Search 

In addition, we also look at grocery keyword search. The results of grocery search are summarized 

in Table 3.3. We start with a discussion of Home search case. CTR is positively associated with 
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above-the-scroll listings and negatively associated with distance, consistent with our results for 

restaurant search. Price has a negative effect on CTR, as expected. Interestingly, Nationwide 

dummy is insignificant, suggesting that users are more willing to support local grocery stores than 

chains. In addition, Yelp review volume is positive and significant, while valence is not significant. 

We believe this is due to the fact that review volume is a better proxy for brand popularity than 

valence. Overall, these results are consistent with what we found for grocery: users prefer a 

familiar grocery store over a close one. In the case of Away search, we find that distance has a 

stronger impact on CTR than in Home search again. Lastly, the moderating effect of Away search 

on users’ tradeoffs in grocery search are consistent with restaurant search.  

Table 3.3. Results of Local Grocery Search 

 Main Effect  

(Home Search) 

Moderating Effect 

(Away Search) 

Above 0.340*** 0.025 

Ln(Distance) -0.055*** -0.002* 

Nationwide 0.016* 0.012**** 

Ln(ReviewVol) 0.037** -0.035*** 

ReviewValence 0.125* -0.118*** 

Price -0.108** 0.000* 

Above*Nationwide 0.010 0.014* 

Above*Ln(ReviewVol) 0.011** -0.009* 

Above*ReviewValence 0.023 0.009 

Above*Price 0.016* 0.007 

Ln(Distance)*Nationwide 0.002** 0.004** 

Ln(Distance)*Ln(ReviewVol) 0.015** 0.014* 

Ln(Distance)*ReviewValence 0.016 0.009 

Ln(Distance)*Price 0.004 0.009 

N 15,520 12,460 

Note: ***, ** and * indicate that 99%, 95% and 90% HPD interval do not contain 0, respectively. 
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CHAPTER 4 

The Role of Distance and Competition 

 in Location-Based Advertising 

Literature Review 

This chapter draws from two main streams of work: the economics of location-based services and the 

literature on competition. The first stream examines the role that location proximity plays on consumption 

decisions. The second stream includes studies that look at how competition has impacts on consumers’ 

click and conversion decisions. Since the literature of location proximity is reviewed in Chapter 3, this 

section focuses on the studies of competition.  

Competition is a critical factor affecting firm’s profitability as long as the products that firms offer 

are substitutes for each other. In fact, a variety of perspectives are used to model competition between firms 

in economics. For example, Balasubramanian (1998) models the competition between shopping malls and 

direct channels (e.g., online stores). Another example is market concentration, such as Herfindahl index 

(HHI) and the concentration ratio (CR), which is commonly used to as a measure of competition in the 

literature of industrial organization. Moreover, competition could be also interpreted as how products are 

differentiated in terms of product characteristics (Berry 1994). Motivated by the spatial competition by 

Hotelling (1927), we use proximity-concentration to approximate competition between firms. The larger 

the number of competitor establishments that are located in the same area, and the closer they are to the 

focal establishment, the higher is the competition. Brainard (1993) empirically assesses proximity-

concentration in Multinational Sales and Trade. 

Research Framework 

Though there is growing body of literature on location-based services, the role of competition has not been 

studied. This study tries to contribute to the literature by examining the impacts of competition and asking 

how competition could moderate distance – a common ingredient in research on location-based services. 

We are also interested in how effects of competition and distance vary between the click and conversion 
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stages of consumer decision making. Thus, our key dependent variables are click and conversion 

performance, which we explain on the basis of distance and competition, while controlling for user, device 

and app characteristics (see Figure 4.1).  

 

Figure 4.1. Research Framework of Geo-fence Advertising Study 

We predict that distance would not play a critical role in the click-through stage, because distance 

information is usually not included in the ad impression. In contrast, we hypothesize that distance plays an 

important role in the conversion stage. To decide whether to visit the advertiser’s store, a consumer would 

typically consider the impact of distance on purchase utility. We examine these questions by using a unique 

dataset that captures consumer decision making across the two stages of decision making (click and 

conversion) in the context of geo-fencing advertising. 

Data 

The mobile advertising ecosystem consists of both supply-side players, publishers (which in our case are 

mobile apps) exchanges (i.e., inventory aggregators), and demand side parties, marketing agencies and 

advertisers. Publishers, such as websites or apps, provide the mobile screen real estate for the display of 

impressions, while exchanges consolidate inventory to sell in a batch. Marketing agencies bid in real-time 

on impression auctions on behalf of advertisers (e.g., restaurant chains or shopping malls), and often also 
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run location-based campaigns on their behalf. For example, an advertiser’s ad is immediately displayed in 

the ad space of a webpage or app which a consumer is browsing once an advertiser wins the auction. Then, 

the consumer makes the decision to click the ad in the first stage; if yes, she may take some action (such as 

click on a map link, make a call, or click on a hypertext link within the landing page), and we refer to it as 

conversion in the second stage.  

We obtain unique and rich data from one of the largest location-based marketing agencies (which 

shall remain unnamed in this study) in the United States. The data consist of over million auctions handled 

by the agency during one-month period of January 2015. Each observation in our data set includes the 

consumer’s location in terms of latitude and longitude, device and operating system characteristics, the 

centroid of the advertiser’s campaign, and publisher characteristics. To investigate the impact of 

competition, we also collect data on competitors within 5 miles of the focal establishment, from Yelp and 

Google. In addition, the median income and population size at zip-code level are used to control for broad 

demographics that might affect consumer response to advertising.  

Descriptive Statistics 

In this chapter, our analyses focuses on one of the largest fast-food chains. We specifically choose this 

advertiser since geo-fence advertising is very common in the context of fast food restaurants (BIA/Kelsey 

2014a; Thumbvista 2015). We randomly select 1 million winning bids of the advertiser in real-time 

advertising auctions. Since the distance measure between consumers and the advertiser’s locations is one 

of the key variables of interest, we filter out the observations with imprecise location information (from 

sources such as Wi-Fi, IP lookup or cellular tower location), and only include the ones where location 

information is precisely obtained from GPS chips in smartphones. We end up with roughly 180 thousand 

observations. The rich data set covers most states in the U.S., as shown in Figure 4.2. There are over 20 

thousand impressions displayed in Michigan, Texas, Virginia and Georgia.  
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Figure 4.2. Heat Map of Geo-fence Advertising Campaigns 

The extent of the competition between the advertiser and its local rivals in the geo-fence is captured through 

two metrics. The first one is simply the number of restaurant competitors in the geo-fence area (five miles 

around the focal establishment). The second metric emphasizes the proximity of the competition. For this 

purpose, we construct a competition index, 𝐶𝑜𝑚𝑝𝐼𝑛𝑑𝑖 , by incorporating the distance of the closest 

competitor to the focal establishment i: 

𝐶𝑜𝑚𝑝𝐼𝑛𝑑𝑖 = 1 −
1

1 + 𝑒

1
𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖

𝑐

 

where 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖
𝑐 is the distance between the advertiser and its closest competitor. Therefore, 𝐶𝑜𝑚𝑝𝐼𝑛𝑑𝑖 

should be bounded between 0.5 and 1 since 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖
𝑐 > 0. Table 4.1 summarizes descriptive statistics of 

the key variables in our model. The dependent variables, 𝐶𝑙𝑖𝑐𝑘𝑖𝑗 and 𝐶𝑜𝑛𝑣𝑒𝑟𝑡𝑖𝑗, both are binary variables 

indicating consumers click and conversion decisions on Impression j associated the advertiser’s location i. 

On average, the click-through rate is 0.7%, with a standard deviation of 0.082, and the conversion rate is 

2.1%, with a standard deviation of 0.144, conditional on 𝐶𝑙𝑖𝑐𝑘𝑖𝑗  = 1. 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑗 refers to the distance 

between consumer and advertiser’s locations.  
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Table 4.1. Descriptive Statistics of Geo-fence Advertising 

Variable N Mean Std. dev. Min Max 

𝐶𝑙𝑖𝑐𝑘𝑖𝑗 180,870 0.007 0.082 0 1 

𝐶𝑜𝑛𝑣𝑒𝑟𝑡𝑖𝑗  

(conditional on 𝐶𝑙𝑖𝑐𝑘𝑖𝑗 = 1) 
180,870 0.021 0.144 0 1 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑗 180,870 1.619 1.242 0.000 5.000 

𝑁𝑜𝑂𝑓𝐶𝑜𝑚𝑝𝑒𝑡𝑖𝑡𝑜𝑟𝑠𝑖 180,870 7.453 2.855 1 18 

𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖
𝑐 180,870 1.368 1.251 0.000 5.000 

𝑖𝑂𝑆𝑖𝑗 180,870 0.632 0.483 0 1 

𝑀𝑒𝑑𝐼𝑛𝑐𝑜𝑚𝑒𝑖𝑗 180,870 49,960 18,009 316 178,284 

𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑖𝑗 180,870 26,697 16,410 1 111,086 

𝐿𝑎𝑟𝑔𝑒𝐼𝑚𝑝𝑖𝑗 180,870 0.219 0.414 0 1 

𝐶𝑎𝑡𝐸𝑛𝑡𝑖𝑗 180,870 0.409 0.492 0 1 

𝐶𝑎𝑡𝑆𝑜𝑐𝑖𝑎𝑙𝑖𝑗 180,870 0.099 0.299 0 1 

𝐶𝑎𝑡𝐺𝑎𝑚𝑒𝑖𝑗 180,870 0.219 0.414 0 1 

The average distance is 1.619 miles, and its range is from 0 to 5. There are 7.5 other restaurants, on average, 

within a 5-mile radius of the advertiser’s focal establishment. 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖
𝑐 ranges from 0 to 5 miles,  with an 

average of 1.368 miles. Consumer characteristics are captured by the variables 𝑖𝑂𝑆𝑖𝑗, (a dummy variable 

which is 1 for an iOS device, and 0 otherwise), 𝑀𝑒𝑑𝐼𝑛𝑐𝑜𝑚𝑒𝑖𝑗 (median income in the geo-fence zip code) 

and 𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑖𝑗 (the population of the geo-fence zip code).  63.2% of consumers use mobile devices 

running Apple iOS operating systems. The average median income and population size across zip codes in 

the data are around 50 thousand dollars and 27 thousand people, respectively. As to publisher attributes, 

𝐿𝑎𝑟𝑔𝑒𝐼𝑚𝑝𝑖𝑗 is a dummy variable to indicate the size of impressions. Typically, the size is either 320*50 

or 728*90 pixels, where 𝐿𝑎𝑟𝑔𝑒𝐼𝑚𝑝𝑖𝑗 = 1. We use the three dummies to code the categories15 of publishing 

apps. Specifically, there are three app categories – Entertainment, Social Networking and Gaming – 

accounting for 40.9%, 9.9%, and 21.9% of total observations. 

                                                      
15 We follow Interactive Advertising Bureau’s (IAB) Open RTB API specification to categorize apps.  
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Visualization 

In Figure 4.3a, there is no clear pattern between the propensity of a click and distance. This can be caused 

either by high variation of other factors or by no explanation of distance itself. This observation seems to 

be somehow different from general intuition. Oppositely, the conversion rate drops as the distance between 

a consumer and the advertiser’s location goes up, suggesting there could be negative impact of distance on 

the conversion performance.  

     

Figure 4.3a. Click-through Rate and Conversation Rate vs. Distance 

Figure 4.3b illustrates that the click-through rate decrease with the completion measure, the number of 

competitors in a 5 mile area of the advertisers’ locations. The rate drops from 0.9% to 0.2% when the 

number of competitors increases from 1 to 9. However, it is not clear whether competition also lowers the 

propensity of a click. To examine the abovementioned relationship, we incorporate these two key factors 

along with other variable into regression models introduced in the next section. 

 

Figure 4.3b. Click-through Rate and Conversation Rate vs. Number of Competitors 
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Empirical Methodology 

We propose a reduced-form model in this section to estimate the impacts of distance, competition, consumer 

characteristics and publishers’ attributes on consumers’ click and conversion decisions. In the click-through 

stage, the observed consumer’s binary response (i.e., whether to click) on Impression j associated the 

location i is mapped as follows:  

𝐶𝑙𝑖𝑐𝑘𝑖𝑗 = {
1,              𝑖𝑓 𝑐𝑙𝑖𝑐𝑘;
 0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

 

Similarly, we have the following mapping for the conversion stage: 

𝐶𝑜𝑛𝑣𝑒𝑟𝑡𝑖𝑗 = {
 1,              𝑖𝑓 𝑐𝑜𝑛𝑣𝑒𝑟𝑡;
 0,               𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

 

Then, we have the following utility models, for click and conversion:   

 𝑢𝑖𝑗 = 𝛽0 + 𝛽1 𝐿𝑛(𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑗) + 𝛽2𝐿𝑛(𝑁𝑜𝑂𝑓𝐶𝑜𝑚𝑝𝑒𝑡𝑖𝑡𝑖𝑜𝑟𝑠𝑖) + 𝛽3𝐶𝑜𝑚𝑝𝐼𝑛𝑑𝑖 + 

                                  𝛽4𝐿𝑛(𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑗) ∗ 𝐿𝑛(𝑁𝑜𝑂𝑓𝐶𝑜𝑚𝑝𝑒𝑡𝑖𝑡𝑖𝑜𝑟𝑠𝑖) + 𝛽5 𝐿𝑛(𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑗) ∗ 𝐶𝑜𝑚𝑝𝐼𝑛𝑑𝑖 + 

                                  𝛽6𝑖𝑂𝑆𝑖𝑗 + 𝛽7𝐿𝑛(𝑀𝑒𝑑𝐼𝑛𝑐𝑜𝑚𝑒𝑖𝑗) + 𝛽8𝐿𝑛(𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑖𝑗) + 

                       𝛽9𝐿𝑎𝑟𝑔𝑒𝐼𝑚𝑝𝑖𝑗 + 𝛽10𝐶𝑎𝑡𝐸𝑛𝑡𝑖𝑗 + 𝛽11𝐶𝑎𝑡𝑆𝑜𝑐𝑖𝑎𝑙𝑖𝑗 + 𝛽12𝐶𝑎𝑡𝐸𝑛𝑡𝑖𝑗 + 휀𝑖𝑗;             

𝑣𝑖𝑗 = 𝛾0 + 𝛾1 𝐿𝑛(𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑗) + 𝛾2𝐿𝑛(𝑁𝑜𝑂𝑓𝐶𝑜𝑚𝑝𝑒𝑡𝑖𝑡𝑖𝑜𝑟𝑠𝑖) + 𝛾3𝐶𝑜𝑚𝑝𝐼𝑛𝑑𝑖 + 

                                  𝛾4𝐿𝑛(𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑗) ∗ 𝐿𝑛(𝑁𝑜𝑂𝑓𝐶𝑜𝑚𝑝𝑒𝑡𝑖𝑡𝑖𝑜𝑟𝑠𝑖) + 𝛾5 𝐿𝑛(𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑗) ∗ 𝐶𝑜𝑚𝑝𝐼𝑛𝑑𝑖 + 

                                  𝛾6𝑖𝑂𝑆𝑖𝑗 + 𝛽7𝐿𝑛(𝑀𝑒𝑑𝐼𝑛𝑐𝑜𝑚𝑒𝑖𝑗) + 𝛾8𝐿𝑛(𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑖𝑗) + 

                                  𝛾9𝐿𝑎𝑟𝑔𝑒𝐼𝑚𝑝𝑖𝑗 + 𝛾10𝐶𝑎𝑡𝐸𝑛𝑡𝑖𝑗 + 𝛾11𝐶𝑎𝑡𝑆𝑜𝑐𝑖𝑎𝑙𝑖𝑗 + 𝛾12𝐶𝑎𝑡𝐸𝑛𝑡𝑖𝑗 + 𝜏𝑖𝑗; 

where 𝛽1  (𝛾1 ) captures the impacts of distance, and 𝛽2  and 𝛽3  (𝛾2  and 𝛾3 ) reflect the effects of the 

competition. 𝛽4 and 𝛽5 (𝛾4 and 𝛾5) capture the interaction between distance and competition. If we assume 

that 휀𝑖𝑗 and 𝜏𝑖𝑗 are independently and identically distributed from type-I extreme value distribution, the 

click-through rate and conversion rate can be expressed as logistic regression: 

                                                                Pr(𝐶𝑙𝑖𝑐𝑘𝑖𝑗 = 1)      =
𝑒𝑥𝑝(𝑢𝑖𝑗)

1 + 𝑒𝑥𝑝(𝑢𝑖𝑗)
  and 



59 

Pr(𝐶𝑜𝑛𝑣𝑒𝑟𝑡𝑖𝑗 = 1) =
𝑒𝑥𝑝(𝑣𝑖𝑗)

1 + 𝑒𝑥𝑝(𝑣𝑖𝑗)
. 

Results 

Our results for consumers’ click response to geo-fence advertising are presented in Table 4.2. We start with 

the models that only include the direct effects of distance and competition. In Model (1), the coefficient on 

distance is not statistically significant, suggesting that distance between consumer and the advertiser’s 

locations does not impact on consumer’s click decision. In Models (2) and (3), the two competition measure, 

𝐿𝑛(𝑁𝑜𝑂𝑓𝐶𝑜𝑚𝑝𝑒𝑡𝑖𝑡𝑖𝑜𝑟𝑠𝑖) and 𝐶𝑜𝑚𝑝𝐼𝑛𝑑𝑖, are both negative and significant, indicating that higher micro-

competition in the geo-fence zone lowers the consumer’s propensity to click on ad impressions.  The signs 

and significance of these variables are similar in Models (4) and (5). The coefficient estimates for the 

distance-competition interaction terms in Model (6)-(8), suggest that these two factors do not interact in 

consumers’ click decisions.  

The coefficient of 𝑖𝑂𝑆𝑖𝑗 is insignificant, indicating no systematic difference in click performance 

for iOS versus Android devices. 𝐿𝑛(𝑀𝑒𝑑𝐼𝑛𝑐𝑜𝑚𝑒𝑖𝑗) has a negative sign but insignificant while 

𝐿𝑛(𝑀𝑒𝑑𝐼𝑛𝑐𝑜𝑚𝑒𝑖𝑗)  is positive and significant, suggesting that click performance is better in high 

population areas but not in low income neighborhoods. Impressions of a larger size seems not more 

attractive to consumers to click. The categories of publishers’ apps also play an important role affecting 

click performance. Due to their positive and significant coefficients, the restaurant advertiser can benefit 

from displaying ads on entrainment and gaming apps, rather than social media and other apps. This could 

be driven by the natural match between restaurant business and the consumer segment, such as millennials, 

interested in entertainment and gaming.  

Table 4.3 summarizes the estimates of the conversion performance. Across Model (1)-(8), the 

coefficients of 𝐿𝑛(𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑗) are now significant. The negative signs show that consumer are sensitive 

to distance. Since distance incurs disutility, consumers may consider it more seriously when they do have 

high purchase intent. Therefore, it could be the reason distance matters only in the second stage, not in the 
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first one. YP (2012) also provides similar evidence for fast food markets. Also, it is surprising that both 

competition coefficients become insignificant though maintaining a negative sign, indicating competition 

does not significantly affect conversion performance. Moreover, it is worth noting that the interaction 

between distance and the number of competitors is not significant while the coefficient of 

𝐿𝑛(𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑗) ∗ 𝐶𝑜𝑚𝑝𝐼𝑛𝑑𝑖 is marginally significant at 0.1 level. In other words, there is some evidence 

that a consumer is less likely to visit the advertiser’s restaurant when it is farther from her and there is an 

alternative closer by. 

Regarding consumer and publisher characteristics, consumers using Apple iOS devices have lower 

probability to actually visit the locations. This implies that the advertiser is not attractive to this specific 

consumer segment. Other demographics have no effect on the conversion rate. The size of impressions does 

not play a role, either. Gaming apps still allow the advertiser to enjoy better conversion performance while 

the others do not. The above results for the control variables are robust across all models in Table 4.2.  
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Table 4.2. Results of Click Response 

 (1) (2) (3) (4) (5) (6) (7) (8) 

𝐼𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 
-6.387*** 

(0.920) 

-6.588*** 

(0.913) 

-6.142*** 

(0.920) 

-6.582*** 

(0.914) 

-6.561*** 

(0.919) 

-6.511*** 

(0.932) 

-6.495*** 

(0.911) 

-6.491*** 

(0.0926) 

𝐿𝑛(𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑗) 0.003 

(0.065) 
  

0.011 

(0.065) 

0.024 

(0.069) 

-0.061 

(0.124) 

-0.048 

(0.121) 

-0.042 

(0.118) 

𝐿𝑛(𝑁𝑜𝑂𝑓𝐶𝑜𝑚𝑝𝑒𝑡𝑖𝑡𝑜𝑟𝑠𝑖)  
-0.090*** 

(0.013) 
 

-0.090*** 

(0.013) 

-0.077*** 

(0.015) 

-0.072*** 

(0.025) 

-0.070*** 

(0.022) 

-0.072*** 

(0.024) 

𝐶𝑜𝑚𝑝𝐼𝑛𝑑𝑖   
-0.127*** 

(0.015) 
 

-0.101*** 

(0.015) 

-0.106*** 

(0.019) 

-0.106*** 

(0.015) 

-0.102*** 

(0.019) 

𝐿𝑛(𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑗) ∗ 

𝐿𝑛(𝑁𝑜𝑂𝑓𝐶𝑜𝑚𝑝𝑒𝑡𝑖𝑡𝑜𝑟𝑠𝑖) 
     

0.010 

(0.054) 
 

0.051 

(0.093) 

𝐿𝑛(𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑗) ∗ 

𝐿𝑛(𝐶𝑜𝑚𝑝𝐼𝑛𝑑𝑖) 
      

0.152 

(0.110) 

0.158 

(0.175) 

𝑖𝑂𝑆𝑖𝑗 
0.718 

(0.539) 

0.360 

(0.342) 

0.404 

(0.351) 

0.359 

(0.342) 

0.370 

(0.366) 

0.359 

(0.348) 

0.363 

(0.349) 

0.374 

(0.355) 

𝐿𝑛(𝑀𝑒𝑑𝐼𝑛𝑐𝑜𝑚𝑒𝑖𝑗) 
-0.059 

(0.083) 

-0.086 

(0.082) 

-0.109 

(0.080) 

-0.087 

(0.083) 

-0.092 

(0.088) 

-0.078 

(0.084) 

-0.054 

(0.083) 

-0.066 

(0.080) 

𝐿𝑛(𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑖𝑗) 
0.099*** 

(0.032) 

0.103*** 

(0.032) 

0.093*** 

(0.032) 

0.102*** 

(0.032) 

0.092*** 

(0.032) 

0.103*** 

(0.030) 

0.112*** 

(0.033) 

0.115*** 

(0.032) 

𝐿𝑎𝑟𝑔𝑒𝐼𝑚𝑝𝑖𝑗 
0.032 

(0.107) 

-0.049 

(0.114) 

-0.070 

(0.116) 

-0.049 

(0.115) 

-0.071 

(0.116) 

-0.060 

(0.114) 

-0.031 

(0.116) 

-0.015 

(0.116) 

𝐶𝑎𝑡𝐸𝑛𝑡𝑖𝑗 
0.190** 

(0.082) 

0.182** 

(0.083) 

0.188** 

(0.090) 

0.181** 

(0.088) 

0.179** 

(0.090) 

0.180** 

(0.089) 

0.085** 

(0.088) 

0.100** 

(0.088) 

𝐶𝑎𝑡𝑆𝑜𝑐𝑖𝑎𝑙𝑖𝑗 
0.101 

(0.122) 

0.050 

(0.122) 

-0.053 

(0.129) 

0.049 

(0.123) 

-0.052 

(0.130) 

0.049 

(0.131) 

0.068 

(0.129) 

0.070 

(0.124) 

𝐶𝑎𝑡𝐺𝑎𝑚𝑒𝑖𝑗 
0.887*** 

(0.033) 

0.684*** 

(0.126) 

0.538*** 

(0.136) 

0.683*** 

(0.126) 

0.541*** 

(0.132) 

0.583*** 

(0.136) 

0.502*** 

(0.135) 

0.526*** 

(0.124) 

LR Chi2 205.38 256.71 199.75 278.74 290.36 290.10 289.55 290.72 

Pseudo R2 0.014 0.018 0.015 0.019 0.024 0.023 0.022 0.023 

Note: N = 180,870. Standard errors are in parentheses. * indicates p < 0.10, ** indicates p < 0.05 and *** indicates p < 0.01. 
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Table 4.3. Results of Conversion Response 

 (1) (2) (3) (4) (5) (6) (7) (8) 

𝐼𝑛𝑡𝑒𝑟𝑐𝑒𝑝𝑡 
-5.623*** 

(0.584) 

-5.612*** 

(0.567) 

-5.694*** 

(0.570) 

-5.532*** 

(0.553) 

-5.504*** 

(0.548) 

-5.523*** 

(0.550) 

-5.513*** 

(0.541) 

-5.526*** 

(0.543) 

𝐿𝑛(𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑗) -0.603*** 

(0.046)   

-0.464*** 

(0.059) 

-0.482*** 

(0.051) 

-0.684*** 

(0.053) 

-0.682*** 

(0.048) 

-0.703*** 

(0.046) 

𝐿𝑛(𝑁𝑜𝑂𝑓𝐶𝑜𝑚𝑝𝑒𝑡𝑖𝑡𝑜𝑟𝑠𝑖) 
 

-0.039 

(0.075)  

-0.041 

(0.068) 

-0.036 

(0.072) 

-0.301 

(0.070) 

-0.287 

(0.072) 

-0.280 

(0.073) 

𝐶𝑜𝑚𝑝𝐼𝑛𝑑𝑖   

-0.152 

(0.265)  

-0.109 

(0.238) 

-0.163 

(0.240) 

-0.175 

(0.239) 

-0.143 

(0.238) 

𝐿𝑛(𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑗) ∗ 

𝐿𝑛(𝑁𝑜𝑂𝑓𝐶𝑜𝑚𝑝𝑒𝑡𝑖𝑡𝑜𝑟𝑠𝑖)      

-0.025 

(0.132)  

-0.023 

(0.130) 

𝐿𝑛(𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒𝑖𝑗) ∗ 

𝐿𝑛(𝐶𝑜𝑚𝑝𝐼𝑛𝑑𝑖)       

-0.062* 

(0.036) 

-0.057* 

(0.032) 

𝑖𝑂𝑆𝑖𝑗 
-1.040*** 

(0.106) 

-0.899*** 

(0.117) 

-1.000*** 

(0.121) 

-0.879*** 

(0.139) 

-0.857*** 

(0.140) 

-0.682*** 

(0.143) 

-0.699*** 

(0.139) 

-0.689*** 

(0.141) 

𝐿𝑛(𝑀𝑒𝑑𝐼𝑛𝑐𝑜𝑚𝑒𝑖𝑗) 
-0.135 

(0.532) 

-0.207 

(0.539) 

-0.222 

(0.537) 

-0.130 

(0.547) 

-0.115 

(0.532) 

-0.150 

(0.535) 

-0.125 

(0.529) 

-0.136 

(0.530) 

𝐿𝑛(𝑃𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛𝑖𝑗) 
-0.067 

(0.170) 

-0.074 

(0.169) 

-0.069 

(0.169) 

-0.070 

(0.173) 

-0.047 

(0.172) 

-0.018 

(0.170) 

-0.043 

(0.171) 

-0.038 

(0.174) 

𝐿𝑎𝑟𝑔𝑒𝐼𝑚𝑝𝑖𝑗 
-0.364 

(0.717) 

-0.313 

(0.706) 

-0.347 

(0.707) 

-0.312 

(0.726) 

-0.292 

(0.727) 

-0.249 

(0.721) 

-0.251 

(0.730) 

-0.245 

(0.729) 

𝐶𝑎𝑡𝐸𝑛𝑡𝑖𝑗 
0.285 

(0.554) 

0.288 

(0.557) 

0.202 

(0.555) 

0.312 

(0.560) 

0.324 

(0.557) 

0.310 

(0.555) 

0.327 

(0.562) 

0.329 

(0.562) 

𝐶𝑎𝑡𝑆𝑜𝑐𝑖𝑎𝑙𝑖𝑗 
0.573 

(0.734) 

0.542 

(0.732) 

0.521 

(0.735) 

0.583 

(0.756) 

0.606 

(0.756) 

0.0631 

(0.757) 

0.636 

(0.757) 

0.653 

(0.756) 

𝐶𝑎𝑡𝐺𝑎𝑚𝑒𝑖𝑗 
1.105* 

(0.584) 

1.121* 

(0.604) 

1.100* 

(0.614) 

1.179* 

(0.633) 

1.189* 

(0.628) 

1.106* 

(0.628) 

1.127* 

(0.625) 

1.128* 

(0.627) 

LR Chi2 4.70 7.47 7.75 8.74 8.36 8.10 9.55 9.56 

Pseudo R2 0.025 0.030 0.029 0.032 0.030 0.030 0.032 0.032 

Note: N = 180,870. Standard errors are in parentheses. * indicates p < 0.10, ** indicates p < 0.05 and *** indicates p < 0.01. 
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Economic Significance 

Based on the coefficient estimates in Model (8) in both Table 4.2 and 4.3, we can quantify the economic 

significance of distance, competition and other controls as follows. We mainly use odds ratios to interpret 

the estimates. In the click-through stage, having one more competitor nearby decreases the click-through 

rate by 7.5%, holding other factors constant. 1 unit increase in the competition index also lowers the rate 

by 10.7%. Last, comparing with other apps, entertainment and gaming apps increase the probability to click 

by 10.5% and 69.2%, respectively. In the conversion stage, 1 mile increase in distance results in 33.2% 

drop of conversion rate, and the effect will be amplified if there is 1 unit increase in the competition index. 

Apple users are less likely to take conversion action than other device users by 49.8%. Only gaming app 

could increase the conversion rate by 12.0%. 
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CHAPTER 5 

Conclusion 

In this dissertation, we discussed the impact of distance on consumer choice in digital markets. Different 

perspectives of distance are studied, including social distance, spatial distance, and mobile screen distance 

(i.e., the ranks/positions on mobile screens). Through rigorous empirical examination, we found that 

distance plays a critical role which fundamental affects consumer decision making process. In this chapter, 

we concluded the main findings of Chapter 2, 3 and 4 and point out the limitations and the future directions.  

Social Proximity 

We have examined the role of “favorites” as a mechanism for social interaction in an online music 

community, and jointly estimated popularity influence due to the total number of favorites for a song and 

proximity influence due to the favoriting behavior of social network friends in close social proximity. 

Applying a quasi-experimental design to highly granular data from a leading music blog aggregator we find 

robust evidence that both types of influence are statistically and economically significant. Quantitatively, 

we find that the availability of popularity information increases the number of listens for the average song 

by some 12%, and a full 21% for narrow-appeal music. This effect is significant for only newly posted 

songs, consistent with the nature of our site where older songs are not immediately visible and do not get 

much attention. Proximity influence (i.e., having a friend that has favorite a song) increases the likelihood 

of listening to a song by 10.2%, which appears to be more than five times as important as the effect of 

homophily in explaining correlated consumption. Finally, popularity and proximity influence are 

substitutes for one another, in that proximity influence, when available, tends to dominate the effect of 

aggregate song popularity information.  

Our findings of significant popularity and proximity influence resonate with industry reports 

indicating that 92% of consumers say positive recommendations from people they know are the most trusted 

sources of information (The Nielsen Company 2012b). At the same time, when surveys indicate that 70% 

of consumers trust consumer opinions posted online (The Nielsen Company 2012b), our results suggest 
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that what might be driving the implied social influence might be both direct contact and communication 

between consumers, as well as distant observation of aggregate consumption statistics. Our results indicate 

that the engagement in online music communities would benefit from both the dissemination of popularity 

information, as well as the mobilization of social ties and co-consumption of music in online social 

networks.   

These results have important managerial implications for the owners of online music communities, 

such as the one we study in this study. First, our results suggest that both popularity and proximity influence 

can be leveraged to increase music consumption and engagement, enabling better monetization of the 

website; e.g., through better online advertising or more profitable freemium pricing.16 Marketing strategies 

should be tied to the type of user and music. To leverage popularity influence the website should make 

popularity information more salient, such as through the prominent display of daily, weekly or monthly 

most popular lists. This is more important for niche or narrow-appeal music as opposed to mainstream or 

broad-appeal music. To leverage proximity influence, users should be encouraged and incentivized to 

increase social ties and co-consumption of music, and rewarded for their own engagement and that of their 

friends. Indeed, music websites might be able to increase engagement further by proactively pushing 

relevant popularity and proximity information, rather than waiting for users to discover them on their own.  

Users with many social network friends and activity should be continuously fed with updates from 

their friends in order to increase their engagement, not unlike the newsfeed feature of Facebook, along with 

other tactics to increase the virality of music co-consumption (see, e.g., Aral and Walker 2011). But 

popularity information would be important for socially active users as well, given the likely sparseness in 

the range of songs favorited in even the most active social network cliques. On the other hand, for users 

that are inactive socially popularity information is all that more important for music discovery. Here, based 

on the observational learning literature we can expect herd behavior and information cascades 

(Bikhchandani et al. 1998) and that initial conditions matter, leading to inequality in consumption (popular 

                                                      
16 The freemium business model is common at music websites such as Last.fm, Spotify, etc. 
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songs will get more popular, while unpopular songs will get more unpopular) and to unpredictability of 

outcomes (“good” songs may not become popular, while “bad” songs may become viral hits), consistent 

with the findings of Salganik et al. (2006). 

Our results should be generalizable to other experience goods such as online videos, books, 

software, and other digital content. They would also apply to other online communities where both 

popularity and proximity influence might be at play. In the music context, such communities include 

Last.fm, Spotify and YouTube. Outside the music context, popularity and proximity influence occur 

together in online gaming communities (such as Xbox and Blizzard Entertainment), online book clubs (for 

examples, see The New York Times 2013), online health and fitness communities (such as 

PatientsLikeme.com and nikeplus.com), among others. Both types of influence are also likely on 

mainstream social networking sites such as Facebook and Twitter, and we are not familiar with prior work 

that has simultaneously examined popularity and proximity influence, and their interactions, on such 

increasingly ubiquitous platforms. More broadly, it is important for online platforms to experiment with 

different features that may facilitate user interaction and engagement with the site.  

Turning to limitations, while we have a high level of granularity in music listening and favoriting 

decisions, we do not have detailed user profiles (due to privacy concerns and/or lack of availability). This 

means that there are likely sources of unobserved heterogeneity underlying the variation in sampling 

behavior, which may add noise or bias to our empirical analysis. Seemingly, one shortcoming in our 

difference-in-difference design is the fact that the treatment and control groups are drawn from different 

(neighboring) weeks. However, as we discussed earlier, this is not a cause for serious concern. On the 

contrary, our approach improves the odds of truly exogenous treatment and provides a quasi-experimental 

approach to study the impact of global feature implementations that affect an entire website at a given point 

in time. Another limitation is the fact that at the time of our study, the social networking features on THM 

were relatively new, so that the data for the proximity influence analysis are quite sparse. With richer data 

we might be able to analyze the role of social ties and network structure more extensively, better leveraging 

the greater maturity of the community and its underlying social network. Overall, this work provides useful 
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and robust empirical regularities with respect to macro and micro social influences in online communities, 

and how they affect consumer behavior and profitable engagement strategies by the communities 

themselves. 

Spatial Proximity – Mobile Local Search 

In Chapter 3, we studied mobile local search, focusing on user click-through behavior as a function of 

distance, brands, and screen position. We implemented a hierarchical Bayes model on a unique data set of 

local search (impressions and click-throughs) transactions from a major mobile carrier. We find a number 

of robust empirical regularities. For the search of restaurant and grocery, CTR is positively related to brand 

popularity and screen position (e.g., above- or below-the-scroll); it is negatively related to distance. 

Quantitatively, national restaurant chain impressions have a 3.5% higher CTR than other local or 

independent restaurants; being above-the-scroll (i.e., the top two positions) increases CTR of an impression 

by 36.7%; increasing distance by one percent decreases CTR by 5.6%, all else being equal. We find a 

tradeoff between distance and brand popularity, in that users are willing to click on the impression for a 

market leader, i.e., nationwide brands or popular local businesses, even when it is relatively farther in 

distance. This tradeoff is giving more favors to national chain when users are located at less familiar areas. 

In contrast, local businesses suffer in Away search case since users lack the local information of them.  

These results are relevant to both researchers and practitioners. On the research side, this is one of 

the earliest studies to empirically study local search, extending the research framework for general web 

search to the case of location enabled and disabled local search. Specifically, our analysis sheds light on 

the interactions between distance, search rank and brand popularity with respect to the impact on click-

through performance. Even though our setting does not incorporate location-based advertising, our results 

provide useful benchmarks for consumer behavior in a location-based advertising setting.  

Understanding the nature of this tradeoff is crucial for advertisers using such location-based 

advertising methods as geo-fencing and local search. On one side, our results on the tradeoff between brand 

characteristics and distance provides useful guidance for deciding how far to set geo-fencing boundaries. 

Evaluating the impact of distance on click-through performance in a location-based advertising setting, we 
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can explicitly calculate the optimal geo-fencing radius for a given advertiser. On the other side, our findings 

provide managerial implications on the tradeoff between screen position and brand popularity/distance. In 

local search context, we advise that a popular-brand advertiser insert sponsored ads when its impression 

position among search results is below a threshold once a consumer located in a geo-fencing area of interest. 

While there is ample room to extend the scope of our research in future work, our initial results 

provide an encouraging first step for a comprehensive understanding of consumer behavior in mobile local 

search. Our future work will extend the analysis to different keywords and categories. Overall, this initial 

work provides useful and robust empirical regularities with respect to the effects of rank, distance, brands 

– and the interactions among them – in mobile local search, and how they affect consumer click-through 

decisions, with implications for profitable advertising strategies by the mobile platform itself. 

Mobile Geo-fence Advertising 

In this chapter, we have studied geo-fence advertising by looking at both consumer click-through and 

conversion behaviors. To understand what are the underling factors affecting consumer decisions, our 

analysis focuses on the distance between an advertiser establishment and a consumer, and the micro-

competition between the advertiser and its rivals within the geo-fence zone. We obtained a rich dataset from 

a leading location-based marketing agency, and focused our attention to a leading fast food chain, in order 

to quantify the direct and interactive effects of distance and competition. We found a number of robust 

empirical regularities. The click-through rate is negatively related to competition but not to distance. 

Quantitatively, adding one more competitor into a 5-mile radius area of the advertisers’ location decreases 

the click-through rate by 7.5%. On the contrary, distance has a negative impact on conversion rate while 

competition does not. The estimates showed that the conversion rate drops by 33.2% if the advertiser’s 

store is one more mile away. Moreover, we discovered that population size positively affects click 

performance but has no effect on conversions. The performance of geo-fence advertising also depends on 

other consumer characteristics and the categories of delivery apps. 

These results are relevant to both researchers and practitioners. On the research side, this is one of 

the earliest studies to empirically study geo-fence advertising. Specifically, our analysis sheds light on how 



69 

competition affect the click-through performance in location-based service. On the practice side, 

understanding the nature of distance and competition in different stages is crucial for advertisers. The 

competition between an advertiser and its rivals is critical but commonly ignored in the current practice of 

optimizing geo-fencing strategies. Evaluating the impact of competition on click-through performance, we 

can make advertiser better off. Moreover, our findings provide managerial implications on the matches 

among advertisers and consumer characteristics and publisher categories.  

The preliminary results provide an encouraging first step for a comprehensive understanding of 

consumer behavior in geo-fence advertising. We plan to extend the study in the following two directions. 

First, we will extend the analysis to different advertisers. It will be very interesting to examine whether the 

effects of distance and completion on consumer behaviors vary across different advertisers – particularly 

for higher-valued purchases. Second, we plan to model click-through rate and conversion rate as a system 

of equations. Thus, the click-through stage and conversion stage can be modeled in a seemingly unrelated 

setup where two equations have correlated error terms.  To sum up, this study provides useful and robust 

empirical regularities with respect to the effects of distance, competition, and the interactions between them. 
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APPENDIX 

Procedure for Matching 

Procedure for Propensity Score Matching at User-Level 

We implemented a propensity score matching (PSM) procedure at the user level, with the goal of matching 

users on their propensity to listen to any given song based on their taste. Each user User Ti in the treatment 

group (who has not listened to Song j but has at a friend favoriting it during the burn-in period), we find 

another User Ci in the control group, who: i) has similar tastes as Ti  (based on matching the listen profiles), 

ii) has not listened to Song j, and iii) does not have any friend who has favorite the song during the burn-in 

period. The data construction procedure is detailed as follows: 

0. Identify a set of active users during the observation window. Profile the listening behavior of users, 

during the window 9/1 to 9/21, by constructing a vector incorporating 28 music characteristics and the 

number of other users they have followed. 

1. Determine the treatment group T:  

a. For each Song j, identify an active User i who has not listened to Song j but has at least one friend 

who has favorited Song j during the burn-in period 

b. Pool all such users into the treatment group T. 

2. Determine the potential control group PC: pool active users not in T as the potential control group PC.  

3. Determine the control group C: Match the propensity of listening to any given song based on the users’ 

taste profiles, using a logit model to predict the propensity to be treated. Match each User Ti in T with 

a User PCi in PC with the closest estimated propensity score. Last, we pool these matched users into 

the control group C. 

4. Recover the user-song observations of T & C: 

a. For each Song j,  

 reconstruct the User-Song j pair if User Ti in the treatment group has a friend who has favorited 

that Song j (see step 1a) 
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 find the matching control group User Ci, who has a friend who has not favorited that Song j 

(see step 3) 

b. Repeat Step 4a for all songs to construct both treatment and control groups 

Procedure for Euclidean Distance Matching at User-Song Level 

To supplement our PSM methodology, which accounts for homophily at the user-level, we also 

implemented EDM, which allowed us to match at the user-song level. The goal of conducting the matching 

at the user-song level is to match users not only on their likelihood to listen to a given song (which we done 

with user matching) but also on their likelihood of having a friend favorite the song (i.e. the likelihood of 

being treated).  Therefore, for each song, every User Ti who has not listened to the song but has friends 

favoriting it (our treatment group), we find another User Ci who 1) has the similar tastes with Ti, 2) has not 

listened to the song either but 3) has a friend who is likely to favorite it (our control group).  In this process 

of matching at the user-song level, we essentially have 238 unique treatment user-song pairs with a 

relatively large potential control group for each of these pair. However, we cannot use PSM to match at the 

user-song level as we did at the user-level. Recall that in PSM, we estimated the propensity scores for each 

user based on 28 song characteristics to match users according to their music tastes.  At the user-song level 

of granularity, the user-song pairs have a small number of observations that are treated and thus estimating 

the logistic regression–the first step in propensity score matching–becomes intractable. 

To mitigate this, we use Euclidean distance for the matching process, according to the procedure 

described below. Again, the goal of this procedure is: 1) to control for homophily, and 2) to match a focal 

treatment user whose friend has favorited a particular song to a control group user whose friend is likely to 

favorite that song but has not: 

This matching procedure proceeds as follows: 

0. Identify a set of active users during the observation window. Profile the listening behavior of users, 

during the window 9/1 to 9/21, by constructing a vector incorporating 28 music characteristics and 

the number of other users they have followed. 
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1. For Song j,  

a. Determine the treatment group Tj: the active users who have not listened to Song j but have at 

least one friend who has favorited Song j during the burn-in period. 

b. Designate a set of potential control group users PCj : the rest of the active users have not listened 

to Song j, nor have any friend who has favorited Song j.  

c. Calculate the Euclidean distance between each user in the treatment group (Tj) and each user in 

the potential control group (PCj) based on the vector of characteristics as described in step 0; we 

call this the user or the song’s profile. For each user in the treatment group, select the three users 

from the potential control group with the shortest Euclidean distance as the “candidates” for the 

matched control group user. 

d. Determine the control group Cj: Calculate the Euclidean distance between Song j’s profile and 

each profile of these three candidates’ friends. Pick the one of these three candidates whose 

friend’s profile is the closest to the song’s profile. Last, each user in Tj has a matched user in the 

control group (Cj). 

e. For the users in Tj and Cj, recover the set of user-Song j pairs, as before. 

2. Repeating Step a – e for every song, pool Tj as the treatment group and Cj as the control group. 

 

 

 

 

 




