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ABSTRACT 

Ultrafast gas-phase x-ray scattering using x-ray free-electron lasers (XFELs) has enabled the 

measurement of molecular structures and dynamics in excited states with atomic spatial and femtosecond 

time resolution. This chapter reviews important recent advances, notably additional observables such as the 

orientation of optical transition dipoles within the molecular frame, excited-state molecular electron 

densities, and rate constants for chemical kinetics. In excited states, the structures of medium sized 

molecules (up to 8 non-hydrogenic atoms) have been determined with high precisions in the non-

hydrogenic atom-atom distances. Effects arising from the redistribution of electron density upon optical 

excitation are observed and confirmed by high-level calculations, allowing for the observation of ultrafast 

excited state charge transfer reactions. Fragmentation of molecules is readily observed, and identifiable by 

a characteristic decrease in the x-ray scattering signal at small scattering angles. Furthermore, the structures 

of transient radical fragments have been measured.  
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XX.1. Introduction 
To directly observe atomic motions in molecules during chemical dynamics has long constituted 

one of the grand challenges in chemistry1. The emergence of x-ray free-electron lasers (XFELs) with their 

ultrashort pulse durations and extreme brightness2,3 and the near-parallel development of ultrafast electron 

sources (see MeV ultrafast electron diffraction chapter), has made ultrafast scattering measurements of 

molecular dynamics in free gas-phase molecules possible. While chemical dynamics on ground electronic 

state potential energy surfaces is conceptually well understood and easier to model computationally, the 

fact remains that excited states play important roles in chemical processes, especially in the field of 

photochemistry. Molecules are often more reactive in their excited states than in the ground state because 

activation energies can be lower and because electronic relaxation processes can insert a great deal of 

internal energy into vibrational modes4. Additionally, excitation to excited states can induce, after rapid 

electronic relaxation, fast kinetic or dynamic processes on the ground electronic surface. Yet, it is 

challenging to directly observe the rapid molecular dynamics in excited states in real time, far away from 

the equilibrium, and to map the atomic motions induced by electronic excitations simultaneous atomic scale 

spatial and femtosecond temporal resolution are required.  

X-ray scattering is sensitive to the electronic charge density whereas electron diffraction measures 

the total (electronic + nuclear) charge density. However, the core electrons track the nuclei closely and both 

x-ray and electron scattering can thus be employed toward the real-space imaging of transient molecular 

structures. Even though x-ray scattering has a much smaller cross section and, at the photon energies 

currently available, covers a smaller range of scattering angles compared to electron diffraction, the high 

flux and high energy x-ray pulses of XFELs make up for these shortcomings. Importantly, ultrafast x-ray 

scattering has achieved a better temporal resolution (~30 fs) as MeV-UED is limited by the intrinsic space-

charge interactions between electrons within a pulse. This makes time-resolved x-ray scattering a unique 

tool for measuring ultrafast processes such as the rapid redistribution of electron density upon 

photoexcitation. The relative merits and strengths of the two methods have been discussed extensively5,6,7,8, 

so that the present chapter focuses on ultrafast x-ray scattering. While important studies have investigated 

condensed matter9 and solutions10, this review focuses on samples in the gas phase. In the absence of a 

solvent, investigations of free molecules reveal the pure and perturbed chemical dynamics of molecular 

species. High quality scattering patterns can be obtained and directly and quantitatively compared to theory.  

Static x-ray scattering is traditionally used as an essential tool for determining molecular structure 

in the ground electronic state of molecules at equilibrium11. Since x-ray scattering arises from the interaction 

of molecular electrons with the electromagnetic field of the incoming x-rays, it is a sensitive probe of the 
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electron density distribution in a molecule. However, as mentioned above, because the atomic core electrons 

are usually centered tightly around the nuclei, the geometry (nuclear structure) of molecules can be 

determined with x-ray scattering. It is important to also mention that while time-resolved spectroscopies 

are fundamentally limited by the time-energy uncertainty relation, x-ray scattering does not have that 

limitation because it measures time and space, which are not complementary variables. Thus time-resolved 

x-ray scattering can, in principle, measure chemical reactions with both high spatial and temporal resolution 

without fundamental restrictions. All these features make ultrafast x-ray scattering a promising technique 

for unveiling nuclear and electron dynamics during complex chemical reactions. 

 The first time-resolved gas-phase x-ray scattering experiment with femtosecond time resolution 

was demonstrated in 2015 when a “molecular movie” of the ring-opening reaction of 1,3-cyclohexadiene 

(CHD) was successfully determined12. Since then, the ultrafast gas-phase x-ray scattering setup has been 

developed13,14, resulting in many new and previously unattainable insights about excited state molecular 

systems. For instance, ultrafast nuclear motions in molecules during chemical reactions have been studied 

extensively15,16,17,18, enabling the determination of polyatomic molecular structures in electronically excited 

states17,19. Specific signatures of excited states have also been measured, including the identification of the 

initially populated electronic state20 and the direct measurement of the redistribution of molecular electron 

density immediately upon photoexcitation21 . Further examples of ultrafast gas-phase x-ray scattering 

measurements include important chemical processes and related properties such as chemical kinetics22,23,24, 

multiphoton processes25,26, anharmonicities and correlations27.  

 

 
Fig XX.1 Schematic of a typical experimental setup for time-resolved gas-phase x-ray scattering. The 
target gas-phase molecule (pictured here as N-methylmorpholine, NMM) is excited by a UV pump pulse 
and probed via the scattering of x-ray probe pulses, with a variable time delay between the pump and 
the probe. The percent difference scattering patterns as a function of momentum transfer magnitude 𝑞 
and azimuthal angle 𝜙 for several time delays are shown along the top of the figure. Reprinted with 
permission from reference 17.  
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XX.2. Experimental implementation and data processing 
XX.2.1. Experimental implementation 

The experimental scheme for ultrafast gas-phase x-ray scattering experiments follows the pump-

probe methodology. As illustrated in Fig XX.1, an optical pump laser is used to excite molecules in the gas 

phase and a subsequent x-ray pulse probes the molecules by casting scattering images on an array detector. 

The time delay between 

the pump and probe pulses 

is controlled by an 

electronic delay stage, and 

the timing jitter is 

monitored shot-by-shot 

with a spectrally encoded 

cross correlator (‘time 

tool’) achieving sub-10 fs 

rms resolution28.  

The gas pressure 

in the sample cell must be carefully adjusted in order to obtain the optimal signal to noise ratio for the 

pump–probe scattering experiment. The total scattering signal scales linearly with the gas pressure, so that 

for gas phase structure determination of ground state molecules, higher pressure is always desirable as long 

as the formation of clusters is avoided. In pump–probe experiments with optical excitation, however, the 

laser beam can be attenuated by the sample as it traverses the interaction region. If that happens, the 

scattering signal from downstream molecules does not contain as much pump–probe signal while still 

contributing to the total scattering signal and therefore to the noise of the measurement. It is not advisable 

to make up for that by increasing the optical pump pulse energy because that would more likely lead to 

undesired multi-photon processes. For typical absorption cross sections, the optimum gas pressure is in the 

range of a few Torr, corresponding to one trillion molecules in the scattering interaction region14. With 

about one trillion photons in each x-ray pulse produced at LCLS, only a small fraction (≈10-7) of the x-ray 

photons is scattered by the target sample (see Fig XX. 2). As a result, considerable care must be taken to 

avoid scattering of the primary x-ray beam by any window or air.  

The first successful ultrafast gas-phase x-ray scattering experiment studied the ring-opening of 

CHD12, and was performed at the x-ray pump-probe (XPP) instrument29 of the linac coherent light source 

(LCLS). The experiment used a windowless cell for the primary x-ray beam and careful baffling of the 

background x-rays13. More ideally, the imaging detector is enclosed in the vacuum, as is now implemented 

at the coherent x-ray imaging (CXI) instrument30 at the LCLS. Other improvements in the experimental 

 
Fig XX. 2 Typical scattering patterns of gas-phase molecules at LCLS 
(without pump laser). Left: scattering pattern from a single shot. Right: 
integrated pattern over hundreds of shots. 
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implementation include a re-designed short-pathlength windowless scattering cell, careful optimization of 

the sample density, and normalization of the shot-by-shot x-ray intensity14, allowing the experiments to 

achieve an exceptionally high signal-to-noise ratio and sensitivity to very small (~0.1%) changes in the 

scattering signal. These developments and advances in the experimental methodology are described in a 

recent methods paper14. 

 

XX.2.2. Data processing 

 The measured time-resolved pump-probe scattering signals are conveniently expressed as percent 

differences31,12, 

%Δ𝐼(𝑞, 𝜙, 𝑡) = 100 -./(0,1,2)3-.44(0,1)
-.44(0,1)

,      (XX.1) 

where 𝑞  is the magnitude of the momentum transfer vector, 𝜙  the azimuthal angle on the detector, 

𝐼56(𝑞, 𝜙, 𝑡) the pump-laser-on scattering signal at delay time t, and 𝐼577(𝑞, 𝜙) the pump-laser-off reference 

scattering signal. Using the percent difference expression not only accentuates small changes in the 

scattering pattern over time but also eliminates many experimental factors that multiplicatively affect both 

laser-on and laser-off scattering signals. These factors, which include pixel noise, attenuation of the 

scattered signal by the beryllium exit window, scattering intensity corrections due to the linear polarization 

of the x-rays at LCLS (x-ray polarization factor), and the detector planarity (geometric correction factor), 

are discussed in section 2.4 of reference14. 

 It is important to note that there are several other experimental artifacts that do not cancel out when 

using the percent differences. This includes the shot-by-shot x-ray intensity fluctuations of the self-

amplified spontaneous emission (SASE) pulses at non-seeded XFELs. To take this factor into account, the 

transmitted x-ray intensity after the gas sample is monitored by a photodiode mounted downstream of the 

detector. The x-ray scattering signals are then corrected using the measured photodiode value shot-by-shot 

before averaging. In addition, any experimental uncertainties introduced by the pump laser such as laser 

intensity fluctuations and changes in the laser/x-ray spatial overlap remain and must be handled carefully. 

Finally, even though background scattering from apparatus components is eliminated in the numerator of 

equation XX.1, it still remains in the denominator and therefore needs to be minimized. It has been shown 

that the current experimental design assisted by careful data processing can yield exceptionally high quality 

data with experimental backgrounds at least three orders smaller than the desired scattering signal14. 

 In order to measure the scattering patterns as a function of 𝑞 and 𝜙 accurately, it is important to 

calibrate the detector geometry with regards to factors such as the position of the detector center and the 

sample-to-detector distance. A least-squares optimization between the two-dimensional theoretical 

reference image generated from a calculated ground-state molecular geometry and the experimentally 
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measured laser-off scattering pattern, 𝐼577(𝑞, 𝜙), is performed for this purpose. To directly compare the 

measured absolute scattering signals with the theoretical ones, the aforementioned factors including the x-

ray polarization and the geometric correction factors, 

which are eliminated in the percent difference signal (eq. 

XX.1), must now be included. The calibration procedure 

optimizes parameters that define the center of the detector, 

the azimuthal angle of the detector relative to the x-ray 

polarization direction, and the distance of the detector 

relative to the interaction region.  

 

XX.3. Observing excited-state molecular systems 

in real time 

 Excited-state molecular systems usually display a 

complex interplay between the electron density 

distributions and the nuclei32,33. In the Born-Oppenheimer 

approximation, the electrons create a potential energy 

landscape that guides the trajectory of nuclei, while the 

electron density itself evolves as the nuclei move along the 

potential energy surface during the chemical reaction. The 

Born-Oppenheimer approximation breaks down in the 

vicinity of conical intersections where two or more 

potential energy surfaces of equal symmetry intersect, 

strongly coupling the electronic and nuclear motions. The 

determination of nuclear motions and the rearrangement of 

electron density distributions is thus essential for 

understanding excited state chemical reactions and 

processes. With the capability to observe both nuclear and 

electron dynamics in molecules, time-resolved x-ray 

scattering offers unique views that are complementary to 

spectroscopic methods. In this section, we describe various 

important new insights and observables for excited-state 

molecular systems that have been unveiled by state-of-the-art ultrafast gas-phase x-ray scattering 

experiments. 

 

 
Fig XX.3. Simulated percent difference 
scattering patterns for NMM molecules 
(left column), excited to the 3px, 3py, and 
3pz electronic Rydberg states, with the 
orientation of the TDM relative the 
molecule shown in the right column. A 
cos2θ distribution with respect to the laser 
polarization axis is assumed for the excited 
state, and orientations due to rotation about 
the laser polarization axis are averaged 
out. In the right column, the orientation of 
the TDM in the molecular frame is 
indicated using a purple arrow, as 
calculated from MRCI(2,5)/6-311+G(d). 
Reprinted with permission from reference 
20. Copyright 2018 American Chemical 
Society. 
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XX.3.1. Transition dipoles and multi-photon processes with anisotropic x-ray scattering 

The time-energy uncertainty relationship implies that molecular absorption that induces the 

ultrafast excited state dynamics is inherently broad. Consequently, traditional spectroscopic investigations 

often remain ambiguous even about which specific excited state is initially populated. A direct measurement 

of the optical transition dipole moment can therefore provide essential guidance for successful analysis.  

It is known from both theoretical predictions34,35 and experimental measurements36,37 that gas-phase 

x-ray scattering from aligned molecules can have angle-dependent scattering patterns due to the intrinsic 

anisotropy of the molecular geometry. However, for an ensemble of free molecules with random 

orientations, the x-ray scattering patterns are isotropic (other than the polarization factor) and can be 

conveniently analyzed using rotationally averaged scattering signals. Due to various limitations of 

molecular alignment techniques and complexities associated with introducing a third alignment laser36,37, 

almost all pump-probe gas-phase x-ray scattering experiments to date start with randomly orientated 

molecules.  

Nevertheless, the pump-probe x-ray scattering patterns from isotropic ensembles of free molecules 

can be anisotropic16,20. As illustrated in the insets of 

Fig XX.1, the angle-dependent signal usually 

appears at very early delay times (≈200 fs) before 

quickly disappearing thereafter (≈1 ps), even 

though it sometimes reappears at much longer 

delay times (≈4 ps). This effect is caused by the 

interaction of the linearly polarized optical light 

with the gas-phase ensemble and subsequent 

rotational motions of the molecule in the laboratory 

frame 38 , 39 . Because the optical pump laser is 

linearly polarized, those molecules whose 

transition dipole moment vector (TDM) aligns with 

the polarization of the laser pump pulse in the 

laboratory frame will be preferentially excited. This 

creates a molecular ensemble with an anisotropic population of excited-state molecules as well as an 

anisotropic population of unexcited ground-state molecules, leading to angle-dependent scattering signals. 

Subsequent rotational dephasing and rephasing of the molecules after photoexcitation are responsible for 

the disappearance and recurrence of the anisotropic scattering signal. In general, such anisotropic scattering 

signals can be conveniently decomposed with 2𝑛 order Legendre polynomials for an 𝑛-photon absorption 

process. The zeroth order term, called isotropic term, contains all the information in the molecular frame 

 
Fig XX.4. Anisotropic signal derived from 
experimental results at a pump−probe delay time 
of t = 150 fs. The three theoretical signals are 
derived from the calculated results shown in Fig 
XX.2. Reprinted with permission from reference 
20. Copyright 2018 American Chemical Society. 
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that can be simplified as the isotropic rotationally averaged signal, while additional information about the 

transition dipole moment20 and multi-photon processes26 can be extracted from higher-order, anisotropic 

terms. 

The orientation of the optical TDM can be determined using the anisotropic component of ultrafast 

pump-probe x-ray scattering signals, allowing for the identification of the initially excited electronic state 

prepared by the optical excitation20. The concept is illustrated in Fig XX.3 for N-methyl morpholine (NMM) 

molecules. Single-photon excitation with a pulsed 200 nm laser can, at least in principle, excite any one or 

a mixture of the three energetically close 3p Rydberg states. As simulated in Fig XX.3, the resulting pump-

probe percent difference scattering patterns are markedly different for the three TDM orientations that 

correspond to the three 3p states. This is because the intrinsic orientation of the TDM in the molecular 

frame determines the orientations of the excited-state population of molecules in the laboratory frame, 

which is then reflected in the angular-dependence of the scattering signal. By comparing the simulated 2-

dimensional patterns in Fig XX.3 with the experimental results in Fig XX.1, it is straightforward to see that 

only the simulated pattern for 3pz excitation shows the same symmetry as the experiment. To quantitatively 

compare the results, the 2nd order Legendre polynomial term, which represents the anisotropic scattering 

components, is extracted from the original two-dimensional scattering pattern. As is evident from Fig XX.4, 

the result unambiguously determines that the optical excitation is predominantly to the 3pz state, with almost 

no admixture of the other two states.  

For multi-photon excitations, the anisotropy of ultrafast x-ray scattering signals has been used by 

Natan et al. to resolve and disentangle different multiphoton processes in a single experiment26. They show 

the decomposed experimental anisotropy terms up to order n=10 in the Legendre polynomial for gas-phase 

I2 molecules excited by 520 nm laser pulses, with noticeable signals up to the n=8 term. This suggests that 

multi-photon processes up to 4-photon absorption are taking place for iodine when interacting with a 520 

nm, high intensity optical pulse (~ 5 × 10;;	W/cmA). One should note that an anisotropic scattering signal 

from a nth order term also has projections to all k<n order Legendre polynomials. However, by analyzing 

all higher order terms, different reaction channels that are excited by different multiphoton transitions can 

be filtered out. The anisotropy information can thus be used as a powerful toolbox to differentiate and trace 

multiple excitation pathways that occur simultaneously.   

 

XX.3.2. Excited-state electron densities in real space 

 The first step in all photochemical and photophysical processes, photoexcitation, has 

conventionally been studied using spectroscopic tools which measure the transitions between different 

states40,41,42. It has been proposed theoretically that pump-probe scattering experiments have the potential 
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to image the dynamic changes in the electron 

density upon photoexcitation34,43,44,45,46. The first 

direct experimental observation of the initial 

redistribution of electron density in a molecule 

upon photoexcitation was recently achieved using 

ultrafast gas-phase x-ray scattering21.  

 Fig XX.5 shows the direct measurement of 

the initial redistribution of electron density when 

the molecule 1,3-cyclohexadiene (CHD) is 

optically excited to an electronic 3p Rydberg state 

by a 200 nm pump pulse21. The difference radial 

distribution function shown in Fig XX.5a, 

∆RDF(𝑟) , is obtained from the experimental 

difference signal via a sine transform. It shows, in 

real space, the rapid redistribution of the electron 

density at ~25 fs after photoexcitation. The 

depletion of the electron density at small distances 

(0-3 Å) and the broad increase at larger distances 

(4-9 Å) reflects the diffuse character of the 3p 

Rydberg state and matches well with theoretically 

calculated electron density differences as 

illustrated in the inset of Fig XX.5a. In Fig XX.5b, 

comparison between experimental and theoretical 

percent difference scattering signals shows good 

agreement, providing further evidence that the 

changes in electron density due to transitions 

between electronic states are clearly observed. 

The experiment introduced here is aided 

by the fact that the CHD is a relatively small 

organic molecule without heavy elements, that the 

3p state of CHD has a relatively long lifetime (~200 fs)47,23, and that the change in the electronic structure 

of the 3p Rydberg state is large while the changes in molecular geometry are small. With the ongoing 

improvements in XFEL sources48 and developments of scattering theories for data analysis49,50,51, it can be 

 
Fig XX.5. Experimental and theoretical signals of 
CHD. (a) The real-space difference radial 
distribution function, ∆RDF(𝑟), obtained from the 
experimental data at 25 fs pump-probe delay time. 
The blue arrows point to the depletion and increase 
in electron density at short and long electron 
distances, respectively. The insert shows the 
corresponding contour slices of the electron 
density difference from electronic structure 
calculations. (b) The isotropic component of the 
experimental signal at 25 fs delay time is shown in 
black with 1 𝜎  error bars. The corresponding 
theoretical Δ𝑆IJ(𝑞, 𝐑L)  signal for the electronic 
3p state is shown in red with the shaded region 
accounting for the sampling of geometries in the 
excited state. For comparison, theoretical signals 
for the ground electronic state (X) at the 3p 
geometry, Δ𝑆M(𝑞, 𝐑L), and for the excited 3p state 
at equilibrium geometry, Δ𝑆IJ(𝑞,R𝟎) , are 
included. Reproduced from reference 21, under the 
terms of the CC BY 4.0 license, 
http://creativecommons.org/licenses/by/4.0/. 
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expected for ultrafast x-ray scattering to measure electron density distributions in valence excited states and 

to image time-evolving electron dynamics in the near future. 

 

XX.3.3. Determination of excited-state molecular geometry 

The determination of excited state molecular geometries from the direct inversion of scattering 

patterns is challenging because of the fundamental phase problem52 in all x-ray scattering techniques 

including x-ray crystallography, because of the limited range of the scattering momentum transfer vectors 

observed in the experiment, and, depending on circumstances, because the geometry may be undefined for 

instance due to strong dispersion of the wavepacket (see e.g. ref. 53). For gas-phase scattering experiments, 

the problem is further compounded by the rotational averaging due to randomly oriented molecules in the 

sample and the intrinsic structural complexity of polyatomic molecules. Following the procedures of 

conventional gas phase diffraction experiments54, 

one therefore compares experimental scattering 

patterns with calculated patterns and deems the 

molecular structure to be determined when 

satisfactory agreement is reached. We note that 

only the intensity information of scattered x-rays 

is used in the analysis of current ultrafast x-ray 

scattering experiments. It has been shown that the 

phase information in diffraction patterns of a 

virus can be measured through techniques like x-

ray Fourier holography imaging55 . It might be 

possible to extend such techniques to the 

molecular scale.  

XX.3.3.1. Least-squares refinement 

 Traditionally, a least-squares refinement of 

structural parameters is used to determine 

molecular structures from scattering data54. Based 

on a hypothetical structure, a matrix of interatomic distances 𝑅PQ is constructed for the molecules in their 

ground electronic states. Then, the independent atom model (IAM, see Scattering theory section) is invoked 

to calculate scattering patterns from interatomic distance matrix. A least-squares refinement of selected 

adjustable parameters, such as a set of bond lengths and angles, is performed to retrieve best-fitting 

structural parameters by minimizing the difference between calculated and experimental scattering signals.  

 
Fig. XX.6. Percent difference patterns of the DMA 
transient obtained from the isotropic signal of the 
experimental data at 1 ns (blue circles) and 
computed using an IAM model from the best-fitting 
structure (red line). Inset: residuals from the fit for 
different values of the bond length and bond angle. 
Contour lines are at 0.2, 1, 2, 3, 4, 5, and 6𝜎 . 
Reprinted with permission from reference (22). 
Copyright 2019 Wiley-VCH Verlag GmbH & Co. 
KGaA, Weinheim. 



11 

This method works well also for transient species created by optical excitation to a dissociative 

state, provided that the fragments are in their ground electronic state and have only a few degrees of freedom, 

or when only specific coordinates are of interest56,22. This concept has been adopted to determine the 

structure of transient dimethylamine radical (DMA) measured by ultrafast gas-phase x-ray scattering22, Fig 

XX.6. Keeping the C-H distances in DMA fixed, the fits yield the precise DMA structure with a C-N-C 

bond angle of 118±4o and a C-N bond length of 1.45±0.02 Å. 

XX.3.3.2. Structure pool analysis 

For complicated polyatomic molecules, the least-squares refinement approach becomes difficult 

and almost impossible to implement. The choice of the independent adjustable parameters becomes 

problematic for nonlinear molecules with more than 4 atoms, because an N-atomic nonlinear molecule has 
S(S3;)

A
 interatomic distances while only 3𝑁 − 6 geometrical parameters are needed. As the number of 

atom-atoms distances scales with N2 while the number of geometrical parameters scales linearly with N, 

there are correlations between structural parameters chosen for refinement that can cause multiple solutions 

and possibly unphysical structures. The correlation problem becomes more pronounced for molecular 

systems that are far from their equilibrium27, such as molecules in excited electronic states. To circumvent 

this complexity, a novel structure determination method has been developed19,17 that is capable of 

determining precise excited-state molecular structures of polyatomic molecules with more than 4 non-

hydrogenic atoms17,24. 

The concept of the method is illustrated in Fig. XX.7. The method compares the experimentally 

measured scattering patterns against the simulated patterns corresponding to a large pool of molecular 

 
Fig. XX.7. Concept of the method for determining molecular structures in excited electronic states 
from experimental scattering patterns. Reproduced from reference 19 with permission from the Royal 
Society of Chemistry. 
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structures to determine the full set of structural parameters. It consists of three important steps19: creating 

a structure pool, calculating scattering patterns and determining molecular structures. 

Creating a structure pool. The first step is to create a pool of trial structures that are in the vicinity 

of the target structure in the large conformation space. It has been found that one million trial structures are 

enough to reach the convergence for molecular systems like NMM (15 degrees of freedom excluding 

hydrogen atoms)17. A larger number of structures would be necessary for molecular systems with more 

degrees of freedom. Three sampling methods for creating structure pools have been introduced19, including 

molecular dynamics sampling (MD pool), Wigner sampling (Wigner pool) and Monte Carlo based 

sampling (MC pool). The MD pool is created by calculating molecular dynamics trajectories that propagate 

on potential surfaces that resemble the subject of the study. The structures in the pool are extracted from 

MD trajectories without reference to their time sequence. As the ultimate goal of the structure pool is to 

provide many structure that are in the vicinity of the correct target structure, one could sample many 

physically viable structures by displacing their geometries so as to provide the opportunity to find 

unexpected structures. This can be done either by sampling geometries from a Wigner distribution57 

(Wigner pool), or by using a Monte Carlo based approach to randomly create chemically viable structures 

(MC pool). Further details of the three sampling methods can be found in the section 2.2.1 of the reference 

19. In principle, the method for creating the structure pool is not limited to the three methods introduced 

here, as the concept in Fig. XX.7 itself is largely independent of the method employed as long as the created 

pool is sufficiently expansive in the vicinity of the sought structure and dense enough to yield good matches 

to the experimental patterns. The choice of the sampling method is thus partially a matter of convenience 

and should depend on the experiment at hand. For example, because the MD pool samples structures across 

a large section of the available geometries, it is particularly useful when the studied molecular systems 

involve a coherent dynamic motion through a significant part of the potential energy surface17. However as 

the MD simulation itself is comparatively computationally expensive, the Wigner and MC pools are better 

choices when the target system is an equilibrium excited-state structure that is near the minimum of a 

potential surface19,24. 

Calculating scattering patterns. With the structure pool at hand, a simulated scattering pattern 

needs to be calculated for every structure in the pool. The theoretical percent difference scattering signal of 

an excited-state molecular system can be written as21 

%Δ𝑆XYZ(𝑞, 𝐑[) = 100 -\]^
_`ab0,𝐑cd3-e(0,𝐑𝟎)

-e(0,𝐑𝟎)
,      (XX.2) 

where 𝐼XYZfgh(𝑞, 𝐑[) is the excited-state scattering intensity including vibrational excitation and 𝐼M(𝑞, 𝐑𝟎) is 

the scattering intensity of the ground-state molecule, with 𝐑[ and 𝐑𝟎 the equilibrium nuclear geometries of 

the excited state and the ground-state molecule, respectively. The theoretical percent difference signal can 
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be directly related to the experimental percent difference signal (eq. XX.1) by %Δ𝐼 = 𝛾%Δ𝑆XYZ, where 𝛾 

is the fraction of molecules that are optically excited, a scalar quantity that can be determined from the 

experimental analysis. It has been shown previously19,21 that by inserting two null contributions, 0 =

𝐼Mfgh(𝑞, 𝐑[) − 𝐼Mfgh(𝑞, 𝐑[) and 0 = 𝐼M(𝑞, 𝐑[) − 𝐼M(𝑞, 𝐑[), eq. XX.2 can be rewritten as  

%Δ𝑆XYZ(𝑞, 𝐑[) = 100 · k-\]^
_`ab0,𝐑cd3-l

_`ab0,𝐑cd
-e(0,𝐑𝟎)

+ -e
_`ab0,𝐑cd3-e(0,𝐑c)

-e(0,𝐑𝟎)
+ -eb0,𝐑cd3-e(0,𝐑𝟎)

-e(0,𝐑𝟎)
n		  

                   = 	Δ𝑆XoXZ(𝑞, 𝐑[) + 	Δ𝑆fgh
6pZo(𝑞, 𝐑[) + 	Δ𝑆q6pZo(𝑞, 𝐑[),     (XX.3) 

where Δ𝑆XoXZ(𝑞, 𝐑[)  represents the electronic 

contribution, i.e. the difference between the 

excited and ground electronic state scattering 

signal at the molecular geometry 𝐑[, assuming 

that the electronic excitation does not affect the 

molecular vibrations. The term Δ𝑆fgh
6pZo(𝑞, 𝐑[) 

describes the contribution from the change in 

molecular vibrations upon laser excitation at a 

given structure 𝐑[ , and, finally, Δ𝑆q6pZo(𝑞, 𝐑[) 

accounts for change in scattering signal that 

stems solely from the change in molecular 

geometry from 𝐑𝟎 to 𝐑[ while remaining on the 

ground electronic state. 

 In principle, the structure determination 

method introduced in Fig. XX.7 can be 

implemented with any choice of method to 

calculate the scattering patterns and to construct 

the theoretical percent difference scattering 

signals. For example, an ab initio calculation can 

be adopted to directly calculate the x-ray 

scattering terms 𝐼XYZfgh(𝑞, 𝐑[)  and 𝐼M(𝑞, 𝐑𝟎)  that 

are required for Eq. XX.234,50,58. Unfortunately 

the ab initio calculations are computationally 

expensive and almost impossible to be 

implemented for a large structure pool with more 

than one million structures. With the ongoing 

developments of computationally efficient 

 
Fig. XX.8. Time-dependence of selected structural 
parameters of NMM following 200 nm excitation. 
The O–N–C5 angle, the C5–N–C4–C3 torsional 
angle and the C2–C1–C4–C3 torsional angle, 
extracted from the structural determination, are 
shown along with their respective 1σ error bars. The 
dynamic fits to the respective vibrational motions of 
the O–N–C5 angle and C5–N–C4–C3 torsional 
angle are also shown as solid lines. The approximate 
lifetime of the initially excited 3pz Rydberg state is 
shown as a dark red shaded region, which 
corresponds to the 3s state when the color is lighter. 
Representative molecular structures for selected 
time points are also shown. Reprinted with 
permission from reference 17. 
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methods for predicting the scattering patterns46, 59 , 60 , this current computational bottlenecks could be 

addressed in the near future.  

Eq. XX.3 can be adopted instead to circumvent the current complexity. Previous studies have 

shown that the Δ𝑆XoXZ(𝑞, 𝐑[) term for electronic excitation to a Rydberg state is observable and nearly 

independent of the molecular geometry for reasonably small variations in the structure21. This suggests that 

the Δ𝑆XoXZ(𝑞, 𝐑[) term can be treated as a constant correction term17 that can be simulated accurately with 

high level ab initio x-ray scattering calculations, while the time-dependent scattering signal is mainly 

attributed to the change of the nuclear geometry,	Δ𝑆q6pZo(𝑞, 𝐑[). The IAM can adequately describe the 

Δ𝑆q6pZo(𝑞, 𝐑[) term despite being a rather crude approximation, in part due to the strongly bound core 

electrons. While neglecting the specific effects of any distortion in the valence electron density distribution, 

it nicely captures the scattering difference caused by changing molecular geometry and avoids potential 

systematic errors that might be introduced by inaccuracies of ab initio electronic structure methods. 

Additionally, the IAM offers computational simplicity and efficiency so that it can easily be applied to a 

large pool of structures. The influence of vibrational state distributions, Δ𝑆fgh
6pZo(𝑞, 𝐑[), has been found to 

be negligible within the current experimental range of scattering vectors and a detection limit of ~0.05%, 

even when the molecules are assumed to have a comparatively high internal vibrational energy19. 

Nevertheless, Eq. XX.3 offers a means to include the effects of changes in the vibrational distribution, once 

this becomes observable with further improvements in the experimental technique. 

Determining molecular structures. The last step is to determine molecular structures from 

experimental patterns. For each calculated theoretical percent difference scattering pattern from the 

structure pool, the 𝜒A deviation from the experimental pattern is calculated as19 

𝜒PA = ∑ t%uvw
(0)3%uvxyz(0,2{)

|(0,2{)
}
A0~�y

0�0~w�                          (XX.4) 

where %Δ𝑆P(𝑞) is the computed percent difference pattern for structure 𝑖 in the pool, %Δ𝑆���(𝑞, 𝑡;) is the 

experimental percent difference scattering pattern %Δ𝐼(𝑞, 𝑡) divided by the excitation fraction 𝛾 at delay 

time 𝑡;, and 𝜎(𝑞, 𝑡;) represents the experimental uncertainty of %Δ𝑆���(𝑞, 𝑡;), calculated as the statistical 

counting noise. Each structure in the pool is associated with a specific 𝜒PA value calculated by Eq. XX.4, 

representing how well the structure’s scattering pattern agrees with the experimentally measured pattern. 

To determine the best structure, the inverse of the 𝜒PA values, i.e. 𝜒P3A, are plotted against molecular structure 

parameters such as the interatomic distances, bond angles or torsional angles, for all structures. By looking 

at the complete distributions instead of just picking the lowest 𝜒PA structures, artifacts associated with the 

sparse sampling can be largely overcome. Given the randomness inherent in the generation of the structure 

pools, it is not surprising that for any value of a structure parameter, there are many structures that give 
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poor fits, i.e. high values of 𝜒PA as sketched in Fig. XX.7 for structural parameters 𝛼 and 𝛽. Those poor fits 

fall beneath the envelope of the overall distribution. Retaining only the best-fitting structure for each value 

of the structure parameter, the envelope of the 

distribution assumes a normal or skewed normal 

distribution17. The maxima of the envelope is then taken 

as the determined value for each structural parameter, 

and a complete set of structural parameters can be 

constructed as the determined molecular structure. One 

should note that the functional form for describing the 

envelope of the 𝜒P3A distribution and the bin widths of 

structural parameters should be carefully chosen, as has 

been discussed in detail in reference19.  

 Conceptually, the plot of 𝜒P3A is a surface in a 

multi-dimensional space, as it depends on the 3𝑁 − 6 

dimensions for a non-linear molecule with 𝑁 atoms. The best-fitting structure should be the extremal point 

on this surface. Because it is impractical to simulate the entire multi-dimensional space, it is reduced to a 

series of one-dimensional fits that can be viewed as projections of the multi-dimensional surface onto a 

specific structural parameter. One should note that a list of determined structural parameters does not 

necessarily correspond to a physically possible structure because of correlations between structural 

parameters61. For the method described in this section, the correlations between structural parameters have 

been shown to be largely preserved, since each 𝜒P3A value shown in the plot is calculated from a physically 

possible 3D geometrical structure19. Beside overcoming the problem of correlations among different 

structural parameters of the molecule, the structure pool analysis has two further advantages compared to a 

traditional least-squares refinement approach. First, it prevents the analysis from converging to a structure 

that is physically or chemically impossible. Second, the analysis does not require assumptions regarding 

the molecular symmetry, making it applicable to relatively complicated polyatomic molecular systems. For 

example, the method has been utilized to record an experimental “molecular movie” uncovering the 

coherent vibrational motions in excited-state NMM17. The full time-dependent structural parameters of 

NMM from 0 to 4 ps were determined, with several selected representative structural parameters of NMM 

as a function of time shown in Fig. XX.8. This study also determined the equilibrium structure of NMM in 

the excited 3s electronic state after the damping of the coherent vibrations17,19, with a precision in the 

parameters on the order of 0.01 Å.  

XX.3.3.3. Weighted molecular dynamics trajectories 

 
Fig. XX.9. Calculated 100 trajectories for the 
CHD ring-opening characterized by the 
terminal carbon C1-C6 distance as a function 
of time. Reprinted with permission from 
reference 12. Copyright 2015 by the 
American Physical Society. 
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The structure pool analysis method can be 

applied to time-dependent dynamics problems, 

although in implementations to date each time point 

is analyzed individually for the molecular structure. 

Dynamic molecular structures evolve continuously, 

so that structures at neighboring time points must be 

related, provided the time points are finely enough 

spaced. The 2015 study of the ring-opening dynamics 

of CHD explicitly takes this into account12. About 

100 quantum molecular dynamics trajectories (shown 

in Fig. XX.9) were calculated using the 

multiconfigurational Ehrenfest method 62  with 

potential energies and nonadiabatic couplings 

obtained on-the-fly at the SA3-CAS(6,4)/cc-pVDZ 

level of theory. All trajectories were compared with 

the time-dependent experimental data, resulting in a 

weight for each trajectory that was determined from 

a multi-start nonlinear least-square optimization 

routine with a finite-difference gradient12. The overall 

distribution of weighted trajectories represents the 

shape of the wavepacket and determines the 

associated structures for each individual species at 

any given time delay. 

 

XX.3.4. Ultrafast chemical reaction dynamics 

The first gas-phase x-ray scattering study of chemical reaction dynamics with femtosecond time 

resolution explored the ring-opening dynamics of CHD with 267 nm excitation12. Illustrated by a green 

arrow in Fig. XX.10, optical excitation at 267 nm prepares the molecule in the 1B valence state. The 

wavepacket slides down the 1B potential energy surface and transitions through two conical intersections 

(CI) to the ground state of the ring-open 1,3,5-hexatriene (HT) product63. Interestingly, a 200 nm excitation 

of CHD to the 3p state results in a different reaction pathway, leading to a kinetic ring-opening reaction on 

the ground electronic surface that will be discussed in the next section23.  

The dynamic ring-opening reaction of CHD, a prototypical example of an electrocyclic reaction, 

has been studied extensively by spectroscopic experiments64,65,66. Even though the time scales were well 

 
Fig. XX.10. The potential energy surfaces of 
CHD allow for reversion to the ground state of 
the reactant molecule. The path through the 
2A/1B CIs can either deflect the wavepacket 
away from the symmetry plane (1B excitation, 
leading preferentially to the HT product) or 
focus it onto the symmetry plane (3px,y 

excitation, leading preferentially to the hot 
CHD). Reproduced from reference 23, under the 
terms of the CC BY-NC 4.0 license, 
http://creativecommons.org/licenses/by-nc/4.0/. 
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known, the time-evolving molecular structures during 

the reaction remained experimentally undetermined. By 

using ultrafast x-ray scattering, the molecular motions 

associated with the ring-opening reaction of CHD 

became accessible. Fig. XX.11 shows ultrafast x-ray 

scattering patterns of CHD at several selected time 

points. To model the dynamic motions of the molecule, 

the 100 calculated trajectories of Fig. XX.9 were 

weighted and compared to the experimental signals 

using the method described in the section XX.3.3.3. As 

shown in Fig. XX.11, the fits (colored lines) agree well 

with the experimental data (black lines). From the 

analysis, the time-dependent molecular structures of 

both ring-opening and ring-closed channels are 

extracted, with a branching ratio determined as 3:2, i.e. 

60% HT yield12. A later theoretical study 67  using 

extended multistate complete active space second-order perturbation (XMS-CASPT2) surface hopping 

found a quantum yield for HT formation to be 47±8%, which is in reasonable agreement with the ultrafast 

x-ray scattering study. 

For simple molecular systems, specifically diatomic molecules such as I2, frequency-resolved x-

ray scattering signals obtained from the temporal Fourier transform of the time-resolved x-ray scattering 

patterns can be used to 

characterize bound and 

dissociative motions of the 

molecule18. Fig. XX.12 

shows the ultrafast x-ray 

scattering signal of I2 in 

both time domain and 

frequency domain. There 

are two dissociation 

channels indicated as white 

lines, with positive slopes 

in the positive angular 

frequency region. The final 

 
Fig. XX.12. (a) Isotropic component of the experimental time-resolved 
x-ray scattering following 520 nm excitation. 𝑆q,�(𝑄) is the isotropic 
scattering signal of unexcited molecules before time zero. (b) Power 
spectrum of (a). Reprinted with permission from reference 18. Copyright 
2019 by the American Physical Society. 

 
Fig. XX.11. Experimental (black lines) and 
computational (colored lines) scattering 
signals for the first 250 fs of the ring-
opening reaction of CHD at 267 nm 
excitation. Reprinted with permission from 
reference 12. Copyright 2015 by the 
American Physical Society. 
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velocities for the two dissociations were determined to be 16.4±0.2 Å/ps and 19.9±0.2 Å/ps, respectively. 

There is also a bound state motion peaked at 𝜔 = 11.6±1.1 THz, which is shown as a bright horizontal line 

in the positive angular frequency region. Frequency-resolved x-ray scattering provides a useful 

interpretation of the ultrafast x-ray scattering signal for diatomic systems. Implementations for more 

complex polyatomic molecules, and in molecular systems with multiple competing dissociation pathways, 

remain to be developed68.  

 

XX.3.5. Ultrafast chemical kinetics 

Dynamic motions of molecules as 

discussed above entail the movements of 

wavepackets across potential energy surfaces 

that are concerted across all molecules of an 

ensemble. Kinetic reactions occur when the 

wavepackets have dephased and the reaction 

dynamics is better described using statistical 

models. In kinetic reactions, only the 

reactants, any transients and the reaction 

products are observed while the passing 

through transition states remains obscured. 

Nevertheless, a great deal of information can 

be obtained by studying chemical kinetics on 

ultrafast time scales. Time-dependent x-ray 

scattering patterns measured from 

femtosecond to picosecond or further to 

nanosecond time scales have been applied to 

study the kinetics of photoinduced chemical 

reactions22,23,24. Because chemical kinetics 

can usually be modeled with rate equations, 

the time-dependent scattering signals can be 

viewed as orthogonal contributions with the 

time dependence following the kinetic 

process and the q dependence arising from 

the patterns of the individual transient 

 
Fig. XX.13. Plotted on top is the isotropic component of 
the time-dependent experimental percent difference 
scattering signal of CHD as a function of time and the 
absolute value of the scattering momentum transfer. The 
bottom panel shows averages over two q ranges (dots) 
and the kinetic fit (lines). Blue dots are averaged over q 
range of 0.3-1.6 Å-1 while orange dots are averaged over 
q range of 1.7-2.5 Å-1. The panels are divided into three 
time segments: one from −1 to 1 ps to show the ultrafast 
temporal response to the pump laser pulse; the times 
from 1ps to 15 ps showing the initial ground-state 
population; and the time range from 15 ps to 1 ns (on a 
log scale) giving the increase in HT population as the 
molecules equilibrate on the ground state potential 
energy surface. Reproduced from reference 23, under the 
terms of the CC BY-NC 4.0 license, 
http://creativecommons.org/licenses/by-nc/4.0/. 
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species. The time-dependent x-ray scattering signal can then be modeled as23,24 

%Δ𝐼P��(𝑞, 𝑡) = γ(∑ %Δ𝑆�(𝑞)𝐹�(𝑡)� ) ∗ 𝑔(𝑡),     (XX.5) 

where %Δ𝐼P��(𝑞, 𝑡)  is the isotropic component of the %Δ𝐼(𝑞, 𝜙, 𝑡) , %Δ𝑆�(𝑞)  represents the isotropic 

percent difference scattering pattern of transient structure 𝛼, which can be treated as adjustable parameters, 

while 𝐹�(𝑡) is the corresponding time-dependent population as determined by the kinetics scheme. The 

scalar 𝛾  is the excitation probability and 

𝑔(𝑡)  is a Gaussian function that 

characterizes the temporal instrument 

response. By fitting the experimental data 

using eq. XX.5, the time constants of the 

kinetic scheme and the scattering patterns, 

%Δ𝑆�(𝑞), of individual transient species 

can be determined simultaneously from a 

global fit. This concept has been used to 

study the photoinduced ground-state ring-

opening kinetics of CHD23 and the 

intramolecular excited state charge 

transfer of N,N’-dimethylpiperazine24. 

While excitation of the CHD molecule at 266 nm results in dynamic motions, excitation at 200 nm, 

which leads to the 3p Rydberg state, results in an electronically excited state with a short, but measurable 

lifetime. Fig. XX.13 shows the experimental results of CHD upon excitation to the 3p state23. In addition 

to the initially excited state and the subsequent electronic decay on the femtosecond time scale, the 

experimental data shows a gradually evolving signal from 

picosecond regime up to 1 ns. This suggests that a kinetic reaction 

on the hot ground state of the system is involved following the 

electronic decay of the initially excited 3p state. By using eq. XX.5 

to fit the experimental data, a full reaction scheme of the kinetics can 

be unveiled as illustrated in Fig. XX.10. The analysis determined that 

the initially excited 3p state decays in 208±11 fs to the electronic 

ground state. During this process, 76±3% of the molecules were 

found to decay back to the vibrationally hot, ring-closed ground-state 

CHD, while the remainder undergoes a rapid ring-opening reaction 

to form hot HT. A thermal ring-opening reaction on the ground 

electronic state surface then occurs and an equilibrium between the 

 
Fig. XX.14. Contributions to the percent difference 
scattering signals of the CHD, after 200 nm excitation and 
subsequent relaxation into thermal (~2870 K) vibrations. 
Shown are the contributions arising from the distance 
shifts, anharmonicity, correlations between atom-atom pair 
distances and exact vibrational amplitude. Reprinted from 
reference 27, with the permission of AIP Publishing. 

 
Fig. XX.15. Reaction pathway 
for Rydberg-excited DMP. 
Reprinted with permission from 
reference 69. Copyright 2013 
American Chemical Society. 



20 

hot CHD and hot HT is reached with the ring-opening and ring-closing time constants determined to be 

174±13 ps and 355±45 ps, respectively. The analysis also yields the scattering patterns of the separate hot 

CHD and HT products. To accurately model the scattering patterns of the hot products, a novel method 

based on molecular dynamics trajectories was developed27. As shown in Fig. XX.14, this is necessary for 

vibrationally hot molecules because large amplitude vibrational motions are usually anharmonic, and 

correlated distances and distance shifts must be included when modeling their scattering patterns. 

In N,N’-dimethylpiperazine (DMP), previous photoelectron investigations have shown that 

excitation to the 3p state will lead to rapid relaxation to the charge-localized (3sL) and charge-delocalized 

(3sD) conformers in the 3s state on the femtosecond time scale. As shown in Fig. XX.15, the charge transfer 

then proceeds as the molecules evolve on the 3s potential energy surface. An equilibrium between 3sL and 

3sD conformers is reached with an overall time constant of 2.65 ps69. This kinetic scheme was recently 

confirmed by an ultrafast x-ray scattering experiment24. Using the previously determined reaction kinetics 

and eq. XX.5, the scattering patterns of the 3sL and 3sD products were extracted as shown in Fig. XX.16. 

By using the structure determination method based on structure pools as described in section XX.3.3.2, 

complete molecular structures of the charge-localized and the charge-delocalized species in the 3s state 

were determined. It was found that charge transfer weakens the carbon-carbon bond to an unusual 1.634 Å 

bond length while the bond lengths between the nitrogen and the ring-carbon atoms contract from an 

average of 1.505 to 1.465 Å24. This 

demonstrates that the ultrafast x-ray 

scattering can resolve the changes in 

molecular structure that arise form charge 

transfer and can provide valuable 

benchmarks for the evaluation of 

computational electronic structure 

methods70,71.  

 

XX.4. Summary 
The advent of XFEL facilities has 

had a transformative impact on the study 

of excited-state molecular structure and 

chemical reaction dynamics. One of the 

experimental techniques enabled by 

XFELs is ultrafast time-resolved gas-

phase x-ray scattering. Accurate 

 
Fig. XX.16. Experimental and calculated percent 
difference isotropic scattering patterns and molecular 
structures of DMP in the charge-localized 3sL and the 
charge-delocalized 3sD conformers. The experimental 
results (circles and diamonds) are extracted from the 
kinetics fit with 3σ uncertainties and divided by the 
excitation fraction γ, determined from the fit. Calculated 
scattering patterns (solid lines) are for the experimentally 
determined optimal structural parameters with electronic 
contributions included. (Inset) Representative geometries 
of 3sL and 3sD. Figure reproduced from reference 24. 
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measurements of excited state electron densities and molecular geometries provide new insights into 

chemical bonding and molecular dynamics, and offer essential benchmarks for the further development of 

theory and computational methods in dynamics and electronic structure theory. Ultrafast time-resolved, 

gas-phase x-ray scattering is capable of resolving both nuclear and electron motions during chemical 

reactions. Further advances, including higher energy photons and high repetition rate XFELs such as LCLS-

II48, the ongoing development of ultrafast x-ray scattering theory 72 ,49,51, 73 , 74  and advanced structural 

inversion methods75,76,77 promise future ultrafast x-ray scattering experiments that directly map the coupled 

electron and nuclear motions, providing a detailed and comprehensive view of chemical reactions in real 

time78,79. 
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