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Abstract

A Compact, Ultrastable, Operando X-ray Ptychography Microscope at the Advanced Light
Source

by
Kasra Nowrouzi
Doctor of Philosophy in Applied Science and Technology
University of California, Berkeley

Professor Roger Falcone, Chair

X-ray imaging traces its roots back to the discovery of x-rays by Rontgen in 1901, in the
form of simple projection imaging. Several decades later, fabrication of x-ray optics enabled
image formation at higher resolutions, leading to microscopy. Nevertheless, microscopy at
resolutions on the order of the x-ray wavelength has only become possible in recent years,
after a host of enabling technologies, including high-brightness coherent sources, advanced
detectors, high-performance computers and algorithms, and precision instrumentation were
brought together by multidisciplinary teams of scientists to form one coherent imaging sys-
tem. Today, x-ray ptychography microscopes operating at modern synchrotron facilities can
image thick samples at unprecedented resolutions, and yield chemical information about the
sample, enabling novel material science studies. The field is rapidly developing, and the
advent of new Diffraction Limited Storage Ring (DLSR) sources around the world promises
to provide new opportunities with increased coherent brightness.

This dissertation presents new advances in instrumentation and analysis at the Advanced
Light Source at Lawrence Berkeley National Lab. A new x-ray ptychography microscope is
described, compact in size and ultrastable in both vibrations and drift, enabling better
than 3nm spatial resolution, and integrating a TEM-compatible in-situ sample holder to
enable multimodal, operando, and cryogenic experiments. A new approach to the analysis of
spectro-microscopic data is presented, combining low-resolution STXM and high-resolution
ptychography images to produce chemical maps at high resolution without a priori reference
spectra. This is achieved by collecting STXM data at fine x-ray energy increments, from
which spectra are extracted by PCA and clustering. The ptychography data, collected at
only a few energies, is then fitted to these extracted spectra. Finally, new ideas are explored
to speed up scanning in ptychography, leading to a reduction in scan overhead, dose, and
data collection times. This is done in two ways: firstly, a simple, yet effective, scanning
algorithm is introduced to adjust feedback parameters for the piezo stage scanning the zone
plate, reducing the scan overhead time. Secondly, lower density scan patterns and their
effects on quality and resolution of reconstructions are investigated; based on these, ideas



are proposed to intelligently reduce the total number of diffraction patterns collected, while
only minimally affecting results. Combined with the promise of increased coherent flux with
upcoming DLSRs, leading to much shorter exposure times, these speedups will enable much
faster ptychography scans, greatly facilitating tomography or in-situ experiments, currently
taking many hours or days.
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Chapter 1

Introduction to X-ray Microscopy

This chapter starts by motivating x-rays as carriers of information in microscopy and review-
ing x-ray interaction with matter. X-ray optics and coherence of the beam are discussed next,
leading up to traditional full-field and scanning probe techniques. Finally, shortcomings of
traditional techniques are used to motivate Coherent Diffractive Imaging, to be discussed in
chapter 2. Throughout most of this introductory chapter, we closely follow chapters 1-4 and
10-11 of X-rays and Extreme Ultraviolet Radiation, by David Attwood and Anne Sakdinawat

[1].

1.1 Background and Motivation

1.1.1 The X-ray as the Imaging Medium

X-ray imaging is intrinsically tied to the discovery of x-rays, leading to the inaugural Nobel
prize in Physics, awarded in 1901 to Wilhelm Rontgen, after whom x-rays are named in the
German language (Rontgenstrahlung; literally: “Rontgen radiation”). The type of imaging
involved in this discovery was simple projection imaging: he placed various objects between
a source of x-rays and a fluorescent screen (or a photographic plate), and observed the
pattern formed, with no optical components involved [2]. Since then, we have understood
this mysterious radiation to be just another interval within the Electromagnetic spectrum,
as visualized in Fig. 1.1.
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Figure 1.1: X-rays as a part of the Electromagnetic spectrum, displayed by both wavelength
and photon energy (in eV). Reproduced from Attwood and Sakdinawat [1] with permission.

Today, more complicated modes of x-ray imaging have become commonplace. In this
dissertation, we concern ourselves with microscopy as the imaging mode. In particular, in
this section, we seek to give context to x-ray microscopy alongside visible light and electrons
as two popular means of microscopy. (It should be noted that there are a range of other
means available for microscopy, including, for example, neutrons [3] and helium ions [4].)

Why use x-rays at all alongside visible light and electron techniques?

Let’s start with spatial resolution, a measure of the smallest features distinguishable by
the microscope. One such measure, widely in use today, is the Rayleigh criterion, introduced
by Lord Rayleigh [5]:

0.61)\
NA (1.1)

where A denotes the wavelength and NA = nsinf is the numerical aperture, with n
the refractive index, and 6 the largest scattering angle allowed through the imaging system.
Although the refractive index and the scattering angle tend to work to the benefit of visible
light (due to the weaker interaction of x-rays with matter, as we will see later in this chapter),
the fact that x-ray wavelengths are orders of magnitude smaller than those of visible light
establishes a fundamental resolution limit far in favor of x-rays. On the other hand, the
de-Broglie wavelength of the electron beam in a typical electron microscope is still much
smaller than x-ray wavelengths [6, page 112]; and electron microscopes do indeed achieve
higher resolutions compared to all other techniques. But spatial resolution is not the only
important figure of merit in microscopy.

Electrons and x-rays interact with matter in fundamentally different ways, giving rise to
many practical consequences in microscopy. One such consequence is the difference between
attenuation lengths of the two in a given sample: although the exact lengths vary, depending
on the sample as well as the energies of the x-ray and electron beams, the attenuation lengths
for x-rays tend to be substantially longer than for electrons, giving x-rays access to thicker
samples [7].

A"nRayl. =
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Aside from making thicker samples accessible, x-ray techniques also “provide a wealth of
information from elemental and chemical composition to molecular orientation and magnetic
order in specimens, which often can not be measured by any other technique” [8, 9]. Together,
these characteristics can enable new scientific applications, allowing, for example, detailed
chemical maps (through oxidation state) of charge-discharge state of novel battery materials
at nanometer scale resolutions [10].

In order to shed more light on the points above, we need to understand x-ray interaction
with matter in more detail:

1.1.2 X-Ray Interaction with Matter

An x-ray beam can be described as a wave, with an amplitude and a phase associated with it
at each point. When this wave enters the sample under study and interacts with it, both the
amplitude and the phase could be modified by the interaction. Here, we attempt to build
an intuition for this interaction and introduce the relevant formulas. For a full, rigorous
derivation of all formulas in detail, the reader is referred to chapters 2 and 3 of [1], which
we roughly follow here.

X-rays carry electromagnetic energy. As such, they interact with, and exert force on,
charged particles, as described by the Lorentz force: F = g(E + v x B). Although electrons
and protons carry the same electric charge and would thus experience the same force in the
same field, the electrons in an atom experience orders of magnitude stronger acceleration,
since they are orders of magnitude less massive than protons. We thus focus on the interac-
tion of electrons with the x-ray beam. We will do this by starting with a free electron, then
extending to a bound electron and a collection of bound electrons in an atom, and finally
considering a bulk of material made of atoms.

A free electron in the path of incident electromagnetic radiation experiences force (and
thus acceleration) due to the oscillating EM field. The oscillating charge, in return, gener-
ates EM radiation. A full derivation reveals the instantaneous power emitted by such an
oscillating electron with acceleration a observed at a distance r to be

S(r.f) e?|al?sin? ©
1672€egc3r?
where e is elementary charge and © is the angle between a and the direction of observa-
tion, ko. This angular dependence of radiated power indicates that when a plane wave (or
parallel rays, in the ray picture) of x-rays is incident on an electron, the electron effectively
redirects the radiation in all angles. We refer to this phenomenon as scattering, and with it
associate a parameter o called the scattering cross-section

(1.2)

Pscatt.
|S;]

(1.3)

g
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where the numerator is the average scattered power, and the denominator is the average
incident power per unit area (resulting in units of area for the scattering cross-section, as
expected). For a free electron, this parameter turns out to be a constant
8T

O = ?7“6 (14)

where 7, is the classical electron radius. (One way to classically think of this, with the
classical cross-section area of the electron in the path of incident radiation being 7r?, is that
a free electron scatters the radiation incident on roughly three times the area of its classical
cross-section. )

In the case of a bound electron (as one bound to a positively charged nucleus of an atom)
the derivation leading to the above result is complicated by the presence of the restoring
force of the nucleus, with which a resonance frequency wy is associated. Accounting for this,
and also including a dissipative parameter -y to account for the oscillator’s energy loss (with
the assumption 7/w < 1 where w is the frequency of the incident radiation), the scattering
cross-section for the bound electron becomes

4
87 2 ©

r
3% (w2 —wd)* + (w)*

We note the strong frequency dependence of scattering cross-section for the bound elec-
tron. In particular, there is a strong amplification on resonance (where w =~ wy), while
the result tends to the free electron case in the high frequency limit w > w,. Although
of little relevance to our x-ray context, the reader may find it of interest to note that the
low-frequency limit of this cross-section describes Rayleigh scattering [11].

Equation 1.5 serves as the starting point for the calculation of a multi-electron atom’s
cross-section of scattering, where one needs to keep track of contributions by each bound
electron. A schematic of this is visualized in Fig. 1.2:

g =

(1.5)

Electron
at Ary

[N
Observer
atr>> [Ary

-
»>

Figure 1.2: A multi-electron atom modeled as a collection of bound electrons around a
nucleus of charge +Ze, viewed by an observer in the far-field. Reproduced from Attwood
and Sakdinawat [1] with permission.
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The scattering cross-section for the whole atom calculated in this way becomes still more
complicated:

8
o = SIS (16)
where
4 w2e—iAk-Ars

f(Akw) =)

s=1

w? — w? +iyw (1.7)

contains the frequency-dependent contributions of the ensemble of electrons, and is called
the atomic scattering factor. This is a complex term and contains phase contributions due
to relative placement of electrons within the atom. This term, in general, is non-trivial
to calculate; but it does simplify in specific cases where Ak- Arg — 0. With parameters
as defined in Fig. 1.2 and k; = 27/) being the wavevector of the incident wave, we have
|Ak| = 2k;sinf = 2Tsinf. Noting that the electron distribution in an atom is within a
distance on the order of the Bohr radius ag, we find the following bound:

4mag

|Ak- Arg| < sin 6 (1.8)

and thus conclude that the left hand side will vanish in either of the following circum-
stances:

o forward scattering, where 6 < 1

e long wavelength limit, where A/ag > 1

thus simplifying Equation 1.7

) =3 9 19)

2 2 ;
W —wy + 1w

s

The parameter g here serves the purpose of accounting for multiple electrons, such as
those in the same orbital, sharing the same resonance frequency ws, and is termed oscillator
strength. It is then naturally subject to constraint ) gs = Z.

Note that with Bohr radius being of sub-Angstrom scale, the condition \/ag > 1 is
satisfied for a significant portion of the x-ray spectrum, where Equation 1.9 serves as a valid
approximation. But, as a matter of more immediate practical importance, microscopy in
general involves not just scattering from one multi-electron atom, but a collection of atoms
scattering in concert. This collective behavior is captured by the complex index of refraction,
which depends on forward scattering, as we will see shortly. Thus, we regard f°(w) as a valid
approximation to f(w) insofar as microscopy is concerned.

The derivation of the index of refraction starts with the wave equation for EM waves
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7, —1 [0J(r,t)
_ E(r.t) = — |22 4 2 t 1.10
((9152 c*V ) (r,t) o { 5 + c“Vp(r,t) ( )
which itself follows from Maxwell’s equations [1, page 29]. After various substitutions

and rearrangements [1, pages 61-63], we arrive at

e’n qg 0?
1 - —= u — — V2 Ep(r,t) =0 1.11
[( €om XS: (w? — w?) —|—2"yw> e © V| Br(r0) (1.11)
which can be rewritten as
0? o,
_ E t) = 1.12
¥ B =0 (1.12)

with the index of refraction, n(w), defined as

1/2

(1.13)

e*n, s
=1|1-
n(w) [ €om ; (W? —w?) +iw

as the parameter that modifies ¢, the phase velocity of light in vacuum. In the x-ray
regime, due to the magnitude of w, the deviation of n(w) from unity is extremely small; and
so Equation 1.13 can be written as

2

n@):1—6”“§:( I (1.14)

2eom w? —w?) +iyw

The summation term here reminds us of f° in Equation 1.9, off by w? = (2mc/A)? where
A is the wavelength in vacuum. Decomposing f° into its real and imaginary parts

W) = Fw) +ify(w) (1.15)
and noting the classical radius of the electron as ry = €?/4wegmc?, we could rewrite 1.14
as

NaTe A\

o [P (w) —if3(w)] (1.16)

It is customary to simplify notation by rewriting the above as

nw)=1-

nw)=1—=3§+16 (1.17)
where
a 8)\2
5:n; FO(w) (1.182)
a 6)\2
5:n; f3 (w) (1.18b)
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The parameters § and [, the real and imaginary parts of the deviation from unity of
the refractive index, account for a material’s effect on phase velocity and the amplitude of
the x-ray wave compared to vacuum. In the x-ray regime, these parameters are quite small
(typically orders of magnitude smaller than unity) and get even smaller with increasing x-
ray energy (as expected, due to the A\? factor in 1.18 and also in the behavior of f°.) An
important general behavior of note is that although 6 and § are of roughly the same order
for x-ray energies around a keV, 3 experiences a much steeper decline with increasing energy
compared to J, resulting in a difference of several orders of magnitude by the time we are
in the several keV range. (An example of this for silicon is plotted in Fig. 1.3.) This
has practical implications in microscopy: techniques based on both absorption contrast and
phase contrast mechanisms work well at lower energies, while microscopy at higher energies
tends to rely on phase contrast for better results [12].
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Figure 1.3: An example of delta/beta behavior over a range of soft and hard x-ray energies.
From CXRO’s x-ray database, http://henke.lbl.gov/optical constants/getdb2.html

The dependence of § and  on x-ray energy/wavelength (and the practical implications
thereof) is significant enough that by convention the x-ray spectrum has been divided into
roughly two main regimes: the soft z-ray regime for wavelengths on the order of a nanometer,
and the hard x-ray regime for more energetic x-rays. Hard x-rays experience much less
attenuation and phase shift compared to soft x-rays, and are thus more suitable for probing
thicker samples. However, there is no abrupt physical reference for the threshold between the
two regimes, and so the official convention for the cutoff varies by source, but is in the several
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keV energy range. The transitory range between soft and hard x-rays is sometimes referred
to as the tender z-ray regime. (For literature examples on various numbers delimiting soft,
tender, and hard x-rays, see e.g. [13], [14], [15].)

To more clearly relate 0 and 3 to phase velocity modification and amplitude attenuation,
we can write down the expression for a plane wave in the standard form:

E(r,t) = Ege (@K1 (1.19)
Now, substituting 1.17 into the dispersion relation

w C C

- 1.20
k- n 1-=06+1ip ( )
we solve for k
W .
kE=—(1-041ip) (1.21)
c
and substitute into 1.19 to obtain
E(I‘, t) — Eoe—iw(t—r/c)6—i(27r6/)\)'r6—(27r6/)\)r (122)

where the first exponential describes vacuum propagation, the second describes the phase
shift due to 0 of the material, and the last exponential describes amplitude attenuation due
to absorption in the material, related to 5.

Following this form, we can immediately write down the phase shift in the material of
thickness Ar as

Ap = QL)\(SAT (1.23)

To characterize the amplitude attenuation, we use the concept of absorption length (or
attenuation length), denoted by [, and defined as the distance in the material where the
intensity of the wave is reduced by a factor of e. This corresponds to an E-field reduction
of e'/2, since the intensity of the EM wave is proportional to the square of the amplitude of
the electric field. We then have:

o~ 278/ Nlabs _ ,=1/2 (1.24)

Solving for the absorption length, we find

(1.25)

It should be noted that while x-rays do attenuate in matter due to absorption (as with
other forms of radiation), the phase shift they experience (as denoted in Equation 1.23) tends
to be positive, due to a positive (though very small) . This is because the phase velocity
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of x-rays in matter is higher than in vacuum, leading to a phase advance, unlike most other
parts of the EM spectrum. (It should be stressed that this is the phase velocity and not the
group velocity of the EM wave.) Fig. 1.4 visualizes this point.

-

Refractive index. n
[—

Infrared Visible l Ultraviolet | X-ray
»

=

Dy
Figure 1.4: The general behavior of the real part of the index of refraction for various parts
of the EM spectrum. Reproduced from Attwood and Sakdinawat [1] with permission.

To recap, electrons in a sample under study interact with the incident x-ray beam in
concert to give rise to bulk effects, i.e. intensity attenuation and phase change, characterized
by the complex index of refraction and dependent on sample thickness and x-ray wavelength.
X-ray microscopy involves extracting as much of this information from the sample as desired
and possible. As we will see, some traditional techniques only yield information about
intensity attenuation through absorption, whereas newer techniques, such as ptychography,
pertinent to this thesis, simultaneously quantify both absorption and phase change.

1.2 Considerations in X-Ray Imaging Modalities

As discussed in section 1.1.1, the discovery of x-rays was inextricably linked to x-ray imaging,
of projection imaging modality. Since then, more advanced imaging modalities have been
developed over the decades. In order to enable these developments, scientists and engineers
have had to overcome several barriers, and invent and implement various technologies. Some
of the challenges that have been addressed have involved creating better x-ray sources with
suitable properties, fabricating x-ray optics, and increasing computational capabilities.

In this section and the next, we discuss some of these issues and relate them to various
imaging modalities.

1.2.1 The X-Ray Spectrum and X-Ray Optics

A natural step in creating an imaging system has traditionally been the development of
optics, used to focus beams and form images. Here we briefly mention some important
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optics used in x-ray imaging.

As mentioned in 1.1.2, the parameters § and [ are orders of magnitude smaller than
unity in the x-ray regime (indicating the weakness of interaction with matter), and they get
much smaller with increasing x-ray energy. This makes x-ray optics development a much
different enterprise compared to visible light, though there are still some similarities in at
least one case: the compound refractive lens [16]. This is where we start.

In a visible light lens (take a convex lens, for example), the goal of bringing incident
rays into focus is achieved by bending each ray in two places: the entry interface into the
lens and the exit interface, where the rays leave the lens. The bending happens due to
refraction (with which we assume the reader is familiar), and the lens surfaces are shaped
to bring parallel incident rays into focus. A compound refractive lens (CRL) is very similar,
with two main differences: 1) To achieve the same focusing effect, the placement of lens
material and vacuum (or air) needs to be swapped. This is because in the case of x-rays, the
index of refraction is higher in vacuum than in material, as discussed in 1.1.2, which inverts
the bending direction at vacuum-material interface. 2) Due to the weakness of refraction
at x-ray wavelengths (since the refractive index is close to unity), a single such structure
has little focusing power. They are thus fabricated as a series in tandem (hence the term
“compound”.)

To find the focal length of a biconcave CRL, we start with the Lensmaker’s Formula [17,
p. 158]:

1 1 1

—=n-1(= - = 1.26

f =1 (Rl Rz) (126
and substitute R = Ry = —R; (for a biconcave lens) and n = 1 — ¢ (using only the real

part of the refractive index, which accounts for the bending of rays) to find f = R/26. This
effect is amplified by the number N of total structures in series, to effectively yield:

R

I =353

(1.27)
A schematic of the CRL follows:

Compound refractive lens

— f=R/2Nd
— ==
e

Figure 1.5: Compound Refractive Lens. Reproduced from Attwood and Sakdinawat [1] with
permission.
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A side-effect of the desired focusing effect of the CRL is the undesirable attenuation of
the x-ray beam. While this is tolerable for hard x-rays (with an obvious trade-off between
focusing power and transmission, the former requiring larger N, and the latter the opposite),
the larger 5 makes the CRL not a good choice for soft x-rays [18]. Instead, soft x-ray optics
typically make use of bending mechanisms not requiring passage through ‘thick’ materials,
namely Total External Reflection (TER) and diffraction.

TER is another peculiarity of x-rays arising due to sub-unity refractive index, extending
the inversion of direction of x-ray bending in refraction. It is the analog of TIR (Total
Internal Reflection) for visible light: If x-rays are incident on a material at an angle less than
the critical angle (6. = V26, which is typically on the order of a degree, and gets smaller
with increasing photon energy [1, p. 76]) as measured from the surface of the material, they
will not transmit through but instead will be efficiently reflected. The Capillary Lens is an
example of an optic based on TER. It is, in its simplest form, a hollow tube which is shaped
in such a way as to bend incident x-rays at different angles through one or more TERs, as
the rays are incident at glancing angles on the internal surface of the capillary. Multiples of
these tubes could be nested to form a polycapillary, to collect and efficiently reflect a larger
part of the incident beam. Capillary lenses could be used in a wide range of x-ray energies,
generally 1-100 keV [19].

Diffraction is another mechanism leveraged by some x-ray optics. One such optic, widely
used in soft x-ray microscopy, is the Fresnel Zone Plate lens. The zone plate consists of a
series of concentric, typically circular, x-ray transparent slits (“zones”, indexed by n = 1...N,
with r,, denoting zone n’s radius) with opaque regions separating the zones. The zones get
smaller and smaller with increasing radii, so that the first order diffraction peaks from all
zones coincide. (The zeroth order is discarded, blocked by a pinhole termed the Order
Sorting Aperture, or OSA for short.) For a full treatment of the zone plate, the reader is
referred to [1, section 10.6]. We will include important formulae here for reference. With
Ar = ry — ry_1 denoting the outer zone width, the diameter of the zone plate will be:

D ~ 4NAr (1.28)
and the focal length

_ DAr _4N(Ar)?
fe— = (1.29)
Note that the focal length is wavelength-dependent. This makes the zone plate a chro-
matic optic: x-rays of different energies will come to focus at different distances downstream
of the zone plate. For microscopy applications, this necessitates spectral filtering of the beam
to achieve a small enough bandwidth.
The Numerical Aperture takes on the simple form of

A

NA~ —
2Ar

(1.30)
The depth of focus (DoF) is then
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I A (Ar)?
Az =g = 22 (1.31)
Following the Rayleigh criterion Arpgqy. = 0.61A/NA, we find
AF oy, = 1.22Ar (1.32)

for the Rayleigh resolution of a zone plate. In other words, the resolution of the zone
plate is independent of the wavelength and is approximately the same as the width of its
outermost zone. With lithography techniques used to fabricate zone plates advancing over
the last few years, zone plates have established themselves as some of the highest resolution
x-ray optics.

In addition to the first order diffraction peak, higher orders may also be used, as seen in
Fig. 1.6.

=
=

I.|| .

OSA

Figure 1.6: Various orders of a Fresnel Zone Plate Lens. Reproduced from Attwood and
Sakdinawat [1] with permission.

Higher orders have smaller focal length and can thus achieve better resolution; but this
comes at the cost of stricter bandwidth requirements due to chromatic nature of the optic,
and otherwise reduced efficiency, since higher diffraction orders are of lower intensity. In
general, half of the incident power is typically absorbed by the opaque region of the zone
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plate, a quarter goes into the zeroth order, and odd orders contain 1/m?n? of the power,
with m denoting the order [1, p. 477].

An important parameter in zone plate fabrication is the aspect ratio, which is the ratio
of the depth to thickness of the thinnest zone. Due to the reduced interaction of x-rays
with matter at higher x-ray energies, much higher aspect ratios are required for zone plates
meant to be used in the hard x-ray regime. The difficulty in fabrication of high aspect
ratio structures has traditionally been a major roadblock in availability of such zone plates,
though recent advances are changing that trend [20].

1.2.2 Coherence Properties and Implications

In the last section we discussed the optics used to focus x-rays to a small spot. Aside from
the optics, the x-ray beam itself also has a fundamental property that plays a role in this
focusing. This property is called coherence, and is also responsible for the ability of the
beam to form interference patterns. Mathematically, it is the degree to which the phase of
the beam at two distinct points in space (or time) are correlated. It could be formalized
through the normalized complex degree of coherence:

(EA(D)E5(t))

MlQ:\/<|E1|2>\/<|E2|2>

Here, F; and FE, are the complex-valued scalar electric fields at points 1 and 2. The
numerator is called the mutual coherence function and the denominator serves the purpose
of normalization. (In a more general form, one could include a time delay between points
1 and 2 to measure temporal effects in addition to the current spatial form.) The function
112 takes on a value of 1 for full coherence between points 1 and 2, and 0 for complete
incoherence.

Coherence is typically discussed in two different forms: t¢ransverse (perpendicular to
the direction of propagation) and longitudinal (in the direction of propagation), with the
latter sometimes referred to as temporal coherence, since passage of time is associated with
propagation.

In the direction of propagation, one can imagine the phase relationship breaking down
due to a finite bandwidth in the beam, corresponding to the wavelength range AX. Then
the spectral components at either end of the bandwidth would eventually be out of phase
by 180 degrees, as illustrated in Fig. 1.7. The length over which this happens is referred
to as the temporal or longitudinal coherence length, denoted by l..,. If it takes N, cycles
for the shorter wavelength, A, to reach this length (thus l.,, = NeopA), then it would take
Neon — 1/2 cycles for the longer wavelength (and thus leon = [Neon — 1/2][A+ A)]). Equating
the two, we find

(1.33)

)\2
lcoh = 2AN

(1.34)
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Figure 1.7: Phase relationships losing correlation over time due to spectral bandwidth. Re-
produced from Attwood and Sakdinawat [1] with permission.

Even if the bandwidth of the source is infinitesimally narrow, different points on a wave-
front may still not be perfectly phase-correlated in the transverse direction. To investigate
this, we imagine a converging (or diverging) beam, and start by applying the Heisenberg
Uncertainty Principle to the position-momentum pair:

Ax-Ap > h/2 (1.35)

Assuming small bandwidth, the uncertainty in momentum would be due to the uncer-
tainty in the angle 6; thus |Ap| = hkA# in the small-angle approximation. We then have:

Az - hkAO > h/2 (1.36)

Substituting k& = 27/ and simplifying, we find

Az - AO > \/4dm (1.37)

Letting d denote the size of the source and # the half-angle of beam divergence, we arrive
at

d-0> )21 (1.38)

The equality limiting case of 1.38 corresponds to a perfectly coherent beam; and a beam
satisfying this condition is said to be diffraction limited. (This form of 1.38 with the numerical
factor 1/27 is for d and 6 representing the rms values of a Gaussian beam. Other metrics
would result in different factors, such as roughly 1/2 for FWHM. [1, p. 117]). Thus, a fully
coherent beam converging at an angle # will not focus to an infinitesimal point, but to a
spot of size d as determined by this equality. Partial coherence of the beam will broaden the
spot (and the beam) for the same angle.

The transverse coherence length is a measure of the portion of the beam cross-section
still maintaining phase correlations, and is a function of z, the propagation distance away
from the focal plane. To quantify it, we start with the equality case and replace 6 with
liransverse/# (in small-angle approximation), arriving at



CHAPTER 1. INTRODUCTION TO X-RAY MICROSCOPY 15

ZA

lransverse = 55 1.39
! 2rd ( )

Aside from its implications on focusing the beam, coherence also has consequences in how
an optical system transfers the contrast of features in the sample under study to the image
formed by the system. (The function that measures this transfer as a function of spatial
frequencies on the sample, in magnitude, is the Modulation Transfer Function.) Intuitively,
one can imagine that smaller features on a sample would scatter incident photons at larger
angles (just like a smaller slit in the single-slit experiment results in peaks forming at larger
angles.) In order for the imaging system to incorporate these higher spatial frequencies in the
final image, the imaging system needs to capture these photons scattered at larger angles.
Now, assuming that the objective NA of the system is fixed, the only way to increase the
scattering angle captured by the system is if the x-rays incident at each given point on the
sample have a diversity of incidence angles. This corresponds to reduced coherence, since
full phase correlation in a neighborhood of the incident wavefront on the sample implies a
fixed angle for an incident ray. Following [21], the diversity in the angles of incident rays
(or “angular wedge of plane waves”) is represented by the condenser Numerical Aperture, or
N Acong, which can be incorporated into the parameter

_ NAcond
7T NAy,

to form a measure of the degree of partial coherence. In the fully coherent case, incidence
angles are fixed for each ray incident at any point on the sample, corresponding to zero
N Acong, and thus 0 = 0. As coherence is reduced, o increases with the increase in the range
of incidence angles, which enables the capture of photons scattered at higher angles by the
system, conveying information about features with higher spatial frequencies. (Of course
this comes at the cost of less information about lower spatial frequencies, normalized to the
total number of incident photons.) This behavior is visualized in Fig. 1.8 for a few different
values of partial coherence.

(1.40)
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Figure 1.8: Effect of coherence on contrast transfer in an imaging system. The dot on the
o = oo curve corresponds to the half-Rayleigh contrast transfer of 13%, at a normalized
frequency of 1.6. Reproduced from Attwood and Sakdinawat [1] with permission.

This, however, does not mean that less coherent illumination is always preferred for all
types of imaging systems, even when limiting our figure of merit to resolution. Indeed, some
of the highest resolution x-ray microscopes depend on the coherence of the beam. (Two
examples of these are: 1-scanning techniques where the resolution depends on the size of the
focal spot. These are especially useful for spectromicroscopy and are described in the next
section. 2-Coherent Diffractive Imaging techniques, which are pertinent to this thesis in the
form of ptychography, which requires a coherent beam and is currently highest resolution
technique in x-ray microscopy. We will introduce these techniques in the next chapter.)

Another implication of coherence in the beam is a ‘ringing’ effect over abrupt edges in the
sample, in microscopy techniques where an objective optic is used to form the image. (Recall
that coherence is also a measure of a beam’s ability to interfere. This ringing is one such
interference effect.) A simple way to visualize this is with a knife edge scan. Fig. 1.9 shows
a numerical simulation of such a scan [21]. Full coherence resulting in too much ringing can
distort the image, though it does result in increased contrast at edge-like features. On the
other hand, too little coherence, while resulting in a smoother image, can broaden and blur
the edge. The optimal degree of partial coherence, from this perspective, depends on the
sample [1, p. 523].
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Figure 1.9: Simulation of a knife-edge scan, visualizing the effect of partial coherence on
intensity distribution over an edge. Reproduced from Attwood and Sakdinawat [1] with
permission.

Coherent illumination is a consequential and important topic in x-ray microscopy. Al-
though some traditional techniques benefit from less than full coherence in the beam, other
techniques, especially those at the cutting edge of x-ray microscopy, depend on the beam’s
coherence. Whatever the case, it is easier, given a coherent source, to reduce/destroy the
beam’s coherence (e.g. by means of a moving diffuser [22, p. 143|) without drastically affect-
ing the beam’s brightness, than to start with an incoherent source and achieve a coherent
beam.

Although coherent sources of visible light have been commercially available for decades
now, in the form of table-top and hand-held lasers, coherent sources of x-rays that are
bright enough for practical microscopy are mainly large particle accelerators, in the form of
synchrotrons (see [1, Chapter 5]) and Free Electron Lasers (FELs) (see [1, Chapter 6]). The
work described in this thesis was conducted at Lawrence Berkeley National Lab’s Advanced
Light Source, a third generation synchrotron facility in Berkeley, California.

1.2.3 Full-Field and Scanning Probe Techniques

One way to categorize microscopy techniques is by region of illumination. One possibility
is to illuminate the entire region of interest on a sample at once, then use an optic to focus
the beam exiting the sample to form an image downstream. This is referred to as full-field
imaging. Alternatively, in scanning probe microscopy techniques, the incident illumination
is focused onto the sample and scanned, and the exit beam is recorded on a detector down-
stream and processed to form an image. In x-ray microscopy, the main traditional full-field
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technique is known as Transmission X-ray Microscopy, or TXM [23], and the main tradi-
tional scanning probe technique is known as Scanning Transmission X-ray Microscopy, or
STXM [24], [25].

In TXM, the incoming x-ray beam (e.g. from a sychrotron beamline) is condensed on the
sample (typically using a capillary or zone plate optic), illuminating the region of interest.
An objective zone plate placed directly downstream of the sample then collects the exit wave
and focuses it to directly form the image on a detector downstream.

Soft X-ray CCD

Zone Plate lens

F.

>

Figure 1.10: Transmission X-ray Microscope (TXM). Reproduced from Attwood and Sakd-
inawat [1] with permission.

In STXM, the incoming beam is focused to the smallest spot possible (when maximal
resolution is desired), typically using a zone plate, and either the optic or the sample is
scanned transverse to the beam direction. A single-pixel detector (such as a photodiode or
PMT) records the total x-ray transmission at each relative position of sample and focused
spot. A map of these transmission values is the final image. A segmented detector can be
used in place of a single-pixel detector to image in darkfield mode [26].
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Figure 1.11: Scanning Transmission X-ray Microscope (STXM). Reproduced from Attwood
and Sakdinawat [1] with permission.

The scanning nature of STXM adds a significant amount of overhead in time needed to
form an image, as opposed to TXM where the entire image is formed at once. This can
become especially important if dynamics in the sample are of interest. However, there are
other factors that can, depending on the experiment, make STXM more desirable. One
is beam damage: since TXM uses an objective zone plate, typically having around 10%
efficiency, ten times as many photons need to interact with the sample to form a comparable
image to that formed through STXM, leading to increased radiation damage. Additionally,
in TXM, due to the nature of available x-ray beams and optics, the condensed x-ray beam on
the sample tends to be non-uniform [27], which, aside from imprinting the non-uniformity on
the final image, makes quantitative spectromicroscopy difficult. (Spectromicroscopy involves
extraction of chemical information by changing the x-ray energy in the neighborhood of an
absorption edge, and analyzing the change in x-ray transmission. More on this in a later
chapter.) This is not an issue with STXM since the entire beam is focused onto a small spot,
resulting in consistent illumination.

Another difference between TXM and STXM is their relationship with beam coherence.
In STXM, the resolution is determined by the size of the spot formed on the sample, which is
optimal in a fully coherent beam. TXM, on the other hand, utilizes an objective zone plate
to form the image, and it thus benefits from improved resolution in a less coherent beam, as
visualized in Fig. 1.8 [1, p. 541].
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1.2.4 Limitations of Traditional Techniques

Traditional x-ray microscopy techniques, such as those discussed so far, have two factors
in common: the final image contains only intensity information about the sample (phase
information is lost), and the image is constrained (e.g. in resolution) by limitations in the
fabrication of the optics (among other constrains). It is desirable to overcome these barriers.
This serves as the motivation for the development of a new class of imaging techniques, known
collectively as Coherent Diffractive Imaging (or Coherent Diffraction Imaging), discussed in
the next chapter.
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Chapter 2

Coherent Diffractive Imaging
Techniques for X-ray Microscopy

2.1 Resolution, the Problem of a Sample’s Phase, and
the Phase Problem

As discussed in the previous chapter, we are motivated, in designing new imaging systems, to
bypass the limitations on resolution imposed by image-forming x-ray optics. Furthermore,
we saw that a sample under study will change the phase of the incident x-ray beam, in
addition to attenuating its intensity. Images produced by traditional microscopy techniques,
such as those described in section 1.2.3, map the attenuation, but convey no information
about the phase change.

2.1.1 X-ray Holography and the Problem of a Sample’s Phase

Traditionally, holography has filled in this gap to provide phase information about the sam-
ple, first demonstrated for electrons by Gabor [28], and later for x-rays [29, 30, 31, 32].
X-ray holography originally involved ‘splitting’ the beam into two, one which is incident
on (and interacts with) the sample, and another, the reference beam, which bypasses the
sample. (The splitting can either be a complete off-axis separation, or the reference beam
can simply be the portion of the incident beam that passes through the sample relatively
undisturbed. The latter is known as inline holography.) The two beams are then made to
interfere, encoding phase information into intensity, which is recorded on a detector such
as photographic film/transparency. This recorded pattern, known as a hologram, can then
be illuminated by the reference wave in the absence of the sample, recreating the sample’s
image. Early results were limited in resolution by the photographic film resolution; later on,
magnification allowed by projection from a point source removed this bottleneck, and set
the source size as the limit [7]. This has allowed resolution as high as 0.5A in the special
case of a fluorescent atom in a crystal acting as the point source [33].
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2.1.2 The Phase Problem

The purpose of the reference beam in holography is to provide a baseline for the phase
of the beam interacting with the sample and encode it into intensity modulation through
interference. Interference with a reference beam would not be needed if we could know the
phase of the the latter beam in a more direct way. If the x-ray beam interacting with the
sample were coherent, the exit wave propagating to far-field (with this propagation working
as a Fourier Transform) would form a speckle pattern on the detector. (Incoherence in the
beam, corresponding to a range of incident angles on the sample at any point, would blur
these speckles and effectively reduce the amount of information recorded.) If the detector
could record the complex-valued propagated beam, finding the sample’s imprint on the
incident beam would be as simple as performing an inverse Fourier Transform. Unfortunately,
detectors record intensity only; phase information of the propagated beam is lost. This
inability to directly solve for the complex-valued sample function due to the loss of phase
information in recorded data is referred to as the phase problem.

2.2 X-ray CDI

Although no phase information is recorded at the detector, all hope is not lost: some phase
information of the exit wave, through propagation, is encoded into intensity and recorded.
The class of computational imaging techniques that attempt to reconstruct the sample using
this recorded information give rise to Coherent Diffractive Imaging, or CDI for short.

2.2.1 Single-shot CDI

The field of Coherent Diffractive Imaging has its roots in what is now known as single-shot
CDI . This is where we start our exploration of CDI.

The sample is prepared and placed in the path of an incident beam of coherent x-rays.
After interacting with the sample, the beam diffracts and propagates to the far-field, where
the intensity is recorded on an array detector (typically a CCD, either direct-detection or
used with a scintillator), as visualized in Figure 2.1. (There is usually a beamstop present
as well, to block the direct beam that passes through the sample undisturbed.) Let ¢ be a
complex function denoting the electric field of the beam incident on the sample, and O, the
‘object function’, the complex function whose magnitude and phase correspond, respectively,
to attenuation and phase change at each point on the sample (or object). Then the ezit wave
immediately downstream of the sample would be v - O, and the electric field at the detector
in the far-field would be F{¢ - O}, where F' denotes the Fourier transform and represents
far-field propagation. The detector then records the intensity of the beam at this point:
I =|F{¢y- O}\2 The goal, then, is to solve for O, given the recorded I.

1To this day in the x-ray microscopy community, the acronym CDI is sometimes used to refer to single-
shot CDI, rather than the class of diffractive imaging techniques.
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Coherent X-rays

Figure 2.1: Single-shot CDI. Modified from http://www.esrf.eu/news/spotlight/
spotlight54/XDM

The first progress towards achieving this goal came in the 1970s, when Gerchberg and
Saxton introduced an algorithm to address a similar class of phase-retrieval problems, but
with intensity measurements taken in both the real (‘imaging’) and Fourier (‘diffraction’)
domains [34]. (They proposed their method mainly for electron microscopy, but commented
that it might be useful in visible light microscopy and x-ray crystallography as well.) Later,
Fienup modified and improved this algorithm to require only one recorded intensity, in
the Fourier domain [35]. (Interestingly, the context he mentioned was how “atmospheric
turbulence limits the resolution of an image obtained through a large telescope.”) Although
modern algorithms can be much more complicated and involved, there is value, for the
purpose of gaining intuition, in considering these initial algorithms that gave birth to CDI,
starting with Gerchberg-Saxton’s iterative error-reduction algorithm:

1. Start with a complex object (sample) function whose intensity is the measured intensity
and whose phase is a random initial guess.

Fourier transform this function to arrive at the detector plane (far-field).
Keep the phase, but replace intensity with the measured diffraction intensity.
Inverse Fourier transform to arrive back at the object plane.

Keep the phase, but replace the intensity with the object’s measured intensity.

S A T

Repeat steps 2-5 until convergence.

Fienup’s original insight was to circumvent the requirement of knowledge of the object’s
intensity by applying constraints to the reconstructed object function at step 5 of each itera-
tion. The constraints were that the reconstructed object should be non-negative throughout,
and that the reconstructed object’s diameter should be contained to the object’s known di-
ameter, which is half the diameter of its autocorrelation. (The latter is now known as the
'finite support’ constraint.)
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This method of solving the phase problem generally worked well; but the solution was
not unique and depended on the initial object guess. In 1982, Bates demonstrated that
effective uniqueness is ‘almost always‘ guaranteed as long as the Fourier domain is properly
oversampled, at the Nyquist rate [36].

Although developments in CDI were ongoing since early 1970s, no CDI technique was
demonstrated in the context of x-ray imaging until 1999, when Miao et al. successfully used

x-rays of 1.7nm wavelength to image gold nanoparticles of 100nm in diameter at a resolution
of 75nm [37] (Fig. 2.2).
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Figure 2.2: First demonstration of single-shot CDI with x-rays. the recorded diffraction
pattern in logarithmic scale (left), reconstructed object (center), and SEM image for reference
(right). Reproduced from [37] with permission.

Since this first demonstration, many advances have been made in single-shot CDI. New
algorithms have been developed, including Elser’s ‘Difference Map’ [38] and Marchesini’s
‘Shrinkwrap’ [39]; Chapman et al. extended the technique to 3D [40].

2.2.2 Beyond Single-shot

Perhaps more important than the success of single-shot CDI in the x-ray community in its
own right is that it has led to a growth and branching out of CDI into more specialized
CDI techniques. The particular technique of choice in any context would depend on the
x-ray energy, type of sample, information desired, and experimental limitations. In general,
these other CDI techniques have all but superseded single-shot CDI, except in cases where
experimental limitations necessitate single-shot CDI, such as in diffraction-before-destruction
experiments at FELs, where there is only one chance at measuring the sample before it is
destroyed by the intense beam (e.g. [41]). In this section, we will briefly discuss some of the
CDI techniques used in the x-ray world, before going in depth into ptychography, the CDI
technique pertinent to this thesis.

As was mentioned, one of the motivations in moving beyond traditional x-ray imaging
techniques into CDI (in addition to obtaining phase information) is to gain higher resolution,
not constrained by limitations in x-ray optics fabrication. In single-shot CDI, resolution is
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dependent on the scattering angle of the most diffracted photons captured by the detector.
For the vast majority of the x-ray spectrum, x-ray interaction with matter is too weak
for the detector NA to be a limiting factor. For very low energy x-rays, crossing into the
Extreme Ultraviolet regime, however, photon scattering angles may become too large for
many experimental setups. First developed by Zheng et al. in the visible light regime [42],
Fourier Ptychographic Microscopy (FPM for short) addresses this problem by tilting
the angle of illumination and recording multiple measurements at different angles, effectively
increasing the total NA of the imaging system. This technique has since been implemented
in the EUV regime in the SHARP instrument at the Advanced Light Source [43, 44].

In crystallography, hard x-rays interact with the crystalline lattice, and diffract to far-
field to form Bragg peaks, giving rise to the reciprocal lattice. Strains due to imperfections
in the crystal would break local symmetry, resulting in a complex diffraction pattern taking
shape at each reciprocal lattice point. Bragg CDI applies the CDI technique to phase this
diffraction pattern, in order to map the strain in the crystal [45, 46].

One of the requirements in successful implementation of single-shot CDI is the isolation
of the sample. This is needed both in order to satisfy the oversampling requirement, and to
enable the imposition of the finite-support constraint in the reconstruction algorithm. Ex-
perimental implementation of this sample isolation requirement can be very difficult in many
cases. Keyhole CDI [47] (KCDI for short) obviates this need by focusing the illumination.
The sample is placed downstream of the focal plane. The divergent exit wave, having inter-
acted with the sample, then propagates downstream to the detector, effectively ‘magnifying’
the diffraction pattern. The diffracted wave at the detector plane is then related to the exit
wave according to the Fresnel formalism, enabling the phasing of the recorded diffraction
pattern intensity [48].

For more on x-ray CDI, the reader is referred to [49, 50, 51].

2.3 Ptychography

Similarly to KCDI, ptychography addresses the isolation requirement by focusing the beam
on the sample. Imaging of arbitrarily large fields-of-view are then enabled by relative scan-
ning of the illumination and the sample, with overlap of adjacent scan positions, as diffraction
patterns are recorded at each position. (From the standpoint of experimental setup, then,
ptychography can be viewed as a combination of STXM and CDI.) Ptychography was first
proposed by Hoppe and Hegerl in 1969-70 for electron microscopy [52, 53] 2. The first x-ray
demonstration took place in 1996 by Chapman in the form of Wigner distribution deconvo-
lution [54]. (This method eases the reconstruction process by linearizing the phase retrieval
problem, enabled by highly dense scan patterns.) It wasn’t until Rodenburg and Faulkner’s
iterative algorithm in 2004 [55, 56] (which came to be known as the Ptychographical It-
erative Engine or PIE), and its demonstration for x-rays [57], that x-ray ptychography, in
its currently recognizable form, started to flourish. This scheme requires much less overlap,

2Hoppe and Hegerl also proposed the name ‘ptychography’, from ‘mtuy#’, Greek for fold/crumple.
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but is more computationally expensive. (See [58] for an analysis of overlap with respect to
quality and dose in PIE.) But before it could rise to claim its place as the highest resolu-
tion workhorse of x-ray microscopy, it first had to resolve issues due to model mismatch,
which plagued the early results. We’ll discuss this next. For a more complete review of the
development of ptychography, the reader is referred to [59, 60].

2.3.1 Simultaneous Recovery of Experimental Parameters

In its basic form, the ptychography forward model needed to make a few assumptions about
the experimental setup. These included accurate knowledge of scan positions, full coherence
of the beam, and the profile of the illumination incident on the sample. Any mismatch
between the assumptions and the experiment would result in a degradation of the quality
of the reconstruction. Problems of this kind were not easily addressable in single-shot CDI
except on the experimental side; but the redundancy in information in ptychography due to
the overlap of illumination in neighboring scan positions enabled algorithmic developments
to treat other experimental parameters not as assumptions, but as unknowns, and to solve
for them simultaneously along with the sample.

Probe Retrieval

Perhaps the most pressing model mismatch issue had to do with the illumination profile:
In their initial forms, single-shot CDI and ptychography depended on accurate a priori
knowledge of the illumination; and “while the visible light results were of decent quality, the
x-ray case suffered heavily from imperfections in the illumination” [59]. In 2008, Thibault
et al built on the difference map algorithm [38] to demonstrate simultaneous recovery of
the complex-valued illumination profile at the sample (the ‘probe’) along with the complex-
valued sample itself [61]. Improvement in reconstruction quality of the sample is clearly
visible when the probe is refined as opposed to kept fixed at estimation based on geometry,
as seen in Fig. 2.3.
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Figure 2.3: Effect of probe retrieval on amplitude of the reconstructed sample, as shown by
Thibault et al. The probe is initiated as the exit waveform of a 200um pinhole propagated
1.1mm downstream, and is refined through iterations (left) or kept fixed (right). Reproduced
from [61] with permission.

They applied this method to produce high-resolution images of a zone plate and showed
that the retrieved probe, when propagated to the detector plane, has a magnitude that
closely matches the recorded probe with no sample in the way [62]. Other than improving
the quality and accuracy of the reconstructed sample, this reliability of the retrieved probe
is of importance in its own right: aside from microscopy experiments, where the goal is to
characterize the sample under study, there are other circumstances where one might seek to
characterize a complex wavefield (e.g. new sources such as FELs whose beams need to be
characterized to interpret experimental results [63]); probe retrieval allows this to be done
with ptychography, ideally using a highly scattering sample (see, for example, [64] by Kewish
et al.)

Extensions to other ptychography algorithms have also been developed to allow probe
retrieval, such as ePIE for the PIE algorithm [65].

Partial Coherence Correction

As was mentioned earlier, all CDI techniques, including ptychography, rely on coherence of
the beam; deviations from perfect coherence result in the blurring of the speckles carrying
information in the diffraction patterns (mathematically, this corresponds to convolving the
mutual coherence function of the beam with the coherent result.) Modern x-ray synchrotron
facilities have succeeded in producing highly coherent beams at brightness levels sufficient
for imaging applications. Nevertheless, no source is perfectly coherent; and increased coher-
ence at a beamline comes at the cost of reduced flux due to spatial filtering. Finite partial
coherence, traditionally not accounted for in the ptychography forward model, can degrade
the reconstruction quality. This problem was addressed by Thibault et al in 2013 by incor-
porating partial coherence in the ptychography forward model as an incoherent summation
of various coherent modes, which are then solved for, resulting in a successful reconstruc-
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tion of the sample, as well as serving to characterize the illumination [66]. Later, Enders
et al demonstrated successful reconstructions using a broad-bandwidth beam [67]. Recently,
Chang et al have put forth another approach to address partial coherence correction, by
gradient decomposition of the probe [68].

Fig. 2.4 shows an example of increased reconstruction quality due to partial coherence
correction.
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Figure 2.4: Effect of partial coherence correction on the phase of the reconstructed sample
(part of a zone plate in this case.) [i,j,k| and [l,m,n] show reconstructions of areas III, and
IIT with and without partial coherence correction, respectively. Reproduced from [69] under
Creative Commons license: http://creativecommons.org/licenses/by/4.0
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Position Correction

One of the parameters input into any ptychography reconstruction algorithm is the set of
real-space coordinates (at the sample plane) at which diffraction patterns were acquired.
The accuracy with which stages can be positioned (or with which a sensor can report the
positions) may not be sufficiently high. Additionally, even with highly accurate and precise
positioning, system-wide drift over the duration of a ptychography scan could similarly lead
to inaccurate position data, degrading reconstruction and reducing resolution.

Several approaches have been developed to address this issue during the optimization
iterations of a ptychography solver. Although not fully successful in correcting all positional
inaccuracies, they have demonstrated significant improvements in reducing position errors
and leading to increased resolution. See for example [70, 71, 72].

2.3.2 Software Packages

The success of ptychography as a reliable microscopy technique providing highest resolutions
possible has resulted in its adoption worldwide at modern synchrotron facilities. A few
software packages have been developed, incorporating various reconstruction algorithms.
Here we list a few of the popular options.

SHARP

Developed at Lawrence Berkeley National Lab by Marchesini et al, SHARP (for Scalable
Heterogeneous Adaptive Real-time Ptychography) utilizes parallelization over GPU cores
to accelerate reconstruction [73]. It allows for probe retrieval, background retrieval, and
partial coherence correction through gradient decomposition of the probe. More information
is available at https://www.camera.1lbl.gov/sharp.

PtyPy

Compiled by Thibault and Enders, PtyPy is an open-source python-based ptychography
package [69]. It is parallelizable over CPU. It relies on the difference map algorithm and
incorporates maximum likelihood refinement [74], and allows for real-time reconstruction as
data is acquired. For more information, visit the homepage at http://ptycho.github.io/

ptypy.

PyNX

PyNX (Python tools for Nano-structures Xtallography) [75] is another package available un-
der an open source license, from the European Synchrotron Radiation Facility. More infor-
mation is available at http://www.esrf.eu/computing/scientific/PyNX/README.html.
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PtychoLib

Developed by Nashed et al at Argonne National Lab, PtychoLib is another open source li-
brary utilizing parallel processing over GPU cores [76]. More information is hosted at https:
//www.mcs.anl.gov/~ynashed/2018/10/23/Software.html at the time of this writing.

2.3.3 Combination with Tomography

Since long ago, the Radon transform has enabled the formation of a three dimensional image
of a sample under study by combining multiple projection images from a range of angles
(ideally covering the full 180 degrees.) Tomographic imaging can be a particular strength of
x-rays due to their long absorption lengths, enabling study of thicker samples. Ptychography
has allowed x-ray tomography to be performed at even higher resolutions (see, for example,
[77] by Holler et al.) Combining ptycho-tomography with spectroscopy, another strength of
x-rays, Yu et al have recently demonstrated chemical maps with a 3D spatial resolution of
11nm [78].

Chemical map Segmented chemical map
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Figure 2.5: Chemical information at high spatial resolution in 3D: chemical map of
a mixed-phase battery material (left) and its segmentation into three chemical phases
(right). Scale bar is 500nm. Reproduced from [78] under Creative Commons license:
http://creativecommons.org/licenses/by/4.0

Practical demonstrations of x-ray ptycho-tomography have so far involved performing
ptychography scans and reconstructions in 2D at individual angles, followed by a traditional
tomographic reconstruction. Although not yet demonstrated experimentally, a new concept
has been proposed and demonstrated in simulation by Giirsoy, to bypass individual 2D
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ptychographic reconstructions, to instead use all the diffraction patterns at all angles at
once in a single 3D ptycho-tomographic reconstruction [79]. This approach would have the
advantage of relaxing the overlap requirement in 2D, instead relying on the 3D bulk of
the sample to impose additional constraints [80]. Data collection time is thus significantly
reduced, as is the radiation dose imparted on the sample.

2.4 At the Advanced Light Source

The Advanced Light Source (ALS) is a third generation synchrotron facility built on the site
of the decommissioned cyclotron at Lawrence Berkeley National Lab in Berkeley, where the
cyclotron was invented by Ernest Lawrence. The ALS started operation in 1993, and has
since been home to many x-ray microscopes, including the full-field instruments XM1 and
XM2, and multiple STXM instruments.

Since the early implementations of single-shot x-ray CDI, many experiments were con-
ducted at the ALS to explore its viability as a user-accessible regular technique. (A successful
example was mentioned earlier in this chapter: biological imaging with a yeast cell sample,
by Shapiro et al [81], as shown in Fig. 2.6.)

-R

Figure 2.6: The diffraction pattern collected from a frozen yeast cell during a single-shot
CDI experiment (left) and the phase of the reconstruction (right). Reproduced from [81];
Copyright 2005 National Academy of Sciences.

The ptychography program at the ALS then started by building upon the already-existing
STXM expertise at the ALS to develop ptychography microscopes upon the STXM instru-
mentation infrastructure. (This involved making various modifications, including making
the instrument more precise and stable, and adding array detectors.) In addition, a proper
computing infrastructure was put in place, involving a GPU cluster for reconstruction, and
the development of a ptychographic reconstruction package, SHARP, mentioned in the pre-
vious section. This effort was later dubbed the Nanosurveyor program, and resulted in the
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Nanosurveyor instrument [82]. The instrument was able to resolve 5nm half-period lines with
25% contrast, and gave rise to a successful user program at the ALS based on ptychographic
microscopy. The chemical map of battery materials [10], mentioned earlier, was produced
using this instrument, as shown in Fig. 2.7.
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Figure 2.7: Imaging of a battery nanoparticle: STXM (a), ptychography magnitude (b) and
phase (c), and chemical map based on a stack of x-ray energies (d). Reproduced from [10]
with permission.

The success of this program partly led to the development of the COSMIC (Coherent
Scattering and Microscopy) facility [83] at the Advanced Light Source, partly involving the
development of a new compact, ultrastable ptychography microscope. We will discuss this
instrument in the next chapter.
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Chapter 3

Nanosurveyor 2

The success of the original Nanosurveyor instrument at the Advanced Light Source paved the
way for furthering efforts in advancing the microscopy capabilities based on ptychography.
These efforts included building a brighter beamline with an undulator source (7.0.1, known as
COSMIC for Coherent Scattering and Microscopy), improving computational capacities, and
indeed building a more stable, compact microscope capable of achieving highest resolutions.
In this chapter, we discuss this microscope, dubbed Nanosurveyor 2.

3.1 The Instrument

3.1.1 Overall Design and Integration

Ptychography has been described as a combination or marriage of STXM and [single-shot]
CDI. It is no surprise, then, that the instrumentation aspect also reflects this reality. On the
surface, this combination would just involve adding an array detector to a STXM, and we're
there. This was the start of the development path for initial ptychography microscopes.
(The original Nanosurveyor instrument at the ALS was also developed on the infrastructure
inherited from the STXM program.) The larger size of the ‘traditional’ STXM is ideal in
allowing the versatility and flexibility called for in developing new instrumentation. But
there is a price that has to be paid in return: reduced stability, in the form of drift (in long
term, over minutes or hours) and vibrations (over the short term.) These are of negligible
practical consequence in STXM: 1-scans are of much shorter duration due to the much lower
exposure time at each point, so drift is not as pronounced; 2-STXM doesn’t make use of the
information in the diffraction pattern, which would be blurred by vibrations (equivalent to
partial coherence.) The only effect of vibration would be a slight broadening of the beam,
which is negligible in STXM, since the resolution is already much worse than diffraction
limited.

A number of measures were implemented to address these and other issues.

The mechanical path length from the tip of the sample holder to the position of the
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zone plate directly contributes to drift; so the guiding design philosophy was to make the
instrument compact in order to reduce all mechanical path lengths and reduce drift.

When it comes to the relative scanning of the sample and the beam, there are two pos-
sibilities: to fix the beam and scan the sample, or fix the sample and scan the beam (by
scanning the zone plate.) Scanning the sample has the benefit of a stationary, constant illu-
mination profile; but if tomography is desired, the 4-axis sample stage (x,y,z, rotation) would
typically be too clunky to scan quickly, and would increase the overhead in a ptychography
scan (with the overhead being the time it takes to move the motor from one scan position to
the next throughout the scan.) The decision was thus made to assign the scanning job to the
zone plate stage, and use the 4-axis sample stage only for positioning and finding the field of
view. To address the issue of uniform illumination, the zone plate is then significantly ‘over-
filled” so that the incoming wave appears approximately as a flat front within the scanning
range of the zone plate stage. This is the same approach as in the original Nanosurveyor
instrument; but one difference is that here the OSA (order sorting aperture) stage is also
mounted on the zone plate scanning stage and is thus scanned with the zone plate, allowing
for a much larger field of view.

To reduce the vibrations associated with the zone plate stage, the design incorporated a
connecting piece of sapphire to mount the zone plate on the stage. This design element was
inspired by the TEAM microscopes at NCEM (the National Center for Electron Microscopy),
which similarly took advantage of the stiffness (high resonance frequency) of sapphire [84,
85]. The sample stage incorporated into the microscope was a commercial stage from an
electron microscope. (Electron microscopes achieve higher resolutions than photon-based
microscopes, and thus have more stringent requirements in terms of stability. This stability
was relied upon in our microscope.) The zone plate scanning stage bracket is then directly
rigidly attached to the sample stage.

A direct-detection x-ray CCD is then placed a few centimeters downstream of the sample
stage. (Since the beam is focused to a spot tens of nanometers in diameter, the Fresnel
number corresponding to a propagation of soft x-rays to a few centimeters is already well
below unity, placing the detection plane in the far-field.) The detector was developed by the
Detector Group at Lawrence Berkeley National Lab [86].

A photo-diode is also included immediately downstream of the sample as a secondary
detector for low resolution STXM scans. It is mounted on an arm that is moved out of the
way once the region of interest for high resolution ptychography has been identified. The
overall mode of operation of the microscope, then, is to insert the sample, use low resolution
STXM scans (by scanning the beam) to find the region of interest, change the field of view
by stepping the sample stage and repeat the previous step if necessary, and finally expose
the CCD by retracting the photo-diode, and do a high resolution ptychography scan.

Fig. 3.1 illustrates the overall design of the instrument.
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Figure 3.1: A CAD drawing, illustrating the overall design of the microscope, including the
zone plate stage upstream (left), sample stage in the middle, and the CCD downstream.

Next, we will discuss the stages in more detail.

3.1.2 Zone plate Scanning Stage

The zone plate requires 3 degrees of freedom: z-y to scan the beam on the sample, and z, to
coincide the focal plane with the sample, and adjust with the changing x-ray energy (since
the zone plate is a chromatic optic.) The requirements for z-y are, however, quite different
than the requirements for z: scanning the beam needs to be done with nanometer precision
at high frequency over a small range (tens of microns); whereas comparatively infrequent
stepping in the z direction with changing energies has larger tolerance for positioning (e.g.
following Eq. 1.31, the depth-of-focus for a 45nm zone plate for x-rays of Inm wavelength is:

Az = i2% = iQW = £4.05um), but requires a large range (according to Eq. 1.29,

1n

= DTA’", the focal length of the same zone plate, given a typical diameter of 240um, at the
two ends of the soft x-ray regime, would differ by more than a centimeter.)

To best meet these requirements, two separate stages were used. A commercial piezo
flexure stage from Physik Instrumente (PI) with a range of 100 microns in both x and y was
chosen for fast, precise scanning. To position the zone plate in z, an elongated hexagonal
piece of sapphire (mentioned earlier, chosen for stiffness), at one end of which the zone
plate is attached, is placed, on its lower oblique faces, on four piezo sheer actuators (PICA
Shear, also from PI.) The bracket holding these actuators is then mounted on the z-y stage.

To drive the sheer actuators, a one-sided sawtooth pattern sequence with an amplitude of
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10V is generated using a PCI card on a computer, which is then amplified to 500V, and
drives all four actuators synchronously. The change in voltage has the effect of sheering
the actuators laterally in the z direction. At every cycle of the sequence, the slow-moving
portion of the one-sided sawtooth pattern drags the sapphire along with the actuator by
about half a micron, while the fast-moving portion slips without moving the sapphire. Thus,
an arbitrary distance, up to the full range of about 2.5¢m, can be traversed by a sawtooth
train of appropriate length. To monitor the position, the laser beam of an interferometeric
displacement sensor (PicoScale, by SmarAct) is reflected off of the upstream side of the
sapphire, which is gold-coated for efficient reflection. The output of the interferometer is
then fed into the same computer generating the sawtooth train, to close the feedback loop.

Although the PI z-y scanning stage is equipped with internal capacitive position sensors,
we decided to use the same interferometeric mechanism described above for this stage as
well. The reason for this is made clear by Fig. 3.2: due to the added mechanical path length
(due to the bracketry described above) separating the zone plate from the internal sensors,
the two positions aren’t fully coupled. Measuring the zone plate position as close to the zone
plate itself as possible ensures more precise positioning.

Position (nm)

Internal Sensors
— Interferometer

0 1 2 3 4 5 6 7
Time (s)

Figure 3.2: Position feedback: internal capacitive sensors of the stage vs. interferometric
monitoring close to the zone plate. Here, the x-y scanner is holding position in feedback
with the interferometer, as position is measured by both the interferometer and the internal
sensors. Previously published in [87].

Fig. 3.3 visualizes the setup described in this section.
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Figure 3.3: Zone plate stages: The red alignment laser reflects off of the gold-coated side
of sapphire octagon, at the tip of which the zone plate would be mounted, demonstrating
interferometric position measurement, which is fed back to the scanning stage to enable
nanometer positioning and scanning. The two forward piezo sheer actuators (in orange)
are visible under the sapphire. Towards the top right the motor used for mounting and
positioning the OSA is visible, attached to the same bracketry, mounted on the x-y scanner.

3.1.3 Sample Stage

As was mentioned before, a commercial sample stage from an electron microscope (an FEI
TEM CompuStage, in this case) was chosen for Nanosurveyor 2. Although a stage (along
with the TEM column piece housing the stage) was acquired, little information about the
stage was available, an no motion controller. The task was then to map the electrical
connections, and route and process them so that the stage could be driven with a typical
motion controller (a Newport XPS motion controller, in this case.)

The stage has four axes: x,y, z, a(rotation, for tomography). The electrical connections
available from the stage were grouped into five cables. Investigations showed that each
axis had a few electrical connections associated with it: for driving the motors, sensing the
position (for feedback), and limit switches. The collection of all these signals from all axes
were distributed, with no apparent pattern, in the five cable connections. The XPS controller,
however, requires all of the signals corresponding to a single axis to be grouped into one cable
connection. Therefore, the wires carrying the signals for each axis were identified, isolated,
routed, processed when needed (i.e. converting quadrature position signals), and grouped
into self-contained axes. Fig. 3.4 illustrates the box engineered to handle this task.
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Figure 3.4: Sample stage connections: wires carrying the signals for motors, sensors, and
limit switches arbitrarily distributed among five connections, entering the box (right), getting
routed and processed (middle), and leaving the box in self-contained individual axes (left)
to the motion controller.

3.1.4 The Instrument’s Environment

Three additional stability measures were taken in the instrument’s environment: to decou-
ple the instrument from ground motion, to passively thermally and acoustically isolate the
instrument, and to actively reduce thermal variation.

Support Structure

To isolate the instrument from ground motion (both low frequency vibrations and displace-
ments: the ALS floor is ‘soft’ and susceptible to small displacement due to the movement of
people and equipment) a large, heavy support structure was utilized. The terminal beamline
elements (various beam-shaping slits, shutter, and diagnostics) were mounted on the same
structure, so as to couple their motion to that of the microscope. The instrument itself is
further separated from the structure via a secondary slab, resting on elastic pods attached
on top of the support structure. This combination proved effective: gentle knocks on the
slab produce vibrations clearly visible on the interferometer readout, whereas even strong
bumping of the support structure produces no visible effect.
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Enclosure

An enclosure was built around the instrument for passive acoustic isolation from the noisy
ALS environment, and also to provide passive thermal isolation. The enclosure includes most
of the support structure as well. There is enough room provided for final sample preparation
and initiation of the experiment by the user(s); but the intent is for the room to be evacuated
once the sample is inserted. The instrument is controlled remotely from a nearby room. Fig.
3.5 shows the instrument inside the enclosure.

Figure 3.5: The instrument situated on the support structure within the enclosure (left)
and the portion of the support structure on which terminal beamline components (slits,
diagnostics, etc) are mounted, upstream of the enclosure (right).

Active Thermal Control

To further improve upon the passive thermal isolation enabled by the enclosure, a heater-
chiller combination was deployed. A temperature sensor, located immediately next to the
instrument, is used in feedback with the heater-chiller to keep the temperature steady.

3.2 Performance

Here we characterize the performance of Nanosurveyor 2 as described above. All the mea-
surements discussed below were taken in real operating conditions, with the microscope
installed at the beamline, and the various sources of noise (vacuum pumps, etc) active.

3.2.1 Vibrational Stability

Zone plate position data were recorded for both x and y axes using the interferometer and
analyzed for vibration. Fig. 3.6 shows the spectra. The zero-mean rms (standard deviation)
were calculated to be 0.5nm for both axes.
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Figure 3.6: Zone plate vibrations in x and y as measured by the interferometer

We attribute the broad peaks around 300Hz to mechanical resonances of the system,
whereas the sharp peaks at lower frequencies are due to environmental sources. Lower
resonance frequencies, coinciding with the environmental sources of vibration, would have
resulted in amplification, and the vibration rms would have been higher.

3.2.2 Temperature Stability

With the enclosure isolating the instrument from the environment, and active thermal control
implemented as described in the previous section, temperatures were recorded over several
hours (a ptychography scan can take multiple hours, depending on the area of the region
of interest.) by the same temperature sensor used in feedback. This is plotted in Fig. 3.7.
Variations over many hours remain within about 0.1 degrees Celsius.
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Figure 3.7: Temperature as measured by a sensor located immediately adjacent to the mi-
croscope
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3.2.3 Drift

To measure system-wide drift, a sample was imaged in STXM mode repeatedly for more than
an hour. (STXM was used for two reasons: much faster scan times, and sample position not
subject to reconstruction but directly measured.) The images were then cross-correlated to
measure relative motion. Results for both axes are plotted in Fig. 3.8, showing steady drift
over a span of 72 minutes, for a total of 140nm in z and about 195nm in y, corresponding
to an average drift of 2 — 3nm per minute.
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Figure 3.8: System-wide drift as measured by repeatedly imaging a sample (left) for more
than an hour, and cross-correlating to find relative drift (right).

3.2.4 Resolution Target Analysis

To characterize the resolution of the system, a binary pseudo-random multilayer resolution
target (similar to [88]) was used, fabricated by aBeam Technologies, Inc. The target is a
pattern of stripes of 200nm thickness and pseudo-random widths, composed of WSi2 and
Si2 layers with fundamental layer width of 1.5nm. (See [89] for more on a similar resolution
target.) This sample was imaged at 1000eV with a 45nm zone plate in dual exposure mode
at 200ms and 15ms to increase dynamic range. Data was reconstructed using SHARP [73].
Fig. 3.9 shows the magnitude and phase of the reconstruction. They are 2391x90 pixels,
reconstructed at a pixel size of 3.0nm (which was the maximum allowed by the numerical
aperture.)
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Figure 3.9: Magnitude (top) and phase (bottom) of the reconstructed resolution target

The magnitude of the reconstruction was then used as input to the resolution analysis
software corresponding to the resolution target, pSpectra™, provided by aBeam Technolo-
gies, Inc. The software corrects the image for rotation and any perceived distortions, then
compares its PSD (power spectral density) against that of the binary pattern used to gen-
erate and fabricate the resolution target. The PSD in the orthogonal (vertical) direction is
used to characterize noise. Resolution can then be viewed as the highest spatial frequency at
which the PSD of the image stays above the noise. (See, for example, [88, 89, 90| for related
background and examples of the use of the software.) Fig. 3.10 shows the results. The
image PSD stays above the noise level for all spatial frequencies, indicating better than 3nm
half-period resolution for the instrument. To our knowledge, this is the highest resolution
achieved by a photon-based microscope.
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Figure 3.10: A screenshot of pSpectra™. The PSD of the original pattern is in blue, the
PSD of the sample is in red, and the PSD of noise (calculated in the orthogonal direction,
here vertical) is in green. The top pattern is the original binary pattern used as ‘ground
truth’; the bottom pattern is the corrected input image, in this case the magnitude of the
reconstruction, matched to the original pattern.
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The diffraction patterns collected during the ptychography scan showed scattering to
the edges of the numerical aperture. While this suggests that increasing the NA (e.g. by
moving the detector closer to the sample) and optimizing exposure times would potentially
increase the resolution, it should be kept in mind that resolution is a highly sample dependent
concept. Most real-world samples do not scatter this much under practical exposure times
(or without suffering from beam damage.) The point of this resolution target analysis, with
a ‘sample’ engineered to scatter to high angles, is to show that given the right sample, the
instrument is so stable as to enable high-resolution imaging at close to the wavelength.

3.3 Applications

Nanosurveyor 2 incorporates a sample stage compatible with commercial TEM sample hold-
ers, including operando electrochemistry holders (one set of such holders, from Hummingbird
Scientific, is already available to users) and double-tilt holders, enabling a host of in-situ ex-
periments with 2 angular degrees of freedom.

The stage is also cryo-compatible, and a cryogenic sample holder is undergoing commis-
sioning, to mitigate beam damage and enable higher resolution imaging of soft matter and
biological samples.

The undulator source at the COSMIC beamline also allows full polarization control,
enabling magnetism as a contrast mechanism in ptychographic microscopy.

In the next chapter, we discuss spectro-microscopy by a combination of STXM and
ptychography.
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Chapter 4

Spectromicroscopy by Combining
STXM and Ptychography

We saw in Chapter 1 that, in addition to wavelength, x-ray interaction with matter depends
on the atomic structure factor in both absorption and phase. This results in unique signatures
for different chemical species. X-ray Absorption Spectroscopy (XAS) involves the study of the
absorption spectra of materials. (See [91] for details on XAS.) Reference spectra from known
chemical species can then be combined with microscopy, by fitting each pixel in multiple
images of a sample acquired at a range of energies to these reference spectra, to produce a
map of chemicals present in a sample (See e.g. [92] for a review of spectromicroscopy.).

But what if we do not have reference spectra for the particular chemical species we would
like to search for? As Lerotic et al demonstrated in 2004 [93], it is possible to apply Principal
Component Analysis (PCA) to quantitatively separate the sample into multiple contributors
with different chemistry, even though the lack of reference spectra will prevent this approach
from establishing a clear one-to-one correspondence between the principal components and
known chemistry and further interpretation will be required.

Ptychography has enabled the production of chemical maps at even higher resolutions
than possible before, in both 2D and 3D (we have mentioned examples of these in previous
chapters, e.g. [10] and [78].) But this typically comes at a high cost: each ptychography scan
takes much longer to complete compared to a lower resolution STXM scan of the same field
of view, and imparts a higher radiation dose on the sample. Attempting ptychography at
tens of x-ray energies, as would typically be required for spectromicroscopy, multiplies that
time differential. This is particularly problematic and impractical for large fields of view and
for in-situ studies. Here, we investigate a method to speed up spectromicroscopy at high
chemical and spatial resolution by extracting chemical information from STXM images at
tens of energies, and using this information to analyze ptychography data acquired at only
a few energies.
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The Sample

Our sample for this investigation is NCA (lithium nickel cobalt aluminum oxide), a material
used as cathode in experimental Li-ion batteries. (See [94] for a review of NCA and other
Li-ion battery materials.) Although Lithium’s cross section of interaction with x-rays is too
small and its absorption edge is outside the soft x-ray regime, its presence in the cathode
(and thus the charge state of the battery) could be inferred through Nickel’s oxidation state,
which is reflected in the absorption spectra around the Nickel L-edge. We can then infer the
charge state of the battery material from variations in the oxidation state of Nickel.

The Experiment

An energy scan was first conducted to probe the Nickel L-edge at Nanosurveyor 2, installed
at the ALS COSMIC beamline (7.0.1.2), showing the Lo and L edges roughly around 855eV
and 870eV, respectively. (This suggests a beamline offset of a few eV from the tabulated
reference values [95].) Microscopy data was then collected in the form of two stacks: 1-a
STXM stack at 72 energies ranging from 850eV to 885eV, at increments of 0.25eV for intervals
[854,860]eV and [870,876]eV, and at increments of 1eV for the rest, and, 2-a ptychography
stack at energies 854.25, 854.5, 854.74, 855, 855.25, 857, 858.25, 868, 874.25, all in eV. A
45nm zone plate was used in both STXM and ptychography mode

Analysis

Spectromicroscopic analysis of the data can be divided into two parts: 1-extracting chemical
information from the STXM stack, and, 2-using this information to visualize chemistry at
high resolution using the ptychography stack.

We will start with step 1. As we change the x-ray energy to conduct 72 STXM scans,
the zone plate focal distance changes (the zone plate is a chromatic optic, as discussed in
Chapter 1.) Any imperfection in the z-axis motion of the zone plate stage would result in
translating the beam on the sample. Thus, we need to first rigidly align the stack. This is
accomplished by first aligning the second image to the first image, then iteratively aligning
successive images to the mean of the aligned images. The alignment is further refined by
affine-registration of individual frames to the mean of the aligned stack. Fig. 4.1 shows the
mean of the aligned stack, as well as two individual STXM images before and after the Ni
Lo edge.
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mean of the aligned STXM stack (right). Note the change in contrast due to change in
energy.
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Next, the optical density of the STXM frames is calculated (with optical density defined
as OD = —In <II—€>, with I denoting transmitted intensity and I, denoting background

intensity.) We used the 98th percentile brightness in the stack average as the threshold
for background, and set any negative OD values (which would result from noise in the
background) to zero.

What conveys information about the chemistry of the sample is not the full optical density
at each energy, but the change in optical density with changing x-ray energy. The remainder,
constant offset can be ascribed to sample thickness. To remove pre-edge thickness effects,
therefore, we subtract the pre-edge optical density of the image at the lowest energy from the
entire stack. We then perform PCA on this stack. Fig. 4.2 shows the scree plot, visualizing
the amount of variation in the data explained by each principal component.
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Figure 4.2: the scree plot of PCA on the STXM optical density stack

The top four components are then used for k-means clustering. Fig. 4.3 shows the
clusters, as well as the spectra extracted by averaging the optical density of each cluster.
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Figure 4.3: k-means clustering, and the spectra extracted from these clusters

It should be noted that these spectra, obtained from PCA and k-means clustering, do
not necessarily correspond to any pure/pristine chemistry; they represent abstract variations
in the data with changing x-ray energy, which contains chemical information, and requires
further interpretation. Here, we could interpret the clusters as different charge states of the
battery material, though there might be other information present as well, such as possible
saturation in the thicker areas of the sample.

Cluster 0 is clearly capturing the background, and includes a lot of noise as is visible
from the normalized spectra. But clusters 1, 2, and 3 seem to represent changing chemistry
of the battery material, as the shifting peaks in the spectra around the L3 edge correspond
to different oxidation states of Ni. We will use the spectra from clusters 1, 2, and 3 to fit
the ptychography optical density stack.

We start by first aligning the ptychography stack, similarly to what was described for the
STXM stack. Fig. 4.4 shows the mean of the aligned stack, as well as images (magnitudes
of reconstruction) at two distinct energies.
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Figure 4.4: ptychography images (in magnitude) of the sample at 854.25eV (left) and
857eV(center), and the mean of the ptychography stack (right)

The optical densities are then calculated for these ptychography images, similarly to
what was described in the case of the STXM images. Fig. 4.5 shows the optical densities
for images shown in Fig. 4.4.

Figure 4.5: optical densities of ptychography images shown in the previous figure: 854.25e¢V
(left) and 857eV(center), and the mean of the optical density stack (right)

There’s one last step before the stack is ready for fitting to spectra: we need to subtract
the pre-edge from the optical density stack in order to eliminate pre-edge thickness effects,
similar to what we did in the case of STXM optical densities. In this case, we have not
recorded ptychography images at a low enough energy to be quite in the flat spectral region
of pre-edge. The lowest energy at which we have a ptychography image is 845.25eV, which
is at a point where the first peak is just beginning to emerge. Although it is not ideal, we
will use this energy for pre-edge subtraction.

We're now ready to fit the ptychography optical density stack to the normalized spectra
extracted from STXM. Since only non-negative amounts of each chemical phase make phys-
ical sense, we will use Non-negative Least Squares (NNLS) optimization to do the fitting.
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The results for the 3 components are shown in Fig. 4.6. Each image corresponds to the
spectra from one of the clusters. The image value at each pixel is the coefficient of the
spectra corresponding to that image.

Figure 4.6: The results of NNLS fitting to clusters 1 (left), 2 (center), and 3 (right)

To better visualize the fitting, we create a ‘chemical map’ by creating a composite RGB
image using these three fit components, as visualized in Fig. 4.7. For comparison, the results
of the same analysis applied to the STXM optical density stack is also included.

Figure 4.7: chemical map of the sample, obtained by creating an RGB map composed of
the ptychography optical density fits to the spectra extracted from STXM clusters (left).
Similarly produced STXM chemical map is on the right.
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The general pattern of charge-discharge happening at interfaces can be seen in both
images; but the ptychography chemical map is clearly more detailed and provides chemical
information at higher resolution, as would be expected due to ptychography’s generally
higher spatial resolution compared to STXM. This is especially helpful at the interface and
for smaller particles, where there are chemical variations on a smaller scale.

Although the two maps largely agree qualitatively, there are some disagreements as well,
notably in the particle in the bottom-center of the field of view. This particle has mapped
largely to the spectra from cluster 3 in ptychography, but cluster 2 in the STXM chemical
map. To further investigate the accuracy of this method, results should be compared with a
ptychography chemical map obtained from a full energy stack.

High-resolution chemical maps obtained using this method take significantly less time
compared to obtaining a full ptychography energy stack. This will facilitate in-situ stud-
ies, where multiple chemical maps at different stages of an experiment (battery particles
undergoing charge-discharge, for example) are needed.
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Chapter 5

Scanning Improvements and Future

Work

Scanning is an integral and important aspect of ptychography. Traditionally, the simplest
way to scan the beam has been in a raster-scan grid pattern. Doing this with a 45nm
zone plate, with a step size of 30nm, would result in roughly a thousand scan positions
(and diffraction patterns) per square micron of the field of view. This is expensive in total
exposure time and data, and in scan overhead time. Here, we investigate ways to reduce
these costs while only minimally affecting the final results.

5.1 Step-Dependent PID Control in Zoneplate
Scanning

As was mentioned in Chapter 3, laser interferometric measurement of the zone plate position
is used in feedback with the piezo motor to enable nanometer positioning of the zone plate
during scanning. The feedback loop is closed by the piezo motion controller (in our case,
an nPoint LC400 series controller). The feedback loop is configured with 3 parameters:
Proportional, Integral, and Derivative (PID). (PID control has a well-established history,
and introductory literature is readily accessible online. More in-depth resources include [96,
97].) Here, we describe a simple yet effective technique to improve scanning speed and
stability by adjusting PID parameters during a scan.

In general, the goal for tuning the PID parameters for the scanning stage is to enable the
stage to reach the target position in the shortest time possible, and to stay stably in place
after reaching the target. The difficulty is that there is a trade-off between the speed and the
stability: tuning the stage too aggressively can get the stage to reach the target very fast,
but it will then oscillate around the target before settling; and tuning for perfect stability
at the target position increases the time it takes to get to the target. Tuning the stage just
right involves finding that narrow acceptable band of parameters where the stage gets to the
target position just fast enough and remains there just stable enough.
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In a stage with a large enough range of possible steps, such as our zone plate scanning
stage with a range of desirable step sizes from tens of nanometers to tens of microns, there is
a second difficulty: the response of the stage to the PID parameters varies with step size as
well, with more aggressive tuning being optimal for smaller step sizes. This is demonstrated
in Fig. 5.1 by first properly tuning the stage for step sizes of 50nm and 25um, noting the
similarity in timing, then reversing the tuning parameters and comparing the results.
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Figure 5.1: Step-size dependence of piezo stage PID tuning: The zone plate scanning stage
is first properly tuned for step sizes of 50nm (top left) and 25um (top right), showing
comparable settling times of 8ms and 13ms when individually optimally tuned. The tuning
parameters are then reversed for the two step sizes, resulting in increased settling time of
26.5ms for the 50nm step (bottom left) and wild oscillations for the 25um step.

The typical approach then would be to compromise and accept a middle ground: tune the
stage less aggressively than optimal for short steps, accepting the loss of a few milliseconds
per step, while also being more aggressive than optimal for the longer steps, resulting in
oscillations for possibly tens of milliseconds, which again add to the overhead.

To eliminate this extra overhead, the stage was first optimally tuned for a range of differ-
ent step sizes and the optimal PID parameters were recorded in a look-up table. A scanning
script was then developed in python to adjust the nPoint controller’s PID parameters on-
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the-fly depending on the step size of the upcoming step. Fig. 5.2 shows the results during a
raster scan.

/io\a [ 2

Figure 5.2: Raster scanning the stage with constant PID parameters chosen in between those
optimal for small and large step sizes as a compromise (top row) and optimal step-dependent
PID parameters adjusted in real-time (bottom row). The two plots in each row show the z
and y axes during a raster scan.

The result is that steps of different sizes are all optimized to reach the destination in
the shortest time possible, and to stay in place without oscillating, removing the need for
additional settling time, which would otherwise add to overhead. This approach can save
valuable scan overhead time in a ptychography scan. This is increasing important as brighter
sources are developed, increasing the ratio of the scan overhead time to actual exposure time.
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5.2 Selective Subsampling of Diffraction Patterns in
Ptychography

As was mentioned in our review of ptychography in section 2.3, illumination overlap between
neighboring scan positions is at the core of ptychography. In the past, studies have been
done investigating the amount of overlap between neighboring scan positions. (e.g. see [58].)
Here, we investigate the effect of skipping some scan positions and collecting less data than
would usually be collected.

The sample used for this investigation is a collection of gold nanoparticles, 50nm in
diameter, deposited on a silicon nitride membrane. Data was collected on the Nanosurveyor
1 instrument at the ALS beamline 5.3.2.1, with a 90nm zone plate, and reconstructed using
SHARP. Fourier Ring Correlation (FRC) analysis [98] was used to characterize resolution.
Fig. 5.3 shows the results, when data is acquired as usual with a raster scan with a standard
step size of 7hnm, and all scan positions are included.
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Figure 5.3: magnitude of the reconstruction of a ptychography scan of a collection of 50nm
gold nanoparticles (left), and the FRC resolution analysis (right). The field of view is
1.3x1.3um?. The FRC curve meets the half-bit threshold at a spatial frequency of 0.133nm 1,
indicating a resolution of 7.5nm.

FRC analysis indicates a resolution of 7.5nm with the full set of diffraction patterns.
Next, we use the same data, but omit various diffraction patterns from the full set. We look
for the effect of this subsampling on both the analyzed resolution and the overall quality of
the reconstruction. Various patterns and percentages were used in selection of diffraction
patterns. We note our observations below.
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This particular sample showed a good degree of resilience to omission of up to 50% of
diffraction patterns. Fig. 5.4 shows the results with a regular, periodic pattern used to select
the diffraction patterns.
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Figure 5.4: magnitude of the reconstruction of a ptychography scan of a collection of 50nm
gold nanoparticles (center), reconstructed using a subset of the diffraction patterns as visu-
alized by the scheme on the left (dark locations correspond to omitted diffraction patterns),
and the FRC resolution analysis (right). The FRC curve meets the half-bit threshold at a
spatial frequency of 0.09nm ™!, indicating a resolution of 11nm.

Perhaps the most noticeable feature in this reconstruction is that the pattern used to
select the diffraction patterns seems to be imprinted as a reconstruction artifact. To get
around this, we break the symmetry by randomizing the pattern, still omitting 50% of the
diffraction patterns. Fig. 5.5 shows the results.

" «—a FRC
A st o
| 5 \ J\’,_f’\\
'E 06 \
8 \
g
E 04
N '»
. o _L,\
02 ;\_‘; — E— —
M M
865 005 010 {:‘s oy

Spatial frequency (1fnm}

Figure 5.5: magnitude of the reconstruction of a ptychography scan of a collection of 50nm
gold nanoparticles (center), reconstructed using a subset of the diffraction patterns as visu-
alized by the scheme on the left (dark locations correspond to omitted diffraction patterns),
and the FRC resolution analysis (right). The FRC curve meets the half-bit threshold at a
spatial frequency of 0.1nm ™!, indicating a resolution of 10nm.
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Figure 5.6: magnitudes of reconstruction of ptychography scans of a collection of 50nm gold
nanoparticles (center column), reconstructed using a 25% subset of the diffraction patterns
as visualized by the schemes on the left (dark locations correspond to omitted diffraction
patterns), and the FRC resolution analyses (right column). The FRC curves meets the half-
bit thresholds at spatial frequencies of 0.058nm ™!, 0.022nm !, and 0.019nm =" from top to
bottom rows, indicating resolutions of 17, 45, and 53 nanometers, respectively.

This experiment was repeated with various other patterns and fractions of diffraction
patterns excluded. Fig. 5.6 shows three results with different patterns, each excluding 75%
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of the diffraction patterns.

With this particular sample, multiple trials with various random patterns excluding up
to half of the diffraction patterns yielded similar results in quality and resolution of the re-
construction for a given exclusion percentage. Excluding more diffraction patterns than half,
however, led to results highly dependent on the particular patterns chosen. Nevertheless,
random patterns consistently outperformed symmetric or periodic patterns, such as those
in the second and third rows of Fig. 5.6. This can partly be explained by thinking about
the overlap: with random scan patterns, there will probably be areas of illumination on the
sample with nanoparticles present where there are multiple adjacent overlapping diffraction
patterns, instead of consistently lower density.

Taking this intuition a step further, future work may include designing optimal non-
uniform scan patterns instead of leaving the non-uniformity up to randomness. Various
types of non-uniform ptychography scan patterns have already been studied (e.g. by Huang
et al in [99]), but with constant density throughout the field of view. Low resolution STXM
scans are always the first step in order to identify the region of interest and field of view,
leading up to a ptychography scan. The STXM image could be used as a prior: information,
based on which the ptychography scan pattern is designed, with a less dense scan pattern in
areas identified as background, and higher scan density in areas of less STXM transmission.
To further optimize the pattern, it is conceivable that Machine Learning algorithms can be
trained on STXM-ptychography datasets to further adjust scan density based on changes in
STXM transmission.

The combination of more efficient scanning of the zone plate stage, discussed in the first
part of this chapter, and intelligent adjustment of non-uniform scan density throughout the
field of view, will enable faster ptychography scans with reduction in data collection and total
radiation dose, while minimally (if at all) affecting the reconstruction quality and resolution.
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Chapter 6

Conclusion

The confluence of a host of enabling technologies, including bright, coherent synchrotron
facilities, advanced computational imaging algorithms, powerful computers, advanced de-
tectors, and precise instrumentation, have made it possible for ptychography-based x-ray
microscopes to emerge as the highest resolution photon-based microscopes in recent years.
Developed and operated at modern x-ray synchrotron facilities, these microscopes provide
researchers with a wealth of information about their samples, including phase information
(in addition to absorption), chemical specificity, and bulk information up to microns deep,
thanks to large attenuation lengths of x-rays. This has enabled new science, such as study
of charge-discharge behavior of battery materials. This dissertation presented new develop-
ments in instrumentation and analysis at the Advanced Light Source synchrotron in Berkeley,
advancing the state of x-ray ptychography, and explored ideas to further develop the field in
the coming years, in preparation for the arrival of Diffraction Limited Storage Rings [100].

After reviewing x-ray interaction with matter and x-ray microscopy in Chapter 1 and
x-ray CDI in Chapter 2, we introduced the Nanosurveyor 2 instrument in Chapter 3. Design
and integration of various components were described, including the zone plate scanning stage
with precise nanometer positioning enabled by interferometric feedback, and the sample stage
compatible with commercial in-situ and cryogenic TEM sample holders to facilitate operando
experiments and multimodal imaging. The microscope environment was described, including
a base to isolate from ground movements and vibrations, and passive and active thermal
isolation, limiting temperature variations at the microscope to 0.1 degrees Celsius over the
span of hours. Finally, the performance of the microscope was characterized, demonstrating
vibration rms of half a nanometer in both transverse dimensions at the zone plate and
system-wide drift of two nanometers per minute, enabling spatial resolution of better than
three nanometers with a fabricated resolution test target.

Chemical specificity is one of the strengths of x-ray microscopy, enabling the production
of chemical maps by analyzing multiple images at a range of x-ray energies spanning an
absorption edge. Although routine with STXM, spectromicroscopy data collection in pty-
chography mode can take many hours or days. In Chapter 4, we demonstrated a new way of
speeding up this process by combining STXM and ptychography. A full STXM energy stack
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is first collected at typical, fine, x-ray energy increments. The chemical spectra are then
extracted from this stack by PCA and clustering. The magnitudes of ptychography images,
collected at only a few energies, are then fit to these extracted spectra by Non-Negative
Least Squares optimization, resulting in a chemical map at high spatial resolution. This
approach was demonstrated with NCA, an experimental battery material, in a mixed charge
state. The chemical phases were mapped using the three extracted spectra corresponding
to the top three principal components. The final chemical map, resulting from fitting the
ptychography magnitudes to the spectra, visualize the chemistry at higher spatial resolution,
more clearly separating the chemical phases compared to the STXM chemical map.

Finally, in Chapter 5, we addressed scanning and data collection in ptychography. The
PID parameters used to establish interferometric feedback with the piezo stage are only
optimal for a range of step sizes. Typical compromises in tuning to make the stage usable
for a vast range of step sizes increases scanning overhead. We showed that by adjusting
PID parameters on the fly based on the upcoming step size, we could reduce this overhead.
On the data collection side, we explored varying the scan densities throughout the field of
view, and compared results, judged by reconstruction quality and resolution. On our test
sample of a collection of gold nanoparticles, we found it possible to significantly reduce data
collection while only minimally affecting results. Randomly generated scan patterns proved
more effective that regular, periodic patterns with uniform density. A priori information,
such as low resolution STXM scans typically performed as a precursor to ptychography, could
be used in the future to more intelligently design scan patterns, reducing data collection times
and total radiation dose, while only minimally affecting results.

The longstanding promise of Diffraction Limited Storage Ring facilities is finally starting
to be realized around the world. At Berkeley, the Advanced Light Source Upgrade project
(ALS-U) is well underway. This will result in an increase in coherent brightness by a factor
of tens to hundreds, depending on energy and beamline. For x-ray ptychography, this will
enable much shorter exposure times per diffraction pattern if spatial resolutions at the current
levels are desired, although mechanical zone plate scanning and CCD readout time will
prevent the total imaging time to be shortened by the same factor of tens to hundreds.
Addressing these bottlenecks will become very important; and the techniques discussed in
Chapter 5 will prove helpful. Additionally, increasing the illumination spot size on the sample
could further reduce the scanning overhead by requiring fewer scan positions, provided that
the CCD meets the oversampling requirements. (This could be combined with structured
illumination, e.g. [101].) The resulting increase in imaging speed will not only increase
the overall scientific throughput, but will improve time resolution for operando studies.
One application would be the study of novel battery materials with faster charge cycles.
Alternatively, in addition to yielding the same resolution at shorter exposure times, the
increase in coherent brightness would also enable higher resolutions at current exposure
times for samples that can withstand the increased radiation dose. Radiation damage will
become an issue for some samples. If the further increase in resolution is still desired,
cryogenic cooling of the sample, enabled by specialized sample holders compatible with the
sample stage in Nanosurveyor 2, will help to mitigate radiation damage.
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