UC Berkeley

UC Berkeley Electronic Theses and Dissertations

Title
Optimization of superconducting flux qubit readout using near-quantum-limited amplifiers

Permalink
https://escholarship.org/uc/item/6v58p6xp

Author
Johnson, Jedediah Edward Jensen

Publication Date
2012

Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Diqital Library

University of California


https://escholarship.org/uc/item/6v58p6xp
https://escholarship.org
http://www.cdlib.org/

Optimization of superconducting flux qubit readout using
near-quantum-limited amplifiers

by
Jedediah Edward Jensen Johnson
A dissertation submitted in partial satisfaction of the

requirements for the degree of

Doctor of Philosophy
in
Physics
in the

Graduate Division
of the

University of California, Berkeley

Committee in charge:
Professor John Clarke, Chair

Professor Irfan Siddiqi
Professor Theodore Van Duzer

Fall 2012



Optimization of superconducting flux qubit readout using
near-quantum-limited amplifiers

Copyright 2012
by
Jedediah Edward Jensen Johnson



Abstract

Optimization of superconducting flux qubit readout using near-quantum-limited amplifiers
by
Jedediah Edward Jensen Johnson
Doctor of Philosophy in Physics
University of California, Berkeley
Professor John Clarke, Chair

Though superconducting qubits offer the potential for a scalable quantum computing ar-
chitecture, the high-fidelity readout necessary to execute practical algorithms has thus far
remained elusive. Moreover, achievements toward high fidelity have been accompanied by
either long measurement times or demolition of the quantum state. In this dissertation, we
address these issues with the novel integration of two ultralow-noise, superconducting am-
plifiers into separate dispersive flux qubit measurements. We first demonstrate a flux qubit
inductively coupled to a 1.294-GHz nonlinear oscillator formed by a capacitively shunted DC
SQUID. The frequency of the oscillator is modulated by the state of the qubit and is detected
via microwave reflectometry. A microstrip SQUID (Superconducting QUantum Interference
Device) amplifier (MSA) is used to increase the sensitivity of the measurement over that
of a semiconductor amplifier. In the second experiment, we report measurements of a flux
qubit coupled via a shared inductance to a quasi-lumped element 5.78-GHz readout res-
onator formed by the parallel combination of an interdigitated capacitor and a meander line
inductor. The system noise is substantially reduced by a near-quantum-limited Josephson
parametric amplifier (paramp).

We present measurements of increased fidelity and reduced measurement backaction using
the MSA at readout excitation levels as low as one hundredth of a photon in the readout
resonator, observing a 4.5-fold increase in the readout visibility. Furthermore, at low readout
excitation levels below one tenth of a photon in the readout resonator, no reduction in 7} is
observed, potentially enabling continuous monitoring of the qubit state. Using the paramp,
we demonstrate a continuous, high-fidelity readout with sufficient bandwidth and signal-to-
noise ratio to resolve quantum jumps in the flux qubit. This is enabled by a readout which
discriminates between the readout pointer state distributions to an error below one part in
1000. This, along with the ability to make many successive readouts in a time 77, permits
the use of heralding to ensure initialization to a fiducial state, such as the ground state. This
method enables us to eliminate errors due to spurious thermal population, increasing the
fidelity to 93.9%. Finally, we use heralding to introduce a simple, fast qubit reset protocol
without changing the system parameters to induce Purcell relaxation.
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Chapter 1

Introduction

The theory and experimental application of quantum mechanics are among the most
profound scientific endeavors of the 20® century. From abstract origins in radical concepts
such as wave-particle duality and probabilistic measurement, quantum mechanics has en-
abled technological innovations (i.e. magnetic resonance imaging, lasers, magnetic hard
drives, etc.) which permeate our society. Quantum mechanics is typically associated with
mysterious interactions at the atomic scale, and appears to describe a world which deviates
significantly from our intuitive, classical understanding. Early experimental demonstrations
of quantum behavior included observations of energy quanta in photons (photoelectric effect)
and quantized intrinsic angular momentum, or spin (Stern-Gerlach). A rich formalism was
developed which very accurately agreed with non-classical experimental observations such
as the Lamb Shift.

Although macroscopic objects are composed of enormous numbers of quantum objects,
they generally exhibit classical behavior. This is because the individual degrees of freedom
couple in such a way that their quantum observables become randomized. This coupling
leads to the formation of an effective energy reservoir through which energy and information
can be dissipated from a single quantum object [1]. This process is known as decoherence.
To preserve the coherent state of a quantum object, it is necessary to maximally decouple it
from surrounding, environmental degrees of freedom. Generally, the smaller the object, the
more easily isolated it is.

In the mid 1980’s, macroscopic quantum coherence was demonstrated in the lab of John
Clarke at UC Berkeley. These experiments provided evidence for quantized energy levels
and quantum tunneling out of the zero-voltage state in a current-biased Josephson junction
[2, 3, 4]. This opened the door for later experimental observations of quantum coherence in
structures on the order of a hundred microns in size [5], an amazing demonstration given the
incredibly large number of atoms in a such an object. This dissertation details experiments
involving one such device, the superconducting flux qubit. Specifically, we use ultralow-noise
superconducting amplifiers to optimize the amount of information that can be extracted
during a qubit measurement while minimally perturbing the measured qubit state. These
results represent an important step towards the ultimate goal of building a practically useful
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quantum computer.

1.1 Quantum information

The fundamental unit of information used in modern computation and data storage is
the ‘bit,” a two-level, digital system. In typical notation the states of the bit are referred to
as ‘0’ and ‘1’. In a microprocessor, these states refer to transistors in the off and on states.
Given a system of n bits, there are 2" possible combinations 0 and 1, and the system can
only represent one of these at a time.

A quantum bit, or ‘qubit,” on the other hand, can be put into an arbitrary quantum
superposition of eigenstates 0 and 1. Examples of quantum two-level systems include elec-
tromagnetic photons, spin 1/2 particles in a magnetic field, and even isolated energy levels
of an atom. Both the relative amplitude and phase of 0 and 1 can be controlled in a qubit.
Thus, in a n qubit system, all 2" possible classical combinations can be represented by a
highly entangled, superposition state. Rather than executing an algorithm in a serial process,
this maximally entangled state allows all possible states to be operated on simultaneously,
intrinsically lending itself to massive parallelism [6].

The first notion of a quantum computer is commonly attributed to Richard Feynman
in 1982 [7]. Subsequent theoretical work led to the development of quantum algorithms
which would offer major speed advantages over their classical counterparts. Shor’s algorithm
(1994) showed that integer factorization could be achieved in polynomial time with the aid
of the quantum Fourier transform [8]. This time scale is exponentially faster than the most
efficient classical factoring algorithm. The ability to factor very large integers is the basis
behind breaking RSA (Rivest, Shamir, Adleman) encryption, one of the standard methods
for securing electronic information. Another well-known application of quantum computing,
made possible by Grover’s algorithm (1996), is the sorting of unstructured databases [9].
Quadratic speedup is obtained through a routine that is more efficient than simply searching
through each item in the database, as a classical computer is forced to do. Finally, simulation
of quantum systems is often cited as a potential application of a quantum computer [10].
The computational complexity of many-body quantum systems increases rapidly with the
increasing size of the system, quickly making the computational time impractical. It is logical
that a quantum computer would more efficiently simulate such a complex quantum system.

In recent years, mesoscopic systems, including quantum dots [11] and circuits made of
superconductors [12, 13], have been engineered with quantum, two-level properties. Rapid
progress has been made in the field of superconducting qubits, validating superconducting
circuits as a viable platform for quantum information processing [14, 15, 16, 17].
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1.2 Challenges of quantum computing

Many decades elapsed between the advent of the transistor and the commercial avail-
ability of desktop computers. Progress in quantum computing seems to be taking a similar
trajectory with continuing upward progress, albeit at a modest rate.

To implement a practical quantum computing architecture, a set of conditions known as
the DiVincenzo criteria must be satisfied [18]. Expressed succinctly, these requirements are:

1. Qubits must be well-defined and scalable.

2. System can be initialized to a fiducial state.

3. Coherence times are much longer than measurement times.
4. Implementation of a universal set of quantum gates.

5. High fidelity readout of qubit states.

In order to build a practical quantum computer, a scalable architecture is required.
Qubits based on smaller structures such as trapped ions [19, 20] are coupled more weakly to
their surroundings, making readout and coupling between qubits more difficult. This poses
greater challenges to producing a scalable architecture with such qubits. The advantage of
these systems is that coherence times are much longer, making it easier for entanglement
and measurement to occur before the quantum state is destroyed.

Superconducting qubits and semiconductor-based qubits naturally lend themselves to
scalability because they leverage existing microfabrication technology. Such systems are also
generally tunable and easily manipulated. This all comes at the expense of shorter coher-
ence times because of stronger coupling to environmental modes and fluctuations. Control
lines and the readout circuitry needed to interrogate the qubit contribute to these effects.
Over the past decade, superconducting qubit coherence times have continued to improve,
exceeding 10 us in recent work [21, 22]. These times are beginning to approach the order of
magnitude necessary for certain error correction schemes [23], and engineering qubits with
longer coherence times is the subject of intense current research.

1.3 Superconductivity

1.3.1 Flux quantization

When cooled through the superconducting transition temperature 7T, the participating
superconducting electrons form Cooper pairs. These pairs form a highly collective conden-
sate, whose properties are expressed by a single wavefunction with an amplitude and a phase,
given by

() = [n(r)] /2", (1.1)
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where n(r) is the density of Cooper Pairs and 6(r) is the phase of the superconducting order
parameter [24]. One consequence of this is that in a superconducting ring, #(r) must be
single-valued modulo 27, expressed mathematically as

?{ Vo(r) - dl = 2mm, (12)
c
where m is an integer. Using the relation in the interior of the superconductor

hVO = gA, (1.3)

where ¢ is the Cooper pair charge and A is the magnetic vector potential, it can be shown

that the flux
b = m_h) (1.4)
2e
where ¢ = —2e for a Cooper pair. Thus, the flux threading a superconducting loop takes on
only discrete values, in integer multiples of the magnetic lux quantum ®,, given by

h

Oy = —.
0 2e

(1.5)

1.3.2 Josephson junctions

Classically, no current should flow when an insulator is placed between two supercon-
ducting electrodes. Quantum mechanically, however, the macroscopic wavefunction 1 is
exponentially attenuated in the insulating region. For a thin enough barrier, Cooper pairs
can tunnel through the insulator, forming a Josephson junction [25]. In this structure,
Josephson showed that

= Iypsin(0) (1.6)
a0 2e
5= EV, (1.7)

where § = 05 — 6, is the phase difference across the junction. Here, §; and d, are the phases
of the superconducting order parameter on each side of the tunnel barrier. Equation 1.6 is
known as the Josephson current-phase relation. It states that the phase across the junction
is a function of the supercurrent through the junction (), up to a maximum given by the
junction critical current I,. When I, is exceeded, a voltage develops across the junction,
and the phase across the junction changes in time according to Equation 1.7. For a constant
voltage, this constant rate of phase change corresponds to an oscillating current across the
junction.
The Josephson relations can be combined to yield the following relation:

h ol

V= 2ely cos(d) Ot
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Recognizing the coefficients in front of the time derivative as an effective inductance, we can
define the Josephson inductance as

h L o
L;(6) = = 1.
709) 2elycos(d)  cos(d)’ (1.9)
where " o
Lig=— =2 1.1
70 26[0 27'('[0 ( 0)

is the inductance at zero current. Thus, a Josephson junction has an inductance that scales
inversely with the junction critical current Iy and increases as the supercurrent through the
junction increases, diverging as I approaches Iy. In a similar vein, Equations 1.6 and 1.7 can
be combined to define an energy associated with the junction:

Dol
o7

U(9) [1 —cos(d)] = E;[1 — cos(d)], (1.11)

where the coupling energy at zero current is the Josephson energy

Dyl
E; = ) 1.12
J 21 ( )

In addition to acting like an inductor, a Josephson junction also has capacitive and dis-
sipative conduction channels, as shown in the RCSJ (resistively and capacitively shunted
junction) model [26] of Figure 1.1(a). The capacitance is formed between the two supercon-
ducting leads of the junction, and the dissipation is due to dielectric loss and quasiparticle
conduction (suppressed at low temperatures). Quasiparticles are formed when the binding
energy of a Cooper pair is exceeded and the pair is broken [27]. Putting this together, a
real-world junction can be represented as by the parallel combination of an ideal Josephson
junction and a shunting capacitance (C) and resistance (R). Writing an equation for the
total current through this full structure gives

2
]z[osin(5)+i@+0h86

senor TS (1.13)

This equation is analogous to an equation of motion of a mechanical system, with the
first three terms associated with effective forces. The third term is the damping term, with
dissipative character proportional to 1/R. The final term is analogous to the mass times
acceleration in Newton’s second law, where the capacitance is proportional to the mass of
the ‘phase particle.” Grouping constants appropriately and integrating the first two terms
with respect to 0, one can define an effective potential energy U; of the phase particle,
parameterized by the bias current, as

Us(0) = —E, {cos(a) + 1105] | (1.14)
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(a)

8

O |

Figure 1.1. RCSJ model and washboard potential of a Josephson junction. (a) The RCSJ model
represents a Josephson junction as the parallel combination of an ideal Josephson element (x)
shunted in parallel with a capacitor (C) and a resistor (R). (b) The washboard potential energy is
parameterized by the bias current I and plotted as a function of the phase 9.

where a constant E; term has been dropped. This potential is commonly known as the ‘tilted
washboard’ potential [Figure 1.1(b)], and an intuitive sense for the dynamics of Josephson
junctions can be obtained by considering the phase particle in this potential. The damping
is provided by placing the entire system in a viscous medium. Starting with the potential
untilted, the phase particle is confined in one of the wells, corresponding to zero voltage
across the junction. As the bias current is increased, the washboard tilts, until the particle
reaches the point where it sees a negative slope. It is then free to start running down
the washboard, corresponding to exceeding the junction critical current and switching into
the voltage or ‘running’ state. In practice, the particle can switch into the voltage state
before the true critical current is reached if thermal fluctuations kick the particle out of
the well or if the particle tunnels out. In the ‘running’ state, the phase particle reaches a
steady state due to the viscous medium opposing motion. When the bias current is reduced,
decreasing the slope of the potential, it is possible for the particle to continue running down
the washboard. This hysteresis is due to the momentum the particle has acquired in the
voltage state. To re-confine the particle to a single well, the slope must be further decreased.
This ‘retrapping’ into the supercurrent state occurs at a lower bias current than the original
switching current. The degree of hysteresis in the system is dependent on the junction
capacitance (mass) and shunting resistance (damping). For some applications, it is desirable
to eliminate the hysteresis altogether, which is accomplished by adding an external shunt
resistance to reduce the Stewart-McCumber parameter, S, to less than one. This parameter
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is defined as:

. 27T[0RQC

o= "g

(1.15)

1.4 Superconducting Quantum Interference Device

The Superconducting QUantum Interference Device (SQUID), shown in Figure 1.2(a),
is a well-known application of Josephson junctions. The SQUID consists of two Josephson
junctions interrupting a superconducting loop. When the device is biased with a current I,
the current divides into the two arms of the SQUID, and the phases in each arm interfere so

that 54 s 5 s
. . . + —

Iy, = Iy[sin(dy) + sin(dq)] = 21, sin ( & 5 1) cos ( 2 5 1) , (1.16)
where ; and d, are the phase differences across each of the two SQUID junctions. This in-
terference is reminiscent of photons in the classic double-slit experiment. Although Equation
1.16 is specific to identical SQUID junctions, this analysis can also be generalized to asym-
metric junctions. Referring back to the derivation of flux quantization in Section 1.3.1, the
integral of the phase gradient around the superconducting loop now includes the contribution
of the two Josephson junctions, so that Equation 1.4 now becomes

(I)0<52 - 51)

S =mdy + ——. (1.17)
2m
Rearrangement gives the more familiar form
d
2m— :52—(51 (118)
Do

for m = 0. Substituting Equation 1.18 into Equation 1.16 gives

I, = 2[ysin 02 1 01 cos e : (1.19)
2 Dy

For simplicity, the geometric loop inductance has been neglected in this derivation, and thus
Equation 1.19 is only valid in the limit of vanishing loop inductance. The cosine term on the
right hand side of Equation 1.19 is parameterized by the total flux threading the SQUID.
Thus, the flux sets a limit on the maximum possible value of I, or the critical current, up
to a maximum of 21y. The critical current of the SQUID is therefore modulated by the flux
through the SQUID, with a flux periodicity of ®q, as shown in Figure 1.2(b).

A total flux differing from m®, implies from Equation 1.18 that the phases across each
junction are different, and therefore the currents in each SQUID arm are also different. This
current asymmetry can be viewed as contributing to a circulating current J around the
SQUID loop. The total flux in the SQUID & can be broken down into two components:
the externally applied flux ®, and the flux generated by the circulating current J. The
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Figure 1.2. SQUID schematic and critical current modulation vs flux. (a) The SQUID consists
of a superconducting loop interrupted by two Josephson junctions. The applied current bias (1)
divides down the two arms of the SQUID. The symmetry is broken by a magnetic flux (®) in the
loop, producing a circulating current J. (b) The critical current of the SQUID modulates with
applied flux as shown for a SQUID with 7 < 1.

latter contribution acts to partially screen the applied flux ®,. Modifying 1.18 to reflect this

distinction gives
2
(P + LsJ) = 62 = by, (1.20)
0

where Lg is the SQUID loop inductance. For non-zero Lg, solving for the SQUID dynamics
is non-trivial and requires numerical methods. Increasing Lg for a given value of I causes the
the critical current of the SQUID no longer to modulate to zero, but rather to an increasing
fraction of the critical current. The relative effect of Lg can be quantified through the
‘screening parameter’ (7, defined as

 2ILs

B = B (1.21)

This parameter can also be written as Lg/m L, which is proportional to the ratio of the loop
inductance to the Josephson inductance.

Resistively shunted SQUIDs engineered to be non-hysteretic can be used as flux-to-
voltage transducers, as shown in Figure 1.3. When biased just above the critical current
in the voltage state, the voltage across the SQUID modulates sinusoidally with applied flux.
If the SQUID is biased at the steepest point of the flux-to-voltage curve near &, = ®4/4,
where Vg = (0V/0®);, is maximum, a very small flux signal in the SQUID produces a large
output voltage. When operated in this manner as a magnetometer, noise spectral densities
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Figure 1.3. SQUID current-voltage characteristics and voltage modulation vs flux. (a) The current-
voltage (IV) characteristics of a SQUID with a non-negligible (but < 1) 1, are shown for &, =0
(red) and @, = Py/2 (blue). (b) When the SQUID is current biased above its critical current at I,
(dotted line), the voltage output across the SQUID modulates sinusoidally with applied flux. Thus,
the SQUID functions as a flux-to-voltage transducer, with maximum sensitivity Vo = (0V/0®)7,
at &, = B /4.

below 1 p®,/v/Hz have been achieved [28]. For such devices, the optimal performance is
reached with 87, ~ 1 [29]. Unshunted SQUIDs are used for applications requiring non-linear,
tunable inductors, flux-sensitive switching detectors, or when dissipation due to on-chip
resistors is undesirable.

1.5 Superconducting qubits

The macroscopic quantum nature and low dissipation of superconducting circuits make
them natural candidates for use as qubits [30]. Capacitance and inductance are the classical
quantities that describe the resonant characteristic of these circuits. A formalism must be
developed to quantize these electrical circuits so that the quantum mechanical character of
the qubit can be captured [31]. Writing down the well-known Hamiltonian of a LC oscillator,
one can identify () and ® as canonical conjugate variables, where () is the electric charge
stored in the capacitor and ® = LI is a generalized flux [32]. This is in analogy with
the canonical position (Z) and momentum (p) operators, and a full mapping between the
two systems can be made. Thus, we can verify that an LC circuit behaves like a quantum
harmonic oscillator, with energy levels equally spaced by hw down to a zero point term, %hw
Like # and p, the charge and generalized flux can be reinterpreted as quantum mechanical
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operators, represented as Q and (iD, which follow a similar commutation relation
[Q, ] = —ih. (1.22)

This is sometimes re-expressed in quantities which are more commonly used for Josephson
junctions in the superconducting qubit community:

7, 0] = —i, (1.23)

where n is the number operator of Cooper pairs tunneling through the junction and 4 is the
phase operator across the junction.

The harmonic oscillator energy ladder produced by linear inductive and capacitive circuit
elements is not suitable for use as a qubit. Because the energy levels are equally spaced,
it is impossible to isolate two levels |0) and |1) without simultaneously driving resonant
transitions to higher levels. An anharmonic potential is needed to create energy levels which
are unevenly spaced, thus requiring a nonlinear element. The Josephson junction provides
this with its lossless, nonlinear inductance. Both the Josephson energy E; and the capacitive
energy, Ec = €%/2C, set the energy scale of a superconducting qubit. The relative ratio of
the two determines whether the eigenstates of the system are definite charge or phase states.
As such, it also determines the relative sensitivty of the qubit to fluctuations in either charge
or current.

In the early days of the field, between 1999-2002, superconducting qubits were classified in
three broad categories: phase, charge, and flux (Figure 1.4). The phase qubit (E;/Eqc ~ 10%)
[33] exploits energy levels in the metastable potential well of a current-biased Josephson
junction [Figure 1.4(a)]. The eigenstates of this system are states of definite phase across
the junction. The charge qubit (E;/Ec < 1) [34] consists of a superconducting island
with eigenstates represented by Cooper pair number states on the island [Figure 1.4(b)].
Anharmonicity is provided by a large critical current Josephson junction which forms one
side of the island. Energy eigenstates in the flux qubit (E;/Ec ~ 100) [35] are formed by
superpositions of distinct flux states generated by counter-rotating persistent currents in a
superconducting loop interrupted by (typically) three Josephson junctions [Figure 1.4(c)].

In recent years, hybrid qubits (for example, quantronium [36]) and especially qubits
designed to be less sensitive to noise, such as capacitively-shunted flux qubits [37], transmons
[38], and fluxonium qubits [39], were developed. The transmon [Figure 1.4(d)], which has
similarities to phase and charge qubits, is currently widely studied. Large shunting capacitors
reduce Es, and hence the sensitivity to charge fluctuations. This reduced sensitivity to
charge noise is accomplished by engineering the device for flatter energy bands with respect
to charge. Ambient fluctuations therefore result in lower amplitude excursions of the qubit
Larmor frequency wg;, and consequently lead to less decoherence. The tradeoff for flatter
energy bands is typically reduced anharmonicity of the higher energy levels. Greater care
must be taken to reduce the spectral width of qubit control pulses to prevent spurious
excitations to these higher levels.
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Figure 1.4. A variety of superconducting qubits. (a) A current-biased Josephson junction can be
operated as a phase qubit. (b) A split Cooper pair box, a variety of charge qubit, is formed by
a superconducting island and a Josephson nonlinearity. The qubit is biased with a gate voltage
Vy and a flux ®. (c) Three-junction flux qubits consist of a loop interrupted by three Josephson
junctions, one of which is smaller than the other two. (d) The transmon is a newer qubit design
which features reduced sensitivity to charge fluctuations due to large shunting capacitors.

1.6 Scope of research

This thesis focuses on optimizing the dispersive readout of a superconducting flux qubit.
In this context, dispersive readout refers to a readout which probes the qubit-state dependent
shift in the frequency of a microwave resonator. Information from the quantum state of the
qubit is mapped onto an impedance shift and processed at room temperature with a classical
detector [40]. There is a delicate interplay between how much information is extracted
during a readout and how much the readout perturbs the qubit state. When the readout
strength of a quantum system is increased, more information about the state is extracted
as it is strongly projected onto the measurement basis. The side effect of this high power
is increasing readout backaction, which scrambles the state of the qubit after readout is
complete. This poses immense problems when successive qubit interrogations are required.
A possible remedy for this is to reduce the readout strength, but this comes at the expense
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of less information about the qubit state due to the finite signal-to-noise ratio available in
any qubit readout chain. The system can only be probed for a limited amount of time
before the quantum state is no longer coherent, with its information irreversibly lost to the
environment.

Given these considerations, we focus on optimizing the readout of the flux qubit. This
is accomplished with the use of low-noise superconducting amplifiers [41, 42, 43, 44, 45,
46, 47]. Advancements in these custom microwave amplifiers have been driven recently
by applications in both quantum computing and other areas of physics requiring a very
sensitive measurement [48]. In the course of this optimization process, we address three of
the five requirements of a practical quantum computer, as outlined in Section 1.2: qubit
state initialization, fast acquisition, and high fidelity readout.
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Chapter 2

Superconducting flux qubits

2.1 The one-junction flux qubit

Although the one-junction flux qubit has been replaced in the qubit community by cor-
responding three and four junction flux varieties, it serves as an instructive starting point
for developing an intuitive understanding of flux qubit dynamics. This simple flux qubit de-
sign consists of a superconducting loop interrupted by a single Josephson junction [49]. The
junction can be characterized by some capacitance C'; and critical current I,. The system
parametrization is completed by defining a geometric loop inductance, L,.

The Hamiltonian for this system can written down in a straightforward manner:

1 1
H:ECJV2—|—§L(1_[3+EJCOS5, (2.1)
where I, is the persistent circulating current in the loop. Starting from Equation 1.18, one
of the phase terms can be removed to give the following relationship for a superconducting

loop with only one junction:
)
2m— = 0. 2.2
T 2:2)
Using this and noting that the total flux ® = &, + ®,, where ®, = L I, is the flux generated
by the circulating current, we can write Equation 2.1 as

0?2\ (®—®,)? 27
H=4B (2 )+ 522 g 7). 2,
¢ (2e LY 7O T, (23)

The last two terms can be viewed as an effective potential energy, while the kinetic energy
comes from the capacitive first term. The overall potential shape as a function of ® is the
combination of a Josephson washboard potential U; and an inductive, quadratic potential
Uy, (Figure 2.1). Because there is explicit dependence on @, in only one of the terms, the
two potentials can be shifted relative to each other with changes in the applied flux. When
the loop is biased with a flux ®, = ®/2, the inductive energy minimum lines up with a
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Figure 2.1. Double-well potential energy of the one junction flux qubit. The potential energy
normalized to E; of the one junction flux qubit is plotted vs the total flux threading the qubit.
Three different values of the externally applied flux ®, are shown: 0.45 ®( (green dashed), 0.50 ®g
(blue solid), and 0.55 ®( (red dashed-dot). The two wells shift up and down in energy with changing
®, and represent classical circulating current states in the qubit.

maximum in the washboard potential at zero total flux. Degenerate minima form on both
sides of this maximum, creating a double-well potential separated by an energy barrier. This
point is aptly called the ‘degeneracy point.” The classical wells are associated with flux states
of opposite polarity generated by counter-rotating circulating currents of magnitude /, in
the loop, represented by |©) and |(©). If the external flux is slightly changed from ®,/2,
the wells tilt such that the height of one well is higher than the other.

If the characteristic background (thermal and electrical) energy is lower than the barrier
height, the ‘phase particle’ will classically be confined to either of the two wells. Quantum
mechanically, however, it is possible for the bound-state wavefunctions associated with each
circulating state to penetrate into the barrier. This implies a non-zero tunneling rate between
the two wells. This rate is sensitively dependent on the barrier height, mass (capacitance)
of the phase particle, and the degree of tilt in the potential. At the degeneracy point,
the interaction between the two wells lifts the degeneracy of the two circulating states,
producing an energy splitting A, and energy eigenfunctions which are symmetric (]0)) and
antisymmetric (|1)) superpositions of |O)) and |O). As the external flux is progressively
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biased away from ®,/2, the two eigenstate wavefunctions are increasingly localized in the
separate wells. Thus, the mixture of circulating states changes so that the eigenstates more
closely resemble the classical circulating current states.

Though the one junction flux qubit has been experimentally demonstrated [49], it suffers
from a number of drawbacks. Foremost, the barrier height and hence the tunneling frequency
are sensitively dependent on the ratio of the geometric loop inductance to the Josephson
inductance, which is proportional to 3. Unless 8 =~ 1, the potential energy will not form a
double-well with a corresponding energy splitting suitable for a practical flux qubit. Precisely
balancing the critical current of the junction with the appropriate loop inductance is a tricky
fabrication challenge. Additionally, because the size of the loop and the critical current are
so closely linked, changing the size of the qubit loop has a dramatic effect on the energy
levels. These difficulties led to the search for a more robust type of flux qubit.

2.2 The three-junction flux qubit

The three-junction flux qubit [50], shown in Figure 2.2, consists of a superconducting
loop interrupted by three Josephson junctions, two of which are equal in size and larger
than the third junction. This flux qubit addresses the main problems associated with one
junction flux qubits. The main reasoning behind the three junction design is to use the
two larger junctions in place of the geometric loop inductance. Because the three junctions
are all fabricated in the same step with the same critical current density Jo, their relative
Josephson inductances are set by the ratio of their junction areas. This ratio, which is much
more easily controlled in device fabrication, is defined as

2103
ay = —— |
T oy + I

where [y; are the critical currents of each junction; Iys refers to the smaller junction. In this
three junction configuration, the energy level structure is much less sensitive to the overall
scaling of the critical currents given by the Jo of the process. Because the geometric loop
inductance is typically made to be much less than the Josephson inductance of each large
junction, a wide range of loop sizes is possible before a significant effect on the energy band
structure is seen. This allows for large loop areas which are more suitable for on-chip bias
lines and stronger qubit-qubit magnetic flux coupling [51].

If there is a price to pay for these advantages, it is the increased complexity of the flux
qubit energy manifold. The two additional junctions add two new degrees of freedom to
both the potential energy function and the effective kinetic energy (junction capacitances)
[52]. Adapting Equation 2.2 to this three junction geometry gives

(2.4)

o
2r— = (51 + (52 + 53, (25)
Do

where d; and 05 are the phases across the large junctions and 3 is the phase across the small
junction. The total potential energy Ur can be written as the sum of U, (unchanged from
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Figure 2.2. Schematic of the three junction flux qubit. The three junction flux qubit is a supercon-
ducting loop interrupted by three Josephson junctions, one of which is smaller than the other two
by a factor of ;. Each junction is modeled to include both Josephson and capactive conduction
channels. The circulating current I, flowing in the loop is related to the total flux ®.

the one junction potential) and U, which now includes all three junctions:

(@D,

UT = 2—Lq — %[[()1 COS(51) + [02 COS((SQ) + 103 COS((Sg)] (26)
(P -,)?
T Eji[cos(d1) + cos(d2) + a, cos(d3)]. (2.7)

q

This expression assumes that Ip; = Ipz and makes use of the definition Ej;; = ®gly;/27.
Constant energy surfaces of this potential as a function of all three phase variables are
shown in Figure 2.3. The ellipsoidal, closed surfaces (red) suggest the existence of periodic
minima in the potential.

To gain some insight into this three-dimensional potential, it is helpful to make a coor-
dinate transformation. We define new rotated phase coordinates as

o D, 2Lyl
— = 51— 5 — =_— 44949 2.
0 1+ 2q, ( 7T<I)0 01~ 0 53) Po(1 + 2a)’ (28)
1 o,
= —— 1|2 —2r— | — 01 — 2.
(53 2(1 T 2aq) |: Oy <53 W(I)O) 51 52:| ,and ( 9)
5, = M (2.10)

2
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Figure 2.3. Surfaces of constant potential energy in the three junction flux qubit. Three potential
energy contours at Up = 1.4 Ej (red), Upr = 10 E; (green), and Up = 30 E; (blue) are shown as a
function of the phase differences d; across the three Josephson junctions. Ellipsoidal surfaces (red)
indicate the presence of local minima bound states in the potential. The external flux is ®, = ®/2
and the qubit parameters are a; = 0.8 and f; = 0.4 [52].
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We also define 3, analogous to 8z in the one-junction flux qubit, as

oL, ( 111 )‘1
_ = 2.11
Pa Qo \Jo1  lo2 o3 (211)
_ 2rLyaqdo (2.12)

(1 —+ 204(1)(1)0
In this rotated representation, Uy, is given by
1+ 2«

U,=E, 167 2.13
1 QOZqu t ( )

and Uj; by

Uj=—Ej |cos(d, — d5 — 0;) 4+ cos(d, + 65 + &) + g cos (255 + 2%% — i—t)} . (2.14)
q

Just as in the case of the one junction flux qubit, the classical circulating current states
can be identified as wells in this potential. The situation can be moderately simplified in the
case of small loop inductance (8, < 1). The inductive potential energy given by Equation
2.13 is only a function of the total phase d;, and a very small 3, creates a very steep potential
in ¢;. For the overall potential be minimized, this implies that J; ~ 0. Thus, we can decrease
the dimensionality of the potential by one and look only in the d; — d, plane. These phase
coordinates represent symmetric (s) and antisymmetric (a) modes. This surface is shown
as a contour plot in Figure 2.4. The potential is periodic, the expected form a Josephson
element, in both coordinates. An array of minima form in the surface, with adjacent wells
separated by two distinctly different barriers for typically used parameters. The smaller or
‘intra-cell’ barrier (Py — Py) gives the energy splitting which forms the two eigenstates of the
qubit. This is analogous to the energy barrier in the double-well, single junction flux qubit
potential. These two-well cells are separated from identical, periodic cells by the ‘inter-cell’
barrier, (Py — P»). This much higher barrier drastically reduces the coupling and tunneling
rate between the wells in separate cells. Nevertheless, this serves to split the energy levels
of both the ground and excited states into a doublet. For a properly engineered flux qubit,
this doublet splitting can be much less than the intrinsic linewidth of the qubit resonance,
rendering it insignificant and effectively preserving the two-state qubit system.

If the qubit loop inductance is large such that 3, is no longer an insignificant fraction
of one, the potential in J; softens, and all three dimensions must be considered [52]. In
particular, the potential minima no longer lie on the §; = 0 plane, but are now split so that
one lies on each side of this plane, as seen in Figure 2.5. This can be understood by the linear
dependence of §; on I, as highlighted in Equation 2.8. The proportionality factor, which
includes L,, maps the circulating current states of equal magnitude and opposite sign onto
corresponding states in d;. The dependence on ¢, and J; still remains, and even though it
is more difficult to visualize in this three-dimensional space, corresponding wells again form
with both intra-cell and inter-cell splittings. Additionally, an increasing [, increases the flux
generated by the loop, modifying the magnitude of I, at &, = 0 /2.
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Figure 2.4. Potential energy slice of a three junction flux qubit with &; = 0. In flux qubits
with 8, < 1, minima of the potential energy approximately form in the ¢; = 0 plane, effectively
restricting the potential to two dimensions in ds and d,. Both the ‘intra-cell’ (P — P;) and
‘inter-cell’ (Py — P») barriers are clearly shown. The external flux is ®, = ®¢/2 and the qubit
parameters are oy = 0.8 and 5, = 0.01 [52].

2.3 The four-junction flux qubit

A four-junction flux qubit is sometimes used in place of the three-junction variety. The
fourth junction serves to add inductance in a manner similar to the other two large junctions
in the three-junction flux qubit. This modifies the value of a for a desired A,. The potential
additionally becomes four dimensional, adding even more complexity to solving the system
of equations. Four-junction flux qubits offer improved coherence times in certain readout
schemes due to improved device symmetry [53]. The double-angle shadow evaporation tech-
nique typically used to fabricate flux qubits requires that any loop have an even number of
junctions. In a three-junction flux qubit, a fourth junction is actually always present, but
it is intentionally made with such a large critical current that its effect is negligible on the
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Figure 2.5. Potential energy of a three junction flux qubit with non-negligible 3,. Slices of the
potential are shown in two orthogonal directions, the 5 — d; (left) and d; — J, (right) planes.
The planes intersect along the dotted line. The counter-rotating circulating states are visible as
potential minima with an equal and opposite §;. The external flux is ®, = ®y/2 and the qubit
parameters are a; = 0.6 and [, = 0.4 [52].

qubit dynamics. In readout geometries where parts of the qubit arms also form the readout
SQUID, as in Figure 2.6, this large, spurious fourth junction can cause impedance asym-
metries between the two arms of the qubit. This causes noise currents to divide differently
down these two arms, destroying the noise-protecting symmetry of the device by producing
an enhanced coupling of the noise to the qubit loop. If the fourth junction is instead made
to be the same size as the two other large junctions, and is strategically placed such that it
does not cause asymmetries in the readout, this is referred to as a four-junction flux qubit.
For all the qubits studied in this thesis, the readout was such that there was no added benefit
from the four-junction qubit design.
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Figure 2.6. Potential advantages of the four junction flux qubit. (a) A SQUID which shares
sections of its loop arms with a flux qubit is one architecture for qubit readout. A three-junction
flux qubit creates an asymmetry in this readout circuit due to its large fourth ‘stray’ junction. This
leads to a difference in the impedance of the SQUID arms, causing noise currents flowing through
the SQUID to divide unevenly and couple flux noise to the qubit. (b) In a four-junction flux qubit,
the large fourth junction is made smaller (the same size as the other two large qubit junctions) and
is placed where it will not produce an asymmetry in the readout SQUID. This preserved symmetry
helps protect the qubit from decoherence.

“Fourth junction”
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2.4 Energy level calculation for the three-junction
qubit

An approximate feel for how A, depends on device parameters can be obtained through
semi-classical methods. For a very small loop inductance (3, < 1), it can be shown that [54]

E;Ec(2a—1 E;(2 1 1
A, = 4\/ sEo(2a = 1) exp Es2a+1) (arccos % Vda? — 1) . (2.15)

o aFo o

The exponential sensitivity of the tunnel splitting on a, E;, and E¢ is most striking, and
this dependence is the cause of most fabrication-related difficulty.

A more rigorous approach can be taken to calculate the energy levels of the flux three
junction flux qubit [52]. The Hamiltonian must first be formed, which requires a kinetic term
in addition to the potential energy formalism of Section 2.2. In a one-dimensional kinematic
system, the kinetic energy is proportional to the square of the time derivative of the position
coordinate. The flux qubit kinetic energy term is again analogous to this system. For a
single junction, the capacitive energy takes the form

1
Ec = 5(;(,1/}. (2.16)

Using the second Josephson relation (Equation 1.7), and including the contribution of all
three flux qubit junctions, the total capacitive energy can be written as a kinetic energy
term:

1 /®, 2 .2 .2 .2

T=— (—) (0151 + 0252 + 03(53 ) (217)

2 \2m
This kinetic energy is also transformed into the same rotated coordinate system as the
potential energy. With the full Hamiltonian H, we can now solve for the energy levels and
wavefunctions of the system. This is performed by expanding the Hamiltonian in a complete
set of basis functions. The basis functions are carefully chosen such that they capture the
symmetries of the potential. The periodic potential in §, and J, suggests the use of plane
wave basis functions. Due to the quadratic nature of the potential in d;, harmonic oscillator
wavefunctions are used in this dimension. The overall expansion functions are written as the
following product state:

[Prim) = [0) [0 ) (2.18)

where k and [ run from —oo to co and m runs from 0 to co to produce an exact solution. In
practice, this expansion is truncated such that the calculation retains sufficient accuracy yet
is completed in a reasonable amount of time. The matrix elements can be computed analyt-
ically, and the resulting matrix is diagonalized to give the approximate energy eigenvalues
and wavefunction composition. If this calculation is made for many individual values of ®,,
the energy band structure vs flux is generated. An example of such a plot over a narrow flux
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Figure 2.7. Flux qubit energy spectrum vs flux. The two lowest energy levels of the flux qubit, Ey
and Fq, are used as the qubit states. The high degree of anharmonicity in the system is evident
by the significantly higher Fy level. Near ®, = ®(/2, the transition energy as a function of flux is
well approximated by a hyperbolic function. Each energy level is a doublet with a splitting too fine
to be resolved in the plot. The calculation parameters are B¢ = 2 GHz, E; = 200 GHz, oy = 0.6,

and £, = 0.02.
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range centered about ®, = ®4/2 is shown in Figure 2.7. Each visible energy level is actually
a doublet with a spacing between levels which is too small to resolve.

The high degree of anharmonicity in the system is evident as the transition energy be-
tween levels 1 and 2 (Ej) is considerably greater than between the qubit levels 0 and 1
(Eo1). This allows these higher levels to be neglected in the formation of an approximate
two-level Hamiltonian, written as

1
H = —i(eaz + Ayoy), (2.19)

where o, and o, are the standard Pauli matrices and € = 21, (®, — ®(/2) is the energy bias
[55]. The circulating current states can be expressed as the basis vectors of o, [56]:

) = (é) (2.20)

|O) = <(1)> : (2.21)

Diagonalizing the Hamiltonian, it can be shown that the energy eigenvalues are

E(] _ —% Ag+€2 (222)
E1 %\/W ’ '

so that the transition energy takes on the hyperbolic form

E01 = 1 /Ag + €2, (223)

The eigenvectors of the Hamiltonian can similarly be shown to be

0) = <COS§) (2.24)

Sin 5

) = <_ Smgg) : (2.25)

COSs 5

with the angle ¢ defined through the relation

tan(e) = 22 (2.26)

€

Equations 2.24 and 2.25 reveal how the circulating state mixture differs between the en-
ergy eigenstates as a function of flux. When € = 0 at the degeneracy point, |0) and |1) are
both equal mixtures of the circulating current states, making the eigenstates indistinguish-
able to a measurement which probes the average magnetization of the state. In the limit
of le] > A, the eigenstates approach pure circulating states of opposite direction and the
energy spectrum becomes linear with a slope of magnitude

OF
‘a—q) = |21,. (2.27)
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2.5 Qubit control and measurement schemes

As seen in Equation 2.23, the flux qubit transition energy is easily tuned by changing
the magnetic flux threading the qubit loop. Experimentally, this is accomplished by passing
current through a control line which is coupled to the qubit loop via a mutual inductance.
This flux bias must be capable of sweeping the flux through an entire flux quantum to ensure
that the qubit can be operated at any bias. This is accomplished either via on-chip control
lines or by an external multi-turn coil. These bias lines are typically superconducting to
ensure that high currents can be used without ohmic heating.

Transitions between qubit states, and more generally arbitrary qubit control pulses, are
generated through resonant excitation. This is accomplished via either an oscillating mag-
netic flux or an oscillating current in the qubit. One common method of flux excitation
involves coupling the qubit via a mutual inductance to an inductive termination of a high-
bandwidth line. Microwave pulses are sent down this line to the qubit, and the qubit can
absorb photons on resonance. If the qubit is directly coupled through a shared line to a
microwave source, resonant phase oscillations can also drive qubit transitions.

Readout of the qubit state can be achieved in a variety of ways. Because flux qubit eigen-
states are superpositions of magnetic flux states, a magnetometer is a natural choice for qubit
readout. This is realized by coupling a SQUID to the flux qubit via a mutual inductance.
The flux generated by the qubit circulating states couples to the SQUID, modifying its effec-
tive critical current. An unshunted, hysteretic SQUID forms a latching detector in which one
pulses the SQUID current bias with a current I, near its critical current for a duration #ycas
[Figure 2.8(a)] [35]. These pulse parameters can be adjusted such that the SQUID tunnels
into the voltage state with some probability Piyiten between 0 and 1. The two circulating
states of the qubit correspond to different values of Piyiten due to the flux-dependent SQUID
critical current, forming the basis for detection of the qubit state. The principle drawback of
this method is the the dissipative nature of the SQUID once it has switched into the voltage
state, leading to qubit decoherence. The quasiparticles generated by the Josephson junctions
in the voltage state also have a characteristic recombination time which sets a limit on the
repetition rate of the measurement [57], an experimental inconvenience and a disadvantage
for practical quantum computing.

These issues can be overcome by operating the SQUID entirely in the superconducting
state [58]. A SQUID shunted with a capacitor forms a nonlinear LC resonant circuit [Figure
2.8(b)]. As the circulating current J in the SQUID is flux-dependent, and because of the
current-dependent Josephson inductance, the SQUID functions a variable inductor whose
total inductance is a function of flux. The circulating current states of the flux qubit modify
the inductance, and hence the resonant frequency, of the SQUID-resonator. The circulating
current states of the qubit map onto distinct shifts in the resonant frequency of the circuit,
which can be probed using standard techniques.

The flux qubit measurements described in Figures 2.8(a) and (b) sense the circulating
current states of the qubit, and thus measure along a different axis than the qubit eigen-
states, which are superpositions of the circulating current states. Because a magnetization
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Figure 2.8. A sampling of flux qubit readout architectures. (a) An unshunted dc SQUID realizes
a latching qubit readout. The SQUID is probed with current pulses of magnitude I, and duration
tmeas- The circulating-state-dependent probability that the SQUID switches into the voltage state
is used to discriminate the qubit state. (b) A SQUID shunted with a capacitor forms a nonlinear,
flux-dependent oscillator. The circulating current states correspond to slightly shifted resonant
frequencies in the oscillator. (c¢) The SQUID is replaced with a linear inductor, which is sensitive to
the magnetic susceptibility x of the qubit. Qubit-state-dependent shifts in the resonant frequency
are again produced.

measurement projects the state of the qubit onto the circulating state detection basis, there
is an intrinsic limit to how well the qubit eigenstates can be distinguished. This limit is
flux bias dependent, and reaches a minimum at the degeneracy point, where the qubit states
are completely indistinguishable in this measurement architecture. The magnetization sig-
nal between the qubit states is proportional to the first derivative of the energy spectrum
vs flux, OF/0®, which is zero at the degeneracy point. The tradeoff, however, is that the
vanishing slope serves to protect the qubit from dephasing induced by ambient magnetic
field fluctuations. Strategies for working around these issues and more detailed implications
of the circulating current readout basis will be discussed in subsequent chapters.

An alternative measurement scheme [59], which probes the second derivative of the en-
ergy spectrum rather than the first derivative, addresses the issue of measurement at the
degeneracy point [Figure 2.8(c)]. The curvature of the spectrum, 9*FEgy; /0®?, is maximum
at the degeneracy point, optimally combining maximum readout signal with minimum sen-
sitivity to flux noise. This corresponds to a measurement of the magnetic susceptibility y;,
or equivalently the effective inductance, of the flux qubit. This signal is maximum at the
degeneracy point because small changes in an external flux applied to the qubit correspond
to large changes in the composition of the circulating current states, maximally changing
the magnetic energy.
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Chapter 3

Readout and amplification

3.1 Dispersive measurement

3.1.1 Jaynes-Cummings formulation of a flux qubit

Atoms coupled to a photon field in a Fabry-Perot cavity have been extensively studied in
the atomic physics community. In this so-called cavity Quantum Electrodynamics (QED) as
seen in Figure 3.1(a), the atom can be considered a two level system if the transition between
two levels can be isolated. The cavity is mirrored on both ends to produce a resonant cavity
with harmonic modes, and the atom couples weakly to the cavity with a strength g. If
the cavity and atom are brought into resonance, g represents the rate at which energy is
transferred back and forth between the atom and the cavity. The photon escape rate from
the cavity is characterized by the parameter k. Circuit elements can be used to form a system
analogous to cavity QED [60, 61]. Replacing the cavity with an electrical LC oscillator and
the atom with a superconducting qubit results in circuit QED (cQED). As shown in Figure
3.1(b), the system can again by parameterized by ¢ and x in an analogous manner.

The general Hamiltonian of a harmonic oscillator coupled to a two-level system can be
written as

H = Hres + Hqubit + Hintv (31)

where H, is the Hamiltonian of the harmonic oscillator, Hgupi¢ is the Hamiltonian of the
qubit, and Hj, represents the interaction energy [62]. For a flux qubit, this expression can
be written as

i 1L L . . At Ay
H = hw, (aTa + 5) - 5(60'2 + A,6,) + hg(a' + a)é., (3.2)
where a' and a are the standard harmonic oscillator raising and lowering operators, w, is the
resonant frequency of the bare harmonic oscillator, and hg is a characteristic coupling energy
[59]. The final term in Equation 3.2 represents a coupling between the qubit and resonator
via a magnetic dipole interaction. As seen in Section 2.4, the eigenstates of &, represent the

circulating current states of the qubit, making &, an intuitive operator to associate with the
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Figure 3.1. Comparison of cavity and circuit QED. (a) Cavity QED: an atomic transition coupled
with a strength g to a Fabry-Perot cavity with decay rate k. The atom is shown incoherently
decaying to its environment with a rate 4. (b) An analogous system composed of circuit elements
is the basis of circuit QED. The flux qubit is coupled to a microwave resonator through a shared
inductance, while coupling capacitors define the decay rate of the LC resonance.

magnetic moment. The interaction term dresses the states of the system such that they are
different from the bare resonator and qubit energies. If we now rotate the eigenbasis of the
system with the following coordinate transformations

o, = sin(6)d, + cos(h)o,

o, = —cos(0)d, + sin()7,,

where sin(d) = A,/E and cos(f) = ¢/FE, the eigenstates of the qubit are also the eigen-
vectors of ¢,’. If the system is transformed into the interaction picture, terms appear with
exponential arguments which are functions of both the sum and difference of the bare qubit
and resonator frequencies, given by w, + w, and w, — w,, respectively; w, is the qubit fre-
quency. Invoking the rotating wave approximation, we can drop the rapidly oscillating sum
terms. Additionally, if the qubit and resonator frequencies are far detuned in the dispersive
limit, |w, — w,| > g, we can expand the Hamiltonian in powers of ¢g/d, where § = |w, — w,/,
and retain only the lowest order terms. Transforming back to the Schrodinger picture, the
approximate Hamiltonian in the dispersive approximation becomes

g/2 1 1
H=h (wr — 7&;) (a*a + 5) - §hwq&;, (3.5)

where the effective coupling strength is ¢’ = gsin(#). Thus, the coupling is maximum when
sin(f) = 1, corresponding to measurement at the degeneracy point. The second term in
equation 3.5 represents the qubit energy, while the first term looks like a harmonic oscillator
modified by a term which includes 7. In other words, the resonant frequency of the harmonic
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oscillator is modified by a term which is dependent on the state of the qubit. The frequency

shift is in fact given by
2

X =5 (3.6)

Each state of the qubit shifts the frequency in a different direction, such that the full fre-
quency shift between the qubit states is 2y. Consequently, probing the resonant frequency
of the resonator reveals the state of the qubit.

It is also informative to rearrange the terms in the Hamiltonian slightly differently. Cast-
ing Equation 3.5 in another suggestive form yields

H = hw, (a*a + %) — %h (wy +2xa’a. + x) 67 (3.7)
Now, the first term looks like a typical harmonic oscillator energy, while the second term
represents the qubit with a frequency modified by two additional terms. The second of these
new terms can be identified as a constant shift in the cavity frequency, or the well-known
Lamb shift. The other term includes the number operator N = a'a, making the effective
qubit frequency a function of the number of photons in the resonator. This shift is referred
to as the ac Stark shift, and can experimentally exploited to yield a precise calibration of the
readout strength, expressed as the average photon occupation of the resonator n. Neglecting
the constant Lamb shift, the measured qubit frequency w(n) is

w(n) = w, + 2x7n, (3.8)

allowing for a determination of n if y is known.

It is worth noting that the approximate Hamiltonian (Equation 3.5) fulfills the require-
ments for a quantum non-demolition measurement (QND) [63]. A QND measurement is one
in which the measured state of the qubit is preserved after measurement is complete. The
qubit state is of course free to evolve in a deterministic manner after measurement, but is
not randomly scrambled by the measurement itself. Mathematically, a measurement is QND
only if both the interaction and qubit terms of the Hamiltonian commute with the measured
observable. The dispersive Jaynes-Cummings flux qubit Hamiltonian can be rearranged yet
again to yield

1 1 1
H = hiw, (a*& + 5) - §hwq€f; —5h (2va'a+ x) o7 (3.9)
These terms can be associated with counterparts from Equation 3.1. One sees that
[Hintv 5_;] =0, (310)
[Hqubit, 0] = 0, (3.11)

indicating that the measurement is in principle QND.

A quantum non-demolition measurement does not imply that there is no measurement
backaction. Backaction is in fact the mechanism by which a measurement projects an ar-
bitrary superposition state onto one eigenstate, ‘collapsing’ the wavefunction. In the ideal
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QND measurement, however, subsequent measurements will render the same result without
state randomization. Because the Pauli matrices by definition do not commute, a QND
measurement of ¢/ is incompatible with a QND measurement of the other Pauli matricies,
such as /.. The observable ¢/, will in fact be maximally scrambled by a QND measurement
of 7.

3.1.2 SQUID resonator

A different Hamiltonian is formed if the harmonic oscillator in the Jaynes-Cummings
formalism is replaced by a nonlinear, SQUID resonator. To obtain a sense for the this
system, it can be shown that the in the limit of small SQUID inductance the interaction
term of the total Hamiltonian becomes

Hine = MysI 1o [cos(d1 + 02)] sin (%) o (3.12)

0

where M is the mutual inductance between the qubit and SQUID [64]. This term assumes
that the flux generated by the qubit is small, so that a linear approximation can be used.
The interaction term contains the flux induced in the SQUID by the qubit, M,6., as well
as a Josephson-like term. It is worth noting that the interaction is flux-dependent, going to
zero at @, = ®y. At this point the SQUID is first-order insensitive to external flux. As the
SQUID flux is increased toward ®, = ®y/2, the interaction energy grows, and the SQUID
resonator becomes more sensitive to the qubit circulating states.

The interaction in the SQUID resonator Hamiltonian is dominated by the magnetization
signal of the flux qubit in the SQUID for non-zero ®,. The flux amplitude coupled by the
qubit into the SQUID does not depend on the detuning ¢ between w, and w,. Thus, the
magnitude of the frequency shift of the SQUID resonator is not directly sensitive to . This
allows for a strong signal (i.e. frequency shift) for a large range of potential qubit frequencies.
The frequency shift in the resonator Aw, between the two circulating states is given by

ow,
SO0
The sensitivity of the resonator frequency to flux in the SQUID loop, dw,/0®, is a function
of ® and is generally non-trivial to compute for non-zero [y, requiring numerical methods.

Unlike the dispersive Jaynes-Cummings Hamiltonian, the interaction term (Equation
3.12) in the SQUID resonator/qubit Hamiltonian does not commute with the qubit Hamil-
tonian (Equation 2.19). Generally speaking this is because the interaction Hamiltonian
depends only on o,, while the flux qubit Hamiltonian contains both ¢, and o,. The system
only becomes suitable for QND measurement when € > A, or equivalently cos(f) — 1. In
this scenario, the qubit eigenstates are approximately pure circulating current states. One
strategy for working around this difficulty is to do all qubit manipulations at the noise-
protected degeneracy point, and then quickly shift the flux bias so that the measurement
is made away from the degeneracy point where the magnetization signal is higher and the
measurement is more closely QND.

Aw, = 2I,M, (3.13)
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Figure 3.2. Coupling of cQED readout cavity to external circuitry. The readout resonator is
coupled via a coupling capacitance (orange) to a microwave transmission line with characteristic
impedance Zy = 50 ). The source is modeled as an ideal voltage source Vg with a source impedance
Zg =50 €.

3.1.3 Readout signal and noise

The readout resonator is coupled to the 50-{2 transmission line input via a coupling
capacitance as shown in Figure 3.2. In the absence of this coupling capacitor, the resonator
looks directly out at the 50-2 environment, which dissipates power from the resonator. As the
coupling capacitance is decreased, the quality factor @) of the resonator increases, decreasing
the linewidth of the resonance and the energy decay rate from the oscillator. Because the
circuit is made entirely from superconducting materials, the energy dissipated inside the
resonator (dielectric loss for example) is minimal.

Single-tone microwave pulses are reflected from the readout resonator to detect the qubit
dispersive shift. The amplitude and phase of this reflected signal are analyzed to determine
how the resonance has shifted. Due to the dissipation-free, reflection geometry, the reflected
amplitude provides little contrast between the qubit states. Most of the signal is included
in the reflected phase, which ideally undergoes a full 360° phase shift through its resonance.
Figure 3.3 shows the calculated phase response of a reflection-based readout resonator for
the qubit in the ground (blue) or excited (red) states. The maximum phase contrast between
the states is obtained when the resonator is driven at a frequency wy, the midpoint of the two
shifted curves. The signal between the two states is optimized when the resonator linewidth
k/2m is equal to 2y, producing a full 180° phase shift. This phase shift is a function of
both the dispersive shift and the ) of the resonance. An increasing () sharpens the response
of the oscillator on resonance, producing a larger phase difference between the two curves
for a given amount of frequency shift. It is important to bear in mind that the increasing
phase shift with higher () comes at the cost of a longer resonator response time, decreasing
the measurement speed. This is a problem for qubit measurements because qubit coherence
can be lost while the measurement oscillator is ringing up. Moreover, for a fixed drive
amplitude, a higher ) corresponds to more power stored in the oscillator, increasing the
effective measurement strength and potential backaction while simulaneously not increasing
the reflected power available to infer the qubit state. Thus, engineering the quality factor of
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Figure 3.3. The dispersive qubit shift in a microwave resonator. The curves represent the phase
response of a microwave resonator in the reflection geometry for the qubit in the ground (blue) and
excited (red) state. The total shift between the ground and excited states is 2x. The maximum
phase contrast between the two curves is obtained for a driving frequency (wg) at the midpoint of
the two curves.

the readout resonator is a balancing act.

The qubit signal between the two readout ‘pointer states,” or the resonator states which
contain information about the qubit state, can be visualized more easily on the 1Q plane.
To understand this notation, we write an arbitrary reflected readout signal as

Asin(wt + ¢) = [Acos(¢)] sin(wt) + [Asin(¢)] cos(wt) (3.14)
= I'sin(wt) 4+ @ cos(wt), (3.15)

where I and () are the in-phase and quadrature amplitudes, respectively. A readout pointer
state is represented in the IQ plane by a vector. The length of the vector represents the signal
amplitude, while the direction represents the phase. The separation between the readout
pointer states, represented by the dotted line s in Figure 3.4(a), can be increased by either
increasing the measurement amplitude or by adjusting the phase shift to be closer to 180°.
Mathematically, the signal s in the IQ plane can be expressed using the law of cosines as

|s| = 2rsin (%) : (3.16)

where r is the amplitude of the two vectors, assumed in this case to be the same, and ¢ is
the phase difference.

Maximum separation of the readout pointer states is an issue due to experimental noise.
In practice, repeated measurements of the readout resonator produce clusters of points in the
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Figure 3.4. Readout pointer state vectors and noise in the 1Q plane. (a) The quadrature amplitudes
of the readout pointer state vectors in the IQ plane. The signal |s| between the states is the
magnitude of the vector connecting them. The measurement noise is represented by normally
distributed clouds of points surrounding the vectors. (b) An increase in the measurement noise for
the same signal magnitude is represented by larger clouds.

IQ plane centered about the pointer state vectors. These clusters are normally distributed,
with the measurement noise typically defined as the standard deviation of this Gaussian
distribution. An increase in measurement noise can be represented by the increasing size
of the ‘cloud’ surrounding the pointer states as shown in parts (a) and (b) of Figure 3.4.
Information about the state of the qubit is lost with increasing overlap between the two
pointer state distributions. Separating the distributions by increasing the measurement
amplitude is possible, but is usually accompanied by higher measurement backaction, which
will be discussed later in this thesis.

Alternatively, the measurement noise can be decreased, which avoids the problems asso-
ciated with higher measurement amplitudes. At dilution refrigerator temperatures, thermal
fluctuations correspond to insignificant excitations in GHz frequency readout resonators.
Especially at 5.8 GHz, the highest readout frequency we used, the resonator noise is almost
entirely due to (1/2)hw, zero-point fluctuations. The total system noise is in fact overwhelm-
ingly dominated by the noise generated by amplifiers on the output line. These amplifiers
are necessary to boost the very small readout signals up to the level where they can be
processed by detection electronics at room temperature. Thus, the measurement sensitivity
can be vastly increased by the decreasing the amplifier noise in the measurement chain.
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Figure 3.5. Simplified model of a generic amplifier. The noise characteristics of a classical amplifier
(blue shaded region) can be represented by voltage noise (V) and current noise (1) sources at the
input. The input and output impedances are represented by Z;, and Z,y, respectively. The load
connected to the input is modeled as an ideal voltage source Vg in series with a source impedance
Zg.

3.2 Signal amplification

An ideal, phase-preserving amplifier maps an electrical signal at its input into an identical
copy with higher amplitude at the output. The term ‘phase-preserving’ means that both
quadratures of an input signal are amplified equally. A power source must be integrated
into the amplifier to provide the power for the amplified signal. A nonlinearity is required to
transfer the supplied power into the output signal [65, 66]. A simplified model of a general
amplifier is shown in Figure 3.5. The source is expressed by some voltage signal Vs in series
with a source impedance Zg. The input to the amplifier is modeled as an input impedance
Zin together with a voltage noise source Vy and a current noise Iy. Vi is directly amplified
by the ideal gain element G, producing intrinsic voltage fluctuations on the output, which
is characterized by an output impedance Zoyr. The current noise Iy divides between the
input and source impedances, generating voltage fluctuations which are then fed back into
the amplifier. As detailed in Reference [67], these two noise sources can be combined to
express the total noise generated by the amplifier. Using the classical expression for the
Nyquist noise of a resistor, it can be shown that in a narrow bandwidth,

1 [ Spv ,
2kpTy = LY+ | Zs|S; — 2Re(e Sy ; 3.17
BEN cos ¢ |:’ZS‘ ‘ s II ( VI) ) ( )
where Ty is an effective increase in the source temperature, S; and Sj; are the voltage and
noise spectral densities, Sy is the cross-correlation spectral density, and Zg = |Zg|e'®. This
expression for Ty can be minimized with respect to |Zg|, yielding

k?BTN Z \/5‘7‘75[7 — [Im Sf/f]z — Re S‘*/f. (318)

This completely classical argument shows that the noise generated by an amplifier depends
on the source impedance, and is necessarily greater than some minimum. If this model is
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treated quantum mechanically, it can in fact be proven that the right-hand side of Equation
3.18 is constrained such that

1
kaTy > Shw. (3.19)

This expression still relies on matching the proper source impedance Zg as in the classical
argument and also adds another condition. To reach the so-called quantum-limit, there must
be no ‘wasted’ information in the detector. The rigorous quantum mechanical derivation of
Equation 3.19 is treated in References [67, 68, 69]. The noise added by the amplifier can
be thought of as originating from an extra mode associated with powering the amplifier.
Without this mode, no noise would be added, but no amplification would be possible either.

There are two orthogonal degrees of freedom in a monochromatic electromagnetic signal.
These can be expressed as the amplitude and phase of the signal, or equivalently, but in
a different basis, the in-phase and quadrature amplitudes. Quantum mechanically, these
quadratures can be treated as operators and can be shown to have a non-zero commutation
relation, which implies an uncertainty relation between the quadratures. This uncertainty
relation can be informally derived [70] by first writing the well-known uncertainty between

energy and time
AEAt > h/2m. (3.20)

Relating the uncertaintly in energy to that in the number of photons n (amplitude) gives

AFE = hwAn, (3.21)
while the time uncertainty At can be expressed in terms of phase ¢ as

At = A¢/w. (3.22)
Substituting equations 3.21 and 3.22 into equation 3.20 yields

AnA¢ > 1/2. (3.23)

This expression is known as the number - phase uncertainty. We now show that this un-
certainty relation implies that the minimum noise at the output of an amplifier, referred to
an energy at the input, is hw. Of this full photon of energy, half a photon originates from
zero-point fluctuations in the input circuitry connected to the amplifier, while the other half
is added by the amplifier itself (Equation 3.19).

Let us first postulate the mythical existence of a noiseless, phase-preserving amplifier
with power gain G. The output number of photons n, is related to the input number n; by

ne = Gn,. (3.24)
Additionally, this amplifier perfectly preserves the phase with

Po = i, (3.25)
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up to a constant phase shift, where ¢; and ¢, are the input and output phases, respectively.
If we also assume that we can detect the output signal with arbitrary precision up to the
limit set by the uncertainty relation, this would mean that we could in principle measure

An,A¢y = 1/2. (3.26)
Converting Equations 3.24 and 3.25 to uncertainties gives
An, = GAn,, (3.27)

Agy = Agy. (3.28)
But, substituting Equations 3.27 and 3.28 into Equation 3.26 produces

AnAd; = 1/(2G), (3.29)

which clearly violates the original uncertainty relation given by Equation 3.23. This problem
is reconciled by adding (G — 1)hw additional energy (noise) at the output of the amplifier.
Dividing by G, this would correspond to (G — 1)hw/G of effective energy at the input of the
amplifier, allowing Equation 3.23 to be satisfied because of the additional uncertainty in the
photon number n;. In the limit of high gain, this added energy at the input tends to hAw.
Again recognizing that only half of this energy is due to the amplifier itself, we can define

hw
TN > T (3.30)
where the quantity Ty is commonly referred to as the ‘noise temperature.” It is not a
physical temperature, but is rather a convenient way to compare the scale of the total noise
generated by the amplifier at the output to the thermal background at the input. The noise
temperature adds to the physical temperature to give the total effective noise at the input.

We have seen how amplification of the two orthogonal quadratures requires that noise
be added by the amplifier. If, for some reason, we only care about optimizing the SNR
in one quadrature, we can transfer all the added noise into the other quadrature. This is
the basis behind phase-sensitive amplification [67], which only amplifies signals in a single
quadrature, adding no additional noise. Signals which are not in the amplified quadrature
of a phase-sensitive amplifier can be de-amplified. This is generally not a practical method
of amplification for a phase incoherent input signal. If the signal is coherent, however, its
phase can be rotated into the quadrature of noiseless amplification. Such a process will be
further detailed in section 3.4.

Figure 3.6 shows a schematic of how the signal and noise are amplified in a phase-
preserving amplifier, with additional noise added by the amplifier. Because of this added
noise, the signal-to-noise ratio (SNR) is always degraded in a phase preserving amplification
process. Nevertheless, this SNR reduction is a necessary price to pay to boost the signal
up to a level much higher than the ambient noise level at room temperature where signal
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Figure 3.6. Signal and noise amplification. A phase-preserving amplifier produces copies of both
the input signal and noise, scaled by the gain G. It also adds its own noise, characterized by the
noise temperature 1, to the output. This results in an overall reduction in the SNR.

processing will occur. To do this, multiple stages of amplification are required. In a properly
designed amplification chain, the noise of the entire system is set by the first amplifier. Sub-
sequent amplification stages also add noise, but the level of this noise should be insignificant
because the overall signal and noise levels are already much higher. As an example, semicon-
ductor High Electron Mobility Transistor (HEMT) amplifiers are currently the lowest noise
commercially available amplifiers. At frequencies near 6 GHz, the best HEMT amplifiers
have noise temperatures of Typmt ~ 2 K - 4 K. This noise level completely swamps the
noise due to quantum fluctuations at 6 GHz, which is equivalent to 144 mK of noise power.
The total output noise of any low-noise superconducting amplifier added before the HEMT
should ideally be much larger than Tygyr so that the total system noise is dominated by
the amplifier with the best noise performance. For a superconducting amplifier with a power
gain of G = 100, and a noise temperature quantum-limited at Ty = 144 mK, the total output
noise power per unit bandwidth Py is

Py = kpG(TN + Tinp), (3.31)

where Ti,, is the noise from the input circuitry. Ti,, is taken to be 144 mK because at
dilution refrigerator temperatures we are deep in the quantum regime. Using Equation 3.31,
we find that the total output noise power is equal to Py/kp = 28.8 K. This is much larger
than TygymT, implying that the HEMT makes only a small reduction in the SNR. It can
similarly be shown that the overall system noise temperature Ti,s with these two stages of
amplification is

ThemT
. 3.32
2 (332)
In this form, it is easy to see that the contribution of the HEMT to the overall system noise
is its noise temperature divided by the gain of the superconducting amplifier. Thus, it is

Tsys = TN +
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desirable to achieve the highest possible gain in the first stage amplifier without sacrificing
its noise performance. This example can be extended in a similar manner to further stages
of amplification.

3.3 Microstrip SQUID amplifier

The Microstrip SQUID amplifier (MSA) is based on the traditional, resistively-shunted
dc SQUID, but is modified for resonant operation at microwave frequencies [41, 71, 72].
Amplification is achieved by coupling an input coil strongly to the SQUID via a mutual

inductance Mcg, given by
Mcs = ky/LeLg,msa), (3.33)

where L. is the coil inductance, Lg nsa) is the SQUID inductance, and & is the geometric
coupling factor which generally approaches unity. The SQUID is current biased into the
voltage state and flux biased such that Vg, which is typically on the order of 50 uV/®,
[73], is maximum. An input voltage V; is applied across the input coil, which produces
a current I, related to the input voltage by V; = Z.I;, where Z. is the total impedance
(generally inductive for superconducting input coils) of the input coil. Oscillating currents
in the input coil couple magnetic flux into the SQUID loop, producing an oscillating voltage
at the SQUID output at the input signal frequency. These output voltages are higher in
amplitude than the input signal, generating an amplified copy of the input.

Applying the input signal between both ends of the input coil in a SQUID amplifier is
a technique which works well for amplification up to MHz frequencies. As the operating
frequency is increased further, however, the capacitive impedance between the input coil
and the SQUID washer decreases. This capacitance progressively shorts out more of the
input coil inductance with increasing frequency, decreasing the flux coupling to the SQUID
and reducing amplification. Self-resonances, which are resonant combinations of inductive
and capacitive elements in the device itself, can also impair ideal operation. In order to
retain high gain at these higher frequencies, the capacitance to ground can be used to define
a resonant mode between the input coil and the SQUID washer, which is grounded as seen
in Figure 3.7(a). For an input signal coupled between ground and one end of the input coil,
with the other end left open circuit, a A\/2 resonant cavity is formed. The quality factor of
the resonance is set by an off-chip coupling capacitor, C.. When excited on resonance, the
current oscillations in the input coil are enhanced by a factor of @), strongly increasing the
flux coupled to the SQUID. This provides amplification with a Lorentzian gain profile.

The power gain G of the MSA can be expressed as [73]

2
G- (Mestelr)* 31

Each of the terms in the numerator of Equation 3.34 can be be optimized to produce the
maximum gain. The mutual inductance Mg can be increased by either increasing the
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Figure 3.7. MSA overview. (a) Sketch of the MSA. An input coil forms a microstrip resonant
mode with the dc SQUID washer. (b) Model circuit of the MSA. A damped resonator is formed
by the parallel combination of an inductance L. (inductance of the input coil), a capacitance C,
(capacitance of the input coil to ground), and a resistance R, (dielectric loss at high frequencies).
The resonator is grounded at one end and is coupled to the SQUID via a mutual inductance M.
The flux-modulated voltage across the SQUID, which is operated in the voltage state, forms the
output signal.

SQUID inductance Lg sa) or the coil inductance L. Increasing either, however, will reduce
the resonant frequency of the amplifier. It can be shown that the total inductance Ly of the
device is approximately [74]

Ly = L. + n”Lg (nsa)s (3.35)

where a large n is the number of input coil turns on the SQUID washer. The large SQUID
washer is generally undesirable when extending the operating frequency to higher values,
as this large structure can lead to parasitic resonances. Even small capacitances between a
large-inductance washer and other structures can resonate at frequencies near the amplifier’s
operating point.

The flux-to-voltage transfer function Vg should be made as large as possible without cre-
ating hystersis in the SQUID current-voltage characteristics. Increasing the critical current
of the SQUID or the shunt resistance, subject to the previously detailed constraints on 3y,
and (¢, will generally lead to higher SQUID output voltages, increasing Vg. For 57 ~ 1 and
Be < 1, the optimized flux-to-voltage transfer function is approximately [75]

Vo = Rg/Lg sa), (3.36)

where Rg is the value of the shunt resistance.
Increasing the magnitude of I}, is accomplished by optimizing the coupling—by adjusting
C.—of the MSA to the 50-€2 input. If this capacitance is too large, the MSA is said to be
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overcoupled with a broadband, low gain response. If C. is too small, the resonance is
undercoupled. The quality factor is now much higher, but the internal dissipation in the
oscillator limits the signal coupled to the SQUID. An optimized value of C. leads to ‘critical
coupling,” which balances the internal and external dissipation such that [; is maximum.
This corresponds to matching the real part of the SQUID’s input impedance Z;, on resonance
to 50 €2, while the imaginary part by definition is zero on resonance. The coupling capacitor
is said to transform Zj, up to (or down to) 50 Q. The procedure for determining the
correct value of C. is detailed in Reference [73]. This process essentially involves measuring
the scattering parameters Sy; (voltage transmission coefficient) and Si; (voltage reflection
coefficient) of the MSA without the coupling capacitor. These parameters are defined as

Vo

521 == Vi, (337>
Vie

511 - ‘/iﬂ, (338>

where V, is output voltage and Vg is the reflected voltage from the input of the amplifier.
The results are then fit to an equivalent circuit model as shown in Figure 3.7(b). Using the
values of this model, an approximation for the value of C, which critically couples the MSA,
and thus maximizes I, is obtained.

To design an MSA, one first chooses a configuration for the SQUID washer, which defines
its inductance Lg vsa). This geometric inductance constrains the junction critical currents
(Ip) through the B, = 1 condition. A value for ¢, which ideally is rather less than the
hysteretic limit of about one, is subsequently chosen. For 5o = 1, we see that

R2 o

= 3.39
S 271']()OJ’ ( )

where C; is the junction capacitance. As [y has already been constrained, the area of the
junctions should be made as small as possible to keep their capacitance low and maximize
Rg. This maximizes the gain of the amplifier as seen by Equations 3.34 and 3.36.

Table 3.1 shows the targeted parameters of our amplifiers. The SQUID inductance is
provided by a washer design which has been successfully used for high gain and low noise in
MSAs below 1 GHz. This inductance sets the junction critical currents as discussed above.
The junction capacitance is made as small as reliably possible for our junction process later
detailed in Section 4.2.3. Finally, Rg is targeted such that So =~ 0.5.

The MSA was first developed to study cold dark matter, namely in the search for the axion
[48]. Tt was integrated into a receiver chain which substantially lowered the system noise
temperature, allowing for a much faster scan rate of frequency space where the signatures
of axions might be detected. At 0.62 GHz, an MSA was demonstrated to have a noise
temperature of 1.6 times the quantum limit [76]. In order to achieve such performance,
an exhaustive search of the current and flux bias spaces must be performed to find the

IThese voltages, and hence the scattering parameters, are generally represented as complex numbers.
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Table 3.1. MSA design parameters.

Parameter Symbol  Value
SQUID inductance Lgisa) 450 pH
Junction critical current 1y 2.3 uA
Junction capacitance Cy 0.2 pF
Shunt resistance Rg 20 Q
O V+

O V-

Figure 3.8. Schematic representation of the paramp. The paramp is the parallel combination of
a capacitor and a SQUID, which serves as a flux-tunable, nonlinear inductor. The input signal is
applied differentially as indicated by V+ and V-.

optimal operating point [77]. Moreover, the shunt resistors, which generate Nyquist noise
corresponding to a temperature above the bath temperature due to the creation of hot
electrons when the MSA is current biased, must be kept as cool as possible. Large ‘cooling
fins’ made of a gold-copper alloy were connected to the shunt resistors to increase the volume
in which the hot electrons could cool via their interaction with phonons. In this work, we
extend the operating point of the MSA into the GHz frequency range, and apply it to
quantum information applications.

3.4 Josephson parametric amplifier

A SQUID resonator, with a layout identical to that discussed in Section 3.1.2, can also
be used as a parametric amplifier [47, 78]. A schematic of this device is shown in Figure 3.8.
The amplification mechanism can be understood by considering the dynamical equation of
motion (Equation 1.13) of a Josephson junction in the RCSJ model. Varying the flux in the
SQUID allows the nonlinear inductance and thus the operating frequency of the amplifier to
be tuned. In essence, the flux-tuned SQUID behaves as a single junction with a controllable
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critical current. Additionally, the large shunting capacitance of the SQUID resonator is
mathematically equivalent to the junction self-capacitance. Taylor expanding sin(¢) to its
first nonlinear term and assuming a harmonic drive of the form I = I;cos(wgt), Equation
1.13 becomes 5 5 55 b o

I t)y=I(6—— —— 4+ (——=. 3.40
acos(wal) 0( 6>+26R6t+ 2e 02 (3.40)
This equation is the well-known Duffing equation, which can exhibit chaotic behavior and

in general does not have an exact, closed-form solution. Defining the plasma frequency

wy = /211y /PoC and setting ¢ = 1/2RC, we re-write Equation 3.40 as

I 53 a6 9%
21d 2
+ + . 41
w, A cos(wqt) = w, (5 5 ) 2¢ ; 2 (3.41)
We now postulate a solution of the form [79]
d(t) = 0 cos(wat + 0) = d, cos(wat) + 6, sin(wq), (3.42)

where 05 = 07 + 0, and tan(f) = 6,/d,. The parameter 6 is recognized as a detuning-
dependent phase offset. In the rotating wave approximation, where rapidly oscillating 2wy
and 3wy terms are replaced by their means, we obtain the two coupled equations

Sy [Q — %(53, + 55)} — 6, =0, (3.43)
by + 0z [Q - 9(5§ + 52)} = Qﬁ, (3.44)
8 v Iy

where the quality factor () = w,RC" and the dimensionless detuning of wy from w, is 0 =
2@(1 — wd/wp).

The solutions to these equations, both the amplitude and phase of oscillations as a
function of €2, are plotted in Figure 3.9. For wy < w,, as the drive amplitude (1;/Iy) increases
the amplitude peak progressively bends over to lower frequencies. The corresponding phase
offset 0 also moves to lower frequencies and noticeably sharpens. As the detuning is increased
beyond a critical value, given by © = /3, the system actually admits three solutions. This
behavior can be understood by the third order character of Equations 3.43 and 3.44. It turns
out that only two of the solutions are stable in this region, which is therefore coined the
‘bistable’ region. The response of the resonance as a function of drive power and frequency
is shown in Figure 3.10. The ‘paramp’ region occurs right before the oscillator becomes
bistable, and is characterized by a very sharp phase response in both frequency and power.

The SQUID resonator can be operated as both a phase-sensitive and phase-preserving
amplifier in the paramp regime. Because a coherent qubit readout pulse is suitable for phase-
sensitive amplification, we utilize this operation mode with its superior noise performance
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Figure 3.9. Response of the driven nonlinear oscillator. A Josephson element in parallel with a
capacitance behaves as a nonlinear Duffing oscillator. As the amplitude of the drive current I; is
increased, the nonlinearity causes the resonance to bend over to lower frequencies. The response
also sharpens until a critical point is reached at = /3, below which three solutions are possible.
As only two of the solutions are stable, this is known as the bifurcation region [80].

~
~
~
~
- ~
-~ ~
=~ \\ (O\)C,PC)
—
(O]
=
(@]
o
(O] aram
2 p p
—
o
linear

Drive frequency ©p

Figure 3.10. Resonance frequency response with increasing power in a nonlinear oscillator. With
increasing drive power, the resonant frequency of a nonlinear oscillator bends over towards lower
frequencies. The paramp regime is loosely defined as the nonlinear region before the onset of
bistability at critical point, labeled by w. and P.. This paramp region is characterized by a very
sharp phase response for small changes in frequency or power. If the critical power is exceeded,
the resonator becomes bistable and the two resonator states can be used in a digital qubit readout
scheme (Josephson Bifurcation Amplifier).
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in this work. The theoretical gain and bandwidth for the amplifier are treated in References
[79, 80, 81]. Quoting the result, the approximate gain as a function of 2 is given by

G=1

(3.45)

1
+ :
3+ 702 —4Q,/3(1 +2?)

This relationship shows the gain diverging as € — /3, the critical detuning for the onset
of bistability. This makes sense in the context of the sharpening system phase response. In
reality, experimental fluctuations and the neglected higher order terms in the gain approxi-
mation limit the response. The bandwidth BW of the amplifier, given by the full-width at
half maximum, is given by

w
BW =_"*__ 3.46
2rQVhG ( )
where
Q [39 2301+ 92)}
h = . (3.47)

142
The explicit dependence of BW on () illustrates that a low () maximizes the gain-bandwidth
product, a quantity of merit for amplifiers. Near-quantum-limited noise performance, with
sufficient gain and bandwidth for qubit readout, has been experimentally demonstrated in
previous work [47, 78].

The mechanism for phase sensitive amplification is shown in Figure 3.11. The paramp
is initially driven with a strong RF (radio frequency) pump at a frequency and power cor-
responding to the paramp regime. In a very narrow range of pump power, the reflected
phase from the resonator undergoes a very large phase shift. When a small, in-phase signal
is added to the pump tone, as shown in Figure 3.11(a), the total power is either increased
or decreased slightly depending on the phase of the signal. This small change in total power
maps to a very large change in the reflected phase, as shown in Figure 3.11(b). These phase
changes ride on the very large pump amplitude, effectively amplifying the input signal, as
seen in the 1Q plane in Figure 3.11(c). This form of amplification theoretically adds no
additional noise to the measurement because the noise is entirely in the orthogonal quadra-
ture. This is shown in Figures 3.11 (d)-(f), which similarly diagram the amplifier response
for input signals in quadrature with the pump. These quadrature input signals lead to very
small changes in the reflected pump amplitude, producing small phase shifts and effectively
leading to de-amplification.

The pump power to reflected output phase transfer function of Figure 3.11(b) is only
linear for small range of pump powers. This range roughly defines the dynamic range of the
paramp. If the input signal power is increased beyond this linear range, the output phase
shift increases at a slower rate until it saturates to 180°. Paramp saturation is possible
for powers typical of qubit readout. In this regime, the paramp can still provide gain, but
the gain is reduced without a proportional decrease in the output noise. Thus, amplifier
saturation leads to an increase in the amplifier’s noise temperature. Fortunately, operation
in the saturated regime is still acceptable for qubit readout because the two readout pointer
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Figure 3.11. Principles of phase-sensitive amplification in the paramp. (a) In the presence of a
small input signal added in phase with the pump, the pump power is maximally modulated as seen
in the IQ representation. (b) This maximum change in pump amplitude maps to a large change
in the output phase of the reflected pump. (c) Total range of the output signal in the IQ plane,
along with the original pump. (d) When the input signal is in quadrature with the pump, the
pump power is minimally modulated. (e) This minimum change in pump amplitude produces only
small phase changes in the reflected pump. (f) This corresponds to small signal differences in the
IQ plane, which are in fact de-amplified copies of the original signal. Reproduced from [79] with
permission.

states are effectively digital. Even if the paramp is saturated, we need only the capability
to faithfully discriminate between the two ‘railed’ output phases.

Finally, the region of bistability can be used as a digital, latching detector [82, 83| for
qubit readout [84, 85]. This is analogous to the readout in which a SQUID probabilistically
switches into the voltage state with a qubit-state-dependent probability. In the so-called JBA
(Josephson Bifurcation Amplifier) readout, the two bistable oscillator states in the nonlinear
resonator are instead used as the readout pointer states. The JBA exhibits the advantages of
a switching, latching readout without the associated dissipation and quasiparticle conduction
associated with switching the SQUID to the voltage state. Rather, the JBA remains in the
superconducting state for the entire duration of the measurement. Although JBA readout
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was not the focus of this work, it was successfully used for characterization and diagnostic
measurements.
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Chapter 4

Design and fabrication of devices

Reliably fabricating the nanoscale structures and precisely engineered Josephson junc-
tions featured in our superconducting qubits and amplifiers can be challenging. Fast-paced
development in the field necessitates continuing, and often dramatic, changes to chip layouts.
This chapter details the methods used to design and fabricate the devices studied in this
thesis.

4.1 Flux qubits

While the flux qubit holds certain advantages over other superconducting qubit species, it
is notoriously difficult to fabricate to within desired specifications. A high level of attention
to detail, intimate mastery of each fabrication step, and a willingness to repeat a process
multiple times are currently required for success.

A liftoff process was used for all qubit fabrication steps. This entails first coating the
entire sample with a polymer resist, which is evenly applied by spinning the sample (Figure
4.1) at speeds on the order of a few thousand revolutions per minute (RPM). The resist is then
selectively damaged by exposure to either electrons or ultraviolet photons in regions where
features are desired. The resist is washed away from these areas and preserved everywhere
else during treatment with a developing agent. With the mask now defined, the entire surface
is coated with a thin film (metal or dielectric) that will form the new features. Finally, the
resist mask is peeled or ‘lifted off’ the sample, leaving the patterned features and removing
everything else.

In addition to flux qubit Josephson junctions, one of our readout schemes used a SQUID-
based resonator. Although the current discussion is specific to qubit junctions, the same
methods and issues apply to the SQUID junctions as well.
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Figure 4.1. Headway PWM32 spinner. Resist is spun onto the substrate at speeds of 3000 -
5000 RPM using the Headway PWM32 spinner. The spinner resides in an overpressured hood
which prevents particle contamination. The resist is baked onto the sample using the temperature-
regulated hot plate next to the spinner. The yellow lighting in the room prevents unwanted exposure
of photoresist due to ultraviolet light.

4.1.1 Qubit design

Although the flux qubit energy spectrum is uniquely defined by A, and /,, there are many
considerations which go into engineering a successful flux qubit. To avoid thermal population
of the excited state, it is necessary that A, > kgT. A dilution refrigerator, which will be
discussed in Chapter 5, is used to anchor the qubit to temperatures near 25 mK. This allows
the qubit frequency A,/h to be on the order of a few GHz, in principle sufficiently high
to avoid spurious qubit excitations. The upper limit of practical qubit frequencies is set by
the increasing difficulty of high frequency microwave engineering and by preserving sufficient
coupling to the readout circuitry in some readout schemes. In order to achieve these GHz
energy splittings, Fc/h must be on the order of one GHz. Previous group research has
measured a specific capacitance of ~ 100 fF/um? in our Josephson junction process [57],
constraining junction sizes to the order of 0.1 pm?.

The circulating current [, sets the curvature of the energy spectrum. As such, the
amplitude of the readout signal increases with increasing I, as noted in Section 2.5. The
price to pay for this increasing signal is a steeper energy vs flux spectrum, making the qubit
more susceptible to flux noise. Choosing the value of I, represents a compromise between
these two considerations. Increasing I, is accomplished by increasing the junction critical
currents, which also increases E;/E¢ for a fixed junction size. As this ratio decreases, the
energy bands become flatter in flux and the eigenstates become increasingly charge-like in
character. The dominant concern in this regime is the increasing ‘intra-cell’ doublet splitting.
Aging of the junctions leads to a decrease in both the critical currents and E;/E¢. In this
work, qubits were fabricated with [, ranging from about 130 - 210 nA.
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Once the approximate areas of the junctions and their critical currents have been de-
termined, the value of a4 is chosen to produce the desired A,. The sensitivity of A, to
small changes in o, allows for a considerable range of potential frequency space. It is not
possible to decrease «, arbitrarily, however, because as «, approaches 0.5 for low 3, qubits,
the magnitude of the circulating current plummets to zero [52]. This corresponds with the
transition of the double-well potential to a single well, destroying the flux qubit potential.
With increasing f3,, the geometric loop inductance effectively takes the place of Josephson
inductance, allowing for values of «, lower than 0.5. Ideally, it is best to keep ¢, in the
neighborhood of 0.6, comfortably away from these lower values. Although an increasing 3,
also affects the energy level structure of the qubit, these changes are easily manageable as
long as they are properly accounted for and f, is kept well below 1. The highest 3, measured
in this work was about 0.1.

4.1.2 Resist stack

All qubit samples studied in this thesis were fabricated on oxidized silicon substrates. As
flux qubit Josephson junctions are required to be small to attain the desired qubit energy
splitting, electron beam lithography and resists are used to pattern the structures. Our
junction fabrication technique relies on the use of a bilayer resist stack, with the underlayer
made of methyl methacrylate/methacrylic acid copolymer (MMA) El-13 and the top layer
formed of ZEP-520A. This represents a departure from previous flux qubit recipes in the
Clarke group, which utilized poly(methylmethacrylate) (PMMA) as the top layer [57].

Relatively speaking, ZEP (~ 250 nm thick) is harder, thinner, and less charge sensitive
than MMA (~ 850 nm thick). It is a relatively new, high resolution resist that precisely
defines electrode features in the mask. The underlayer MMA is more readily exposed and
developed, allowing for removal of MMA underneath regions of intact ZEP. This so-called
‘undercut’ is vital for the formation of Josephson junctions with double angle shadow evap-
oration, and it is desirable to have the capability to independently engineer the amount of
undercut in a particular mask design. This is made possible with the MMA /ZEP resist
combination. Because MMA is developed by 1:3 methyl isobutyl ketone (MIBK):isopropyl
alcohol (IPA), while ZEP uses n-amyl acetate, independent development of each layer is en-
abled. Each layer is insensitive to the developer of the other, allowing for ‘orthogonal devel-
opment.” PMMA /MMA stacks, on the other hand are both developed with the MIBK/IPA
mixture, thus coupling the development of the high resolution top layer with the amount of
undercut in the bottom layer. Optimizing the development time for the highest resolution in
the top layer constrains the undercut to an amount which may be either insufficient or ex-
cessive. While it has been proven possible to make flux qubits using this resist combination,
orthogonal development allows for much more flexibility and tolerance in the fabrication
process.

Although the advantages of orthogonal development are clear, there is another compli-
cation. When developed at room temperature, the charge doses required to expose ZEP
optimally are relatively close to those of MMA, thus making it difficult to expose undercut
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Figure 4.2. Equipment for electron beam lithography. (a) E-beam resist is exposed by a focused
electron beam generated by a modified SEM. (b) The sample is placed on a stub which is specially
configured for e-beam lithography.

regions selectively while preserving the top layer. This is remedied by lowering the temper-
ature of the ZEP developer with a surrounding, 0° C ice water bath. Development at lower
temperature [86, 87] raises the optimal ZEP dose, further separating it from the lower MMA
dose. This effect is possible because the development process is thermally activated, so that
the rate of development decreases with decreasing temperature. We compensate for this de-
creasing rate with an increased charge dose. Additionally, selectivity between exposed and
unexposed ZEP regions is increased with the developer chilled to 0° C, allowing for higher
contrast and sharper edges in the top layer [88, 89].

An optimized resist and development recipe allows for the formation of ‘airbridges,” which
are use to define the Josephson junctions (Figure 4.3). If two traces are pattered into the
resist with only a small gap between them, the MMA under the gap can be undercut so that
only a small freestanding section of ZEP separates the two electrodes. The resulting bridge
is anchored at both ends but is otherwise unsupported. Sagging, cracking, and excessive
tension in the bridge ultimately set limits on the maximum bridge size, and thus the size of
the Josephson junction. The qubit and SQUID junctions fabricated in this work (maximum
bridge size ~ 200 x 800 nm?) were well within the process capabilities.

4.1.3 Electron beam lithography

Electron beam (e-beam) resists are exposed using very finely focused electron beams con-
trollably scanned across a surface to produce a pattern. Systems dedicated for this purpose
are commercially available, with guaranteed linewidths below 10 nm. A more economical al-
ternative is to use a modified scanning electron microscope (SEM). Our FEI Nova NanoSEM
[Figure 4.2(a)] is reliably able to write the smallest (100 nm) flux qubit features produced
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airbridge

Figure 4.3. Features patterned into electron beam resist. (a) A top-down SEM image of a Josephson
junction test structure shows patterns in a bilayer e-beam resist stack. Wiring leads connect to
small ‘airbridges,” which are integral to the formation of Josephson junctions using double-angle
shadow evaporation. (b) A magnified, angled image of an airbridge clearly shows the two layers
of resist, including undercut of the bottom layer. The airbridge is suspended above a region of
undercut, anchored at both sides by the bulk top layer. The small slits next to the airbridge were
designed to relieve strain, which in this particular mask resulted from contraction and expansion
of large areas of undeveloped resist.

in this work, while other users of the instrument have achieved features of about 30 nm.

The sample is first clipped onto a specially designed holder [Figure 4.2(b)] which includes
both a Faraday cup (for precise measurements of the beam current to correct for current
drifts) and a viewing standard of gold colloids (for setting the microscope focus, stigmation,
and lens alignment). Additional 40- and 100-nm gold colloids placed on the sample surface
allow the microscope to probe the focal length at multiple locations on the surface and correct
in software for sample tilt and/or working distance misalignment. With these calibrations
complete, the sample is ready to be patterned. The accelerating voltage of the electrons
is set to the maximum 30 kV allowed by our system. This allows for crisper edges in the
patterned resist, due mainly to reduced backscatter of electrons from the substrate and resist.
Backscatter from the substrate aids in the formation of undercut, but reduction of this effect
can be compensated by a longer MMA development time.

The microscope is remotely controlled by an adjacent computer running the Nanometer
Pattern Generation System (NPGS) software. All of the e-beam write parameters, including
the patterns, doses, exposure step distances, and magnification settings, are programmed into
the software. The general philosophy is first to pattern the smallest, most sensitive features
at the highest possible magnification and lowest possible beam current. The magnification
is then decreased as the beam current is increased for the larger, more coarse objects. This
sequence allows the Josephson junctions to be patterned first while the low beam currents
are well calibrated. Because the SEM has both coarse and fine sets of scanning coils used
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Figure 4.4. Aluminum evaporators. (a) The old thermal evaporator was used to fabricate the
earliest flux qubit samples by depositing and controllably oxidizing aluminum thin films. This
system produced many viable qubits, but was more cumbersome to operate and yielded samples
which aged quickly. (b) The custom-built e-beam evaporation system is more user-friendly and
produces devices more resistant to junction aging. This system features a motorized, rotating stage
and a load-locked sample chamber. The system is controlled either manually or by a computer
interface. Pump/purge cycles of the manifold which holds the gas mixture used for oxidation as
well as the actual oxidation process are currently capable of full automation.

to deflect and scan the electron beam, it is critically important that the most sensitive,
high resolution features be written at a magnification corresponding to the fine coils. The
crossover between these two regimes occurs at a magnification close to 1350x, and can be
detected by an audible click as the magnification is swept through its crossover value.

4.1.4 Aluminum deposition

Once the sample has been patterned and developed, the superconducting aluminum layer
is deposited through a process called double-angle shadow evaporation [90]. Evaporation is
chosen because it is directional, that is, the evaporated material travels in straight line paths
from the source to the sample. This is in contrast to other diffuse metalization processes
such as sputtering.

Evaporation is carried out in a high vacuum chamber, and was performed by two different
methods in this work. At the beginning of the project, an old NRC thermal evaporator
[Figure 4.4(a)] was the only available option. Thermal evaporation involves loading the
aluminum into a small tungsten (which has a high melting temperature) boat. When a
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current is passed through the boat, it heats the aluminum until it evaporates and then
condenses on the targeted sample. Fach time an evaporation is performed, fresh boats
and material are loaded, making the process time consuming. The main chamber also
must be completely vented and exposed to air after each deposition, increasing pump down
times and introducing possible contamination. Other disadvantages of this system include
its cumbersome oxidation manifold system and sloppiness in the manual ‘beer can’-based
method used to change the angle of the sample relative to the source. Later in the project,
a custom e-beam evaporation system [Figure 4.4(b)], designed and built mostly by Daniel
Slichter, was used for flux qubit fabrication. A thermionically-emitted electron beam is
accelerated through potential of about 7 kV and guided to an aluminum source via bending
magnets, heating the material to the point of evaporation. This e-beam system addresses
many of the shortcomings of the old system by isolating the main chamber using a load lock
and mechanizing the sample stage rotation.

To perform an evaporation, the qubit sample is loaded into the chamber, which is typically
pumped overnight using cryo and turbo pumps until the pressure < 107 torr. The sample
stage is set to the initial evaporation angle, and the first Al film (~ 35 - 50 nm) is deposited
at a rate of ~ 0.5 nm/sec. An oxidation manifold containing a precise mixture of 95% Ar
/ 5% Oy gas is then released into the chamber for a predetermined time. The degree to
which the aluminum is oxidized, quantified by the term ‘exposure,’” is a function of both the
partial pressure of Oy gas and time [91]. The thickness of the oxide barrier which forms the
Josephson junction increases with increasing exposure, reducing the critical current density
Je. Critical current densities up to 1000 A /em?, were found to be reliable for qubit junctions.
We successfully fabricated junctions with higher J. (up to ~ 1600 A/cm?), but the failure
rate was much higher, probably due to shorts penetrating the very thin oxide barriers. The
oxidation parameters required to obtain the targeted J. are empirically determined through
trial and error. After oxidation, the second evaporation (~ 50 - 85 nm) is performed at
a second angle, encapsulating the aluminum oxide to form the Josephson junction (Figure
4.5). This process is graphically depicted in Figure 4.6. Unintended, spurious junctions are
inevitably formed in this process, but as long as their areas are much larger than the qubit
junctions, their effect is negligible.

After the sample has been removed from the evaporation chamber, it is placed in a small
beaker of 70° C acetone for about 30 minutes. This dissolves the underlying resist and makes
it easier to peel off the aluminum layer. Light sonication will readily remove sections of resist
remaining after liftoff.

4.1.5 Oxygen plasma

For the later flux qubit samples produced in this thesis, multiple oxygen plasma cleaning
steps were incorporated into the fabrication process. These cleaning steps were performed
in a chamber dedicated for this process. With 250 mTorr of O, gas in the chamber, about
10 W at 100 kHz is applied via parallel, horizontal plates. This excites vertical oscillations
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Figure 4.5. SEM images of Josephson junctions. (a) The two aluminum layers which are deposited
at different angles to form a Josephson junction are clearly seen in the angled SEM image. The
red arrow points to the overlap region which forms the junction. (b) Three Josephson junctions in
series, as seen in the top-view SEM image, are embedded in a superconducting loop to form a flux
qubit.

in the oxygen plasma, bombarding the sample from above. This RF plasma treatment is a
commonly practiced method of removing organic material, such as resist, from surfaces.

A 10-second oxygen plasma ‘ashing’ is first performed after the qubit features have been
patterned and developed, but before the aluminum metal is deposited. This cleaning step is
intended to remove resist residue on the substrate surfaces where the qubit features will be
formed. The leftover resist is thought to contribute significantly to rapid aging of Josephson
junctions [92]. This aging was observed consistently in our earliest flux qubits which did not
include any plasma cleaning, with critical current densities decreasing by up to 50% in the
most severe cases. This presents a tremendous challenge when engineering a qubit whose
energy levels are exponentially sensitive to the critical current. The combination of the 10-
second ‘pre-ash’, the new (i.e cleaner, lower base pressure) e-beam evaporation system, and
pumping the sample down in the evaporator overnight using the cryo pump (which pumps
water more effectively than the turbo pump) was found to dramatically reduce junction
aging. Critical current densities of the flux qubits made using this recipe typically did not
decrease by more than 10 %, a manageable amount.

After metalization and liftoff, the completed qubit sample is again ashed, this time for a
longer duration of two minutes. This process is again designed to remove any leftover resist
and other surface contaminants. In addition to combating the effects of aging, this is believed
also to enhance qubit coherences times. Leftover contaminants close to and even on top of
qubit features can present a lossy, defect-laden environment to the qubit. SEM micrographs
taken both before and after sample ‘post-ashing’ verified that the surface was visibly cleaner.
While we cannot yet present rigorous quantitative evidence of the benefits of ashing qubit
samples, its incorporation into the fabrication process coincided with a consistent increase
in measured coherences times.



CHAPTER 4. DESIGN AND FABRICATION OF DEVICES 55

(

S e VPV
. -

Si substrate Si substrate Si substrate
E-beam exposure Development 1st angle evaporation
(d) (e A A )

)
O o I
) 2 [ 2 ‘ J ﬁ Josephson junction
Si substrate Si substrate Si substrate spurious junctions
Oxidation 2nd angle evaporation Liftoff

Figure 4.6. Double-angle shadow evaporation. (a) A ZEP/MMA resist bilayer is selectively exposed
by a normally incident electron beam. (b) The sample is then submerged for a specific amount of
time in two separate solutions of developer, each of which removes the exposed resist in only one
of the layers. MMA can be developed out from underneath areas of intact ZEP, forming regions
of undercut including ‘airbridges’ in the ZEP. (c) A first aluminum layer (gray) is deposited at an
angle away from normal incidence. The line of sight directionality of evaporation helps form a gap
in the deposited aluminum where the airbridge has blocked the material. (d) The entire aluminum
surface is then controllably oxidized (yellow) in an Ar / O2 gas mixture. (e) Josephson junctions
are formed when a second layer of aluminum (gray) is evaporated from the opposite direction of the
first aluminum layer. The second layer must be somewhat thicker than the first in order to ensure
electrical continuity of the second layer as it climbs the ‘step’ of the first layer. In addition to the
desired Josephson junction, spurious junctions due to the films overlapping in other places are also
formed. If the area of these spurious junctions is made very large, their effect is insignificant. (f)
The final step in the process involves lifting off the remaining resist, leaving only the patterned
structures behind. Reproduced from [79] with permission.
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4.1.6 Overlap capacitors

The microwave resonators used to read out the state of our flux qubits consist of quasi-
lumped inductors and capacitors. Two series, on-chip overlap capacitors were used to achieve
sufficient capacitance for the lower frequency resonators designed in the 1 - 2 GHz range.
These capacitors are connected via a common, niobium plane, which is colloquially referred
to as a ‘ground plane’ even though it is electrically floating and not physically connected
to ground. In the presence of a differential excitation, the symmetry in the series capacitor
structure defines the ‘ground plane’ as a virtual ground. The ground plane resides beneath
a layer of silicon nitride which covers the entire chip. The capacitor top plates are formed
in the same aluminum deposition as the Josephson junctions.

This ground plane is patterned at the 2”7 wafer level using e-beam lithography. The
niobium is DC magnetron sputtered in a system which also contains an aluminum sputter
gun and an argon ion mill. Sputtering occurs when ionized argon is accelerated through
a potential at a target of niobium. The argon ions transfer kinetic energy to the target,
knocking niobium atoms off its surface. Unlike evaporation, the mean free path of the
sputtered niobium atoms is short, leading to diffuse spreading of the ejected atoms. The
targeted thickness of these ground planes is ~ 250 nm.

The insulating SiNy layers used in our experiments were fabricated both in the Marvell
Nanolab and by Dr. Luigi Frunzio at Yale University. Our films were deposited (~ 180 nm)
using Plasma Enhanced Chemical Vapor Deposition (PECVD) in the ‘oxford2’ system in
the Nanolab. The dielectric constant of this material was experimentally determined from
resonator measurements to be about 6.75. We eventually moved away from this overlap-
style capacitor towards an interdigitated finger design because of the lossy nature of the
SiN,. Measurements of the low power loss tangent tan d ~ 10~3 confirmed these suspicions
[79]. We attribute the loss in the dielectric to two-level defect states, which couple to the
qubit and act as a bath of oscillators to which information can be irreversibly lost. This
leads to decoherence in the qubit. Reducing the loss in these insulating layers is the subject
of ongoing research in the field.

4.1.7 Device screening

Because of the many man-hours associated with preparing and cooling down the dilution
refrigerator for qubit measurements, it is important to characterize and screen flux qubit
samples as thoroughly as possible at room temperature. The first priority in a brand new flux
qubit design is to measure the areas of the three junctions produced in the process using the
SEM. This approximately determines the expected F¢. In a reliable process, these junction
areas should not change by more than about 5% from run to run. Due to anecdotal claims
that imaging Josephson junctions in the SEM alters their properties, promising samples are
not imaged in the SEM before they are measured.

With no direct electrical access to the flux qubit junctions, it is impossible to check their
critical currents directly to dial in E; and «,. As a substitute, we create a nearly identical
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Figure 4.7. Probe station and desiccator. (a) A probe station is used to measure the normal state
resistance of Josephson junctions to infer their critical currents at dilution refrigerator temperatures.
(b) To minimize the effects of junction aging through exposure to water and oxygen, flux qubit
samples are stored in a vacuum desiccator.

pattern of junctions adjacent to the real device. Patterned leads connect to these ‘witness
junctions’ so that their electrical properties can be directly probed. This characterization is
possible at room temperature by exploiting the Ambegaokar-Baratoff relation [93]

7 A(T) A(T)
IO = Etanh [m] s (41)

where A(T') is the temperature-dependent superconducting gap and R, is the normal-
state resistance of the junction. At dilution refrigerator temperatures, we can approximate
A(T) — A(0), which is 170 meV for aluminum. The tanh term is approximately unity at
low temperatures. With these simplifications, we find

(0.17 V)

I =
0 2R,

(4.2)
With this simple relationship, room temperature resistance measurements of the witness
junctions are used to estimate the junction critical currents. These two-wire resistance mea-
surements were performed at a probe station using lock-in excitation and detection [Figure
4.7(a)]. Some care must be taken to calibrate out the lead resistance to fully isolate the
normal-state resistance of the junction. Although small variations between the qubit and
witness junctions are unavoidable, this method was found to give reasonable agreement
between predicted and measured qubit properties. This notwithstanding, our level of fab-
rication precision coupled with the extreme sensitivity of the qubit parameters still makes
a ‘shotgun’ trial and error approach necessary to some degree. After the sample has been
characterized at room temperature, it is stored in a vacuum desiccator [Figure 4.7(b)] to
minimize further exposure of the Josephson junctions to ambient oxidizing agents such as
oxygen and water vapor.
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Figure 4.8. False color optical micrograph of the SQUID resonator device. The three-junction flux
qubit (green) is inductively coupled to a dc SQUID (blue) shunted by two parallel-plate capacitors in
series, forming a tunable nonlinear resonator for qubit readout. The capacitors consist of aluminum
films (red) with a niobium underlayer (yellow), separated by a SiNy dielectric. Symmetric on-chip
flux bias lines (purple) allow independent tuning of the qubit and SQUID, while a shorted CPW
structure (gray) allows microwave excitation and fast flux tuning of the qubit.

4.1.8 Device layouts and parameters
SQUID resonator readout

The SQUID resonator readout is modeled after previous generation devices fabricated in
the Clarke group [5]. This design was optimized for controllable coupling of two flux qubits
via a SQUID mediated interaction. We took this design, which featured a switching SQUID
readout, and converted it to utilize a dispersive readout. Many of the parameters were left
the same or modified only slightly, mostly to incorporate the on-chip resonator capacitors.

Figure 4.8 shows a false color optical image of the qubit, SQUID resonator, flux bias
lines, and coplanar waveguide (CPW) qubit control line. A full list of design parameters for
this device is presented in Table 4.1. All of the calculated inductances in the design were
modeled using a modified (for use with superconductors) version of ‘FastHenry’ [94], a freely
distributed program which solves for the magnetic response of a user-defined superconducting
mesh. In similar samples fabricated before this work, these simulated values agreed with
experiment to within 2 % [5].

The device contains two on-chip flux bias lines so that in principle the flux in both
the qubit and SQUID can be independently controlled. As seen in Table 4.1, the two flux
bias lines are equally coupled to the SQUID, while there is a substantial asymmetry in
the coupling with respect to the qubit. The two degrees of freedom, however, allow us to
orthogonalize the system such that different combinations of currents in each bias line can
be used to adjust only the flux in either the qubit or the SQUID. Ideally, we would like the
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Table 4.1. SQUID resonator readout approximate design parameters (F063010c).

Parameter Symbol Value
SQUID inductance L (res) 423 pH
SQUID loop dimensions - 30 x 200 pm?
SQUID junction critical currents Iys 0.85 nA
SQUID junction area As 0.092 pm?
Resonator capacitance C. 28 pF
Predicted resonant frequency fr 1.75 GHz
Large qubit junction areas A1, Ago 0.049 pm?
Small qubit junction area Aoz 0.029 pm?
Large qubit junction critical currents To1, Lo2 425 nA
Small qubit junction critical current Ios 260 nA
Ratio of junction critical currents 0y 0.61
Qubit loop inductance L, 182 pH
Qubit loop dimensions - 22 x 83 pm?
Qubit screening parameter By 0.07
Approximate critical current density Jo 875 A/cm?
Ratio of Josephson to capacitive energy (large junction) E;/FE¢ 50
Qubit-SQUID mutual inductance Mas 57 pH
Bias lines-SQUID mutual inductance Mgy, Mg 5.3 pH
Bias line 1-qubit mutual inductance Ma: 2.77 pH
Bias line 2-qubit mutual inductance Maqo 0.45 pH
CPW-qubit mutual inductance Mg, crw 100 fH
CPW-SQUID mutual inductance Ms cpw < 2 fH

coupling of the bias lines to the qubit to be large enough so that at least a full flux quantum
is accessible in the qubit. This is constrained by the measured critical currents of the bias
lines (~ 1 mA). Significant heating of the dilution refrigerator is observed if the critical
current is exceeded. If the coupling is too strong, however, fluctuations in the bias lines can
suppress the coherence time of the qubit. The couplings in these devices have been made to
be somewhat weaker than in previous designs, where the control lines were calculated not to
limit coherence times to less than ~ 10 — 100 ps [95, 96]. These coherence times are much
larger than the measured values, suggesting that the bias and control lines are sufficiently
decoupled.

The qubit excitation line is a coplanar waveguide (CPW) terminated with a small induc-
tance. The excitation is coupled between the center line and the symmetric, grounded outer
lines. The symmetry of this structure and its position relative to the SQUID are designed
to prevent it from coupling flux into the SQUID loop. The offset position of the qubit loop,
however, allows a weak coupling between the CPW and the qubit. The high bandwidth of
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Figure 4.9. False color SEM micrograph of the circuit QED device. The quasi-lumped-element res-
onator is formed by the parallel combination of a meander line inductor (blue) and an interdigitated
finger capacitor (red). The flux qubit (green), shown in the magnified inset, is inductively coupled
to the resonator via a shared 150-nm wide constriction in the meander line. An additional pair of
interdigitated capacitors (orange) couples the resonator to the 50-{2 environment. The resonator is
surrounded by a perforated ground plane (purple), which helps define a co-planar waveguide input.

the CPW also enables static currents in the CPW to be changed very quickly. We use this
feature to apply ‘fast’ flux shifts to the qubit loop between state manipulation and readout.

Circuit QED readout

A false color SEM image the flux qubit and circuit QED readout is shown in Figure 4.9.
The flux qubit is coupled to the quasi-lumped resonantor, formed by the parallel combination
of an interdigitated finger capacitor and a meander line inductor, via a shared inductance.
This shared section of the resonator is located where the linewidth of the meander line is
constricted to 150 nm. The resonator is coupled to the 50-(2 feed line at one end, and
grounded at the other, by separate interdigitated finger capacitors. A perforated ground
plane surrounds the entire resonator and defines a 50-{2, CPW input with the feed line.

A table of the design parameters for the ‘phase-coupled’ flux qubit in the cQED readout
architecture is shown in Table 4.2. The resonator is modeled using AWR’s (Advancing the
Wireless Revolution) proprietary ‘Microwave Office’ software. The model gives very good
agreement between the predicted and measured resonant frequency, which is targeted near 6
GHz, the center of the 4-8 GHz band of the microwave circulators (Section 5.4.2). The effect
of the coupling capacitors is not captured as well in the model, but a reasonable estimate
can be determined. We target a resonator linewidth of ~ 10 MHz to roughly match the
bandwidth of the paramp. This corresponds to a quality factor of Q ~ 600, which we
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Table 4.2. Circuit QED readout approximate design parameters (F032811b).

Parameter Symbol Value
Resonator inductance L, 1.3 nH
Resonator capacitance C, 569 fF
Predicted resonant frequency fr 5.85 GHz
Predicted resonator linewidth K/2m ~ 10 MHz
Large qubit junction areas Aot, Aoz 0.095 pm?
Small qubit junction area Aoz 0.059 pm?
Large qubit junction critical currents Io1, Ioo 460 nA
Small qubit junction critical current Loz 270 nA
Ratio of junction critical currents oy 0.59
Qubit loop inductance L, 7.3 pH
Qubit loop dimensions - 3.8 x 4.0 pm?
Qubit screening parameter By 0.003
Approximate critical current density Jo 475 A /cm?
Ratio of Josephson to capacitive energy (large junction) FE;/Ec¢ 100
Qubit-resonator mutual inductance (magnetic) Myin 3.2 pH
Qubit-resonator mutual inductance (kinetic) Myag 3.1 pH (measured)
Qubit-resonator mutual inductance (total) My 6.3 pH (measured)

determined to be a good balance between measurement speed and readout phase constrast.

The qubit-resonator coupling is engineered assuming qubit parameters of about A, ~
7 GHz and I, ~ 200 nA. The total mutual inductance My between the resonator and qubit
is a combination of magnetic (Myae) and kinetic (Myi,) contributions [59]. The magnetic
term is associated with the magnitude of the magnetic flux coupled into the qubit loop from
currents in the resonator. The kinetic term, on the other hand, arises not from magnetic
flux but rather from the inertial effects of charge carriers in an oscillating electric field.
The kinetic inductance can become significant in superconductors because the characteristic
collision time between Cooper pairs is very large. The kinetic inductance per unit length [
in the Drude model for a superconductor is given by [97]

m

- 2nge2A’ (4.3)

Ik
where n; is the density of Cooper pairs, m is the electron mass, and A is the cross-sectional
area of the superconductor. Thus to increase [ and hence the coupling between the resonator
and qubit, A should be made small. We accomplish this by reducing the linewidth of the
2.6 pm-long shared section to a width of 150 nm, which is robust to run-to-run fabrication
failure. For our 150-nm wide, 85-nm thick aluminum constrictions, we deduced a kinetic
inductance per unit length of [, = 1.2 pH/pum, which is close to that obtained in other work
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Figure 4.10. Optical photograph of the MSA with magnified inset of the junction region. The MSA
consists of a niobium SQUID washer electrically isolated by a SiO layer from a strongly coupled,
multiturn superconducting coil also made from niobium. The magnified inset shows how the two
Josephson junctions are formed at the square intersection of two orthogonal rectangles patterned
into two separate dielectric layers. The junctions are connected to each other and to the output
via the counter electrode. Resistive palladium traces shunt the junctions so that hysteresis in the
SQUID IV curve is eliminated and the SQUID can operate as a high frequency flux-to-voltage
transducer.

(98, 99]. This value is inferred from experimental measurements of My, which is related to
the coupling strength ¢g through
9= MrlI,, (4.4)

where [, is the zero-point current in the resonator given by

s,

Ir = )
L,

(4.5)

and L, is the resonator inductance. My, is determined by Mp and My,e, which is modeled
using ‘FastHenry.’

4.2 Microstrip SQUID amplifier

In contrast to the flux qubit chips, the MSA (Figure 4.10) is fabricated primarily using
photolithography. The superconductor is made of niobium, so that the amplifier is capable
of operation and testing at 4.2 K. The MSA was developed in the Clarke lab almost 15 years
ago [41], so there are existing recipes and techniques for making these devices.
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4.2.1 Previous work

The MSA is fabricated mostly at the 4” wafer level using photolithography in the Marvell
Nanolab at the University of California, Berkeley. These wafer-level steps were previously
completed on several wafers by Darin Kinion, a former collaborator currently at Lawrence
Livermore National Laboratory. Though this process has been internally documented in
detail by previous group members, a summary will serve to provide context for departures
from the traditional procedures, which are developed in the following sections.

Starting from a silicon substrate with a thin SiOy thermally grown oxide on the surface,
the entire wafer is prepared and spin coated with photoresist on one of the photoresist coat
tracks (i.e. ‘svgcoatd’) in the Nanolab. The shunt resistors are first patterned using the
Nanolab wafer stepper ‘gcaws2’ in an array with an x-y spacing of 5 mm, the size of the final
MSA chip. Approximately 55 nm of palladium is then deposited using an e-beam evaporator
by one of the Nanolab staff members, Xiaofan Meng, in a liftoff process. Immediately
following this step, the entire wafer is coated with about 200 nm of niobium. After the wafer
is again spun with photoresist, the SQUID washer, bonding pads, and all wiring leads are
defined in the resist by exposing everything but the desired features. The remaining niobium
is etched away using a Reactive lon Etch (RIE). Two separate layers of silicon oxide (SiO,
dielectric constant € ~ 5.5) are then deposited on top of the SQUID washer. Small windows
are patterned into this dielectric: one on each end of the ‘crossunder’ which allows electrical
access to the innermost turn of the input coil, and rectangular openings which are used
to define the Josephson junctions. There are two oxide steps because the first deposition
creates a horizontal rectangular window, while the second crosses the first vertically. This
scheme creates a square via to the niobium SQUID washer underneath, preserving the sharp
junction window edges that would be considerably rounded if the oxide were deposited in
a single step. Uniformity in the junction areas is critical for preventing asymmetries, thus
minimizing sample-to-sample area spread.

The preceding fabrication steps are relatively straightforward, with the notable exception
of obtaining the correct palladium thickness. Because the mean free path of conduction
electrons at millikelvin temperatures is not much shorter than the thickness of the film, the
shunt resistance Rg is strongly affected by boundary scattering and does not scale with the
typical R ~ pl/A dependence, where p is the resistivity, [ is the length, and A is the cross-
sectional area. Small changes in film thickness near ~ 55 nm result in larger than expected
changes in resistance. Due to lack of fine control in the palladium deposition process, the
film thickness and thus the shunt resistance can significantly deviate from the targeted value
(Bc ~ 0.5) which is optimized to maximize gain while preventing hysteresis in the SQUID IV
characteristics. The shunt resistance can later be modified through somewhat painstaking
means, either by argon ion milling down the thickness of the shunt (increasing Rg) or shorting
out a section of the resistive metal with an enlarged (niobium) counter-electrode (decreasing
Rg).
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Figure 4.11. Niobium/aluminum sputtering system including argon ion mill. The input coil and
Josephson junctions of the MSA are formed in this sputtering chamber. A manually rotating stage
can place the sample underneath either a niobium target, an aluminum target, or an argon ion
mill, allowing for the formation of Nb/AlOy /Nb junctions in a single fabrication step. The ion
mill power supply shown at left is much larger than equivalent, contemporary supplies.

4.2.2 Input coil

The final steps in completing an MSA involve forming the resonant input coil and com-
pleting the SQUID Josephson junctions. Traditionally, this was completed in single pho-
tolithographic step, but in the current process was separated so that the input coil could be
narrowed from 5 pm down to 1.2 pum using e-beam lithography. The motivation for this lies
in increasing the operating frequency of the device without sacrificing gain. The resonant
frequency of the MSA scales with the expected 1/ V'LC dependence. Without the presence
of the SQUID, narrowing the input coil linewidth increases the inductance but is counter-
acted by the decreasing capacitance to ground. Consequently, the resonant frequency is only
weakly affected. With the SQUID washer forming the ground plane of the microstrip mode,
however, an extra term is added to the total inductance, giving Ly = L. +n?L S5,(MSA), Where
L~ is the total inductance, L, is the self-inductance of the input coil, n is the number of
turns, and Lgvsa) is the SQUID inductance [74]. Thus as the linewidth is narrowed, the
capacitance decreases while the inductance only slightly increases, leading to an increase in
the resonant frequency. Because the number of turns is not altered, the mutual inductance
between the input coil and the SQUID remains unchanged. Although the dependence of
the resonant frequency on the input coil linewidth was not quantitatively studied, an overall
increase in the MSA resonant frequencies was observed.
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4.2.3 Junction process

The Josephson junctions are formed together with the counter-electrode, which connects
the SQUID to the output lead. The 4x projection aligner ‘canon’ in the Nanolab is used
to open up a window over the small square vias defined in the dielectric. The sample is
loaded into the aforementioned sputter system (Figure 4.11), and the chip is first argon ion
milled to remove the native niobium oxide which inhibits the formation of Nb/AlOx/Nb
junctions. The ion mill works similarly to sputtering, except that an ionized argon beam
is accelerated towards the sample, milling down any exposed structures. With the oxide
removed, a very thin (~ 6 nm) aluminum film is then immediately sputtered. This film
is oxidized in situ by filling the vacuum chamber with a prescribed mixture of 80% Ar /
20 % O4 gas for a specified duration. For typical junctions, the sample is oxidized at a
pressure of 70 torr for ~ 45 minutes. It is worth noting that the aluminum layer is not
oxidized to completion in this recipe, making the junction critical current independent of
the thickness of the deposited Al layer. At 4.2 K, even though the unoxidized aluminum is
above its bulk transition temperature of 1.2 K, the proximity effect [100] ensures that it is
superconducting. After oxidation, a thick Nb counter electrode (~ 250 nm) is sputtered to
complete the process.

Significant variability was seen in the junctions produced in this process. In the past,
the system was more reliable once the correct parameters were dialed in. If the process
is interrupted for times on the order of weeks, the optimal junction parameters tend to
drift to new values for unknown reasons. Even with a recipe which appears to be dialed
in, unacceptable run to run variation is still observed. We suspect that this is attributable
mostly to the ion mill step. If the sample is under-milled, the NbO,, which mills slowly, will
not be entirely removed. If the sample is over-milled, the niobium metal, which mills at a
much higher rate, may become very rough. It is then possible for pinhole shorts and non-
uniform oxide barrier thicknesses to form, increasing the chance of short-circuited junctions
and critical current variability. The sample stage is rotated between the two sputter guns and
the ion mill manually, and sloppiness in this manual dial and apparent shifts in the beam
position are common. The ion milling rate also appears to have a spatial nonuniformity,
enhancing the problem. In order to have a chance at relatively reproducible results, the
exact same procedure and manipulation of the equipment must be performed during each
junction process.

4.3 Josephson parametric amplifier

Images of a completed paramp are shown in Figure 4.12. The on-chip overlap capacitors
are formed with the same techniques discussed in Section 4.1.6. For a given resonant fre-
quency w, and parallel resistance R (real part of the impedance connected to the amplifier,
typically 100 €2), the capacitance determines the quality factor of the resonance through
Q) = w,RC. This is typically aimed at @ ~ 30 [79]. The SQUID is fabricated using typical
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Figure 4.12. Images of a Josephson parametric amplifier. (a) An optical overview of the paramp
shows a niobium plate separated from two aluminum top plates by a SiNy dielectric, forming two
capacitors in series. The capacitors are shunted by a small SQUID which is placed adjacent to
the niobium plane. (b) A magnified optical inset shows the SQUID region in more detail. (c) The
Josephson junctions are more clearly visible in an SEM image of the SQUID. Reproduced from [79]
with permission.

double-angle shadow evaporation. The Josephson junctions of the SQUID are engineered to
provide the inductance which is necessary for the targeted resonant frequency wj,.
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Chapter 5

Measurement infrastructure

5.1 Sample boxes

All the devices measured in this work were housed in custom metal boxes. It is vital
that qubits and sensitive amplifiers are shielded from stray electromagnetic radiation. A box
which is formed entirely of metal, making a tight seal at all interfaces, forms a Faraday cage
shield. Small holes in the box are strategically placed for the various connectors. All of our
boxes were made from oxygen-free high thermal conductivity (OFHC) copper to provide the
best thermalization of the sample and the contents of the box. Additionally, boxes which
included internal flux bias coils were plated with lead. This forms a Meissner shield which
provides local magnetic shielding. Boxes which relied on flux biasing from external coils
could not be plated. The qubit and amplifier devices were affixed to printed circuit boards
(PCB) which are bonded to the sample box either mechanically or with solder. The PCB is
electrically connected to the device using aluminum wirebonds.

Separate layers of magnetic shielding surround each sample box. The boxes are first
placed inside either a rectangular or circular superconducting shield, which is fabricated from
aluminum or lead. The bottom of these shields is closed to inhibit flux from penetrating the
shield axially. To prevent the shields from trapping magnetic flux as they are cooled through
T., they are nested inside an outer cryoperm shield (produced by Amuneal Inc.) of a similar
geometry. The cryoperm is optimized for its highest magnetic field attenuation at about 4
K, and its performance drops off as the temperature is further reduced. This is acceptable,
however, once the superconducting shield has become effective.

Figure 5.1 shows a lead-plated sample box used for flux qubit measurements in the SQUID
resonator readout. The microwave traces in the box were designed with a 50-{2 characteristic
impedance. Bulkhead SMA connectors (AEP/Radiall 9308-9113-001) are used to launch
the readout signal onto microstrip PCB traces, while a right angle jack SMP (Rosenberger
19K202-271E4) which is soldered to the PCB CPW trace and connects to a straight plug
PCB SMP (Rosenberger 195102-40ML5) is used for qubit control and fast flux pulses. The
coupling capacitors (10 pF) on the readout microstrip traces define the @ of the SQUID
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Figure 5.1. Flux qubit sample box for SQUID resonator readout.

resonator. The superconducting DC lines used to drive the on-chip flux bias enter the box
through 4-pin Reichenbach bulkhead connectors. Large conical choke inductors on the flux
bias traces present a high impedance to high frequency noise.

The launch and experimental mount for the circuit QED-style readout is shown in Figure
5.2. Edge-mount connectors (Southwest Microwave 292-04A-5) launch both the qubit and
readout pulses onto the PCB. The signal propagates down a 50-Q2 CPW until it encounters
the sample, which is positioned in a small recessed section of the PCB. A copper housing
which fits over the top of the PCB provides RF shielding. The box is anchored to the dilution
refrigerator using a copper mount which contains the superconducting flux bias coil. These
~ 250 turn coils are placed as close as possible to the sample, such that it takes about 5
mA to sweep through a flux quantum in the 3.8 x 4.0 pum? flux qubit. This corresponds to
a mutual inductance of about 0.4 pH.

The MSA is housed in the lead-plated cylindrical can shown in Figure 5.3. The cylindical
geometry is intended to enhance the magnetic shielding of the MSA. The superconducting
shield is completely continuous and free of interfaces with the exception of the top cap. This
allows the supercurrents necessary for magnetic field expulsion to flow unimpeded in the
shield. Copper microwave coaxial lines are passed through the top cap where they join with
the SMA connectors attached to the board. The current and flux bias lines enter the can
through a single 4-pin Reichenbach connector also on the top cap. The PCB contains a
microstrip input and output, which are separated by a ~ 5 x 5 mm? area for the MSA chip.
The input trace is coupled to the MSA via a 1.0 pF series capacitor, which is optimized for
critical coupling. The output trace features a large blocking capacitor and a conical inductor
which allows a static bias current to be passed through the SQUID. A small ~ 10 turn coil
is fixed with epoxy to the back of the PCB and is used to apply a flux bias to the SQUID.

The paramp packaging is shown in Figure 5.4. Unlike the previously discussed devices,
the paramp incorporates a differential launch. A single-ended microwave signal enters the
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Figure 5.2. Flux qubit sample box for circuit QED readout. (a) Photograph of exposed PCB,
including the CPW launch and a flux qubit sample. (b) The lid is fastened to the box and the as-
sembly is mounted to a copper finger. (c) A side view of the setup clearly shows the superconducting
coil used to flux bias the qubit.

aluminum paramp shield, but is converted to a differential excitation on the PCB by a mod-
ified ‘rat-race’ hybrid. The paramp is excited differentially, thus defining a ‘virtual ground’
at the center of the two paramp series capacitors. This differential excitation effectively
transforms the impedance of the feedline up to 100-). Similar to the circuit QED flux qubit
box, the paramp is biased with a large superconducting coil which rests directly beneath the
PCB.

5.2 Dilution refrigerator

A dilution refrigerator (Figure 5.5) was used to cool all the samples to a temperature of
about 30 mK, where the characteristic energy of readout and qubit manipulation photons
hw is larger than the thermal background energy kg7T. The measurements were performed
in a VeriCold ‘dry fridge,” which is a relatively recent departure from the traditional ‘wet
fridge’ that incorporates a large liquid helium bath. This surrounding bath is replaced by
a pulse tube cooler which is anchored with separate cold heads to the top two plates of the
fridge, cooling them to ~ 70 K and ~ 4 K respectively. A closed circuit He-3/He-4 dilution
unit is used to cool the lower plates to temperatures of 700 mK, 100 mK, and finally 30
mK at the ‘mixing chamber.” Cooling to base temperature is provided by pumping He-3
atoms across a phase boundary between He-3 rich and He-3 poor mixtures of liquid helium.
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Figure 5.3. MSA cylindrical can and cryoperm shield. (a) The PCB connects to the lid of the lead-
plated cylindrical shield. The MSA is mounted at the intersection of two microstrip traces and a
ground. (b) A side view of the PCB gives a better view of the wiring underneath the board. (c)
The assembled cylindrical sample box is shown, including a view of the microwave input, output,
and the DC cable. (d) The can is placed inside a cryoperm octagon lined with lead foil.

Joule-Thompson cooling assists in initially liquifying the helium gas, partially compensating
for the lack of a ‘1 K pot” which is found in wet fridges.

5.3 DC bias circuitry

The VeriCold is equipped with two types of low frequency lines. When high currents
are necessary, particularly to provide a flux bias to small loops using weakly coupled bias
lines, superconducting lines are necessary to avoid thermal loading of the fridge. The flux
bias for both qubit readout schemes as well the paramp flux bias was provided by these
superconducting lines. The wires are broken out from a loom at the 4 K stage, where they
are run through a network of LC r-filters. These filters roll off at about 1 MHz. The
superconducting lines are run down to the mixing chamber in twisted pairs, shielded by
stainless steel (to avoid thermal loading) braided cables. Copper powder filters (Figure 5.6)
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Figure 5.4. Paramp launch and shielding. (a) A customized hybrid is used to convert a single-ended
microwave input to a differential signal at the paramp. The PCB and a superconducting bias coil
are mounted to a copper finger. (b) The entire setup is is encased in a superconducting aluminum
shield. (¢) Cryoperm surrounds the aluminum and reduces flux trapping in the superconducting
shield as it is cooled through T.. Reproduced from [79] with permission.

are located at each stage below 4 K. These filters are effective at filtering noise due to signals
on the order of ~ 10 MHz and higher; in particular, gigahertz noise is strongly attenuated
[57]. Copper powder filters consist of superconducting wire wound around cured, ~ 1 mm
‘cores’ of a 2:1 (by weight) Cu powder to Stycast 1266 mixture. These wound cores are
encased in a similar 1.5:1 mixture and are placed in a shielded copper box. The RF loss in
the filters is thought to originate from eddy currents generated in the Cu particles suspended
in the Stycast matrix. The long length of wire in the Cu powder filters, combined with the
surrounding Stycast, also provide good thermalization of the lines.

The currents used to bias the MSA are carried by resistive manganin wires. Manganin is
an alloy of copper, manganese, and nickel whose resistance changes very little with temper-
ature. Thus the lines maintain their resistive nature at low temperatures, and also have the
advantage of being very poor thermal conductors, thermalizing well with their environment,
and intrinsically adding resistive filtering. These resistive lines are well-suited to the low
current and flux bias currents (< 20 pA) required to operate the MSA. The filtering and
shielding of these lines is virtually identical to their superconducting counterparts, with the
exception of the m-filtering at 4 K, which is RC instead of LC. These filters also have a lower
cutoff frequency of ~ 100 kHz.

It is especially critical for the qubit flux bias to be very stable and exhibit low noise to
prevent qubit decoherence. We avoid the use of active electronics with their associated 60 Hz
noise and instead use a custom battery-powered current source. The circuit diagram for this
supply is shown in Figure 5.7, and a detailed account of its configuration and performance
is found in Reference [101]. A Xilinx Spartan 3E FPGA (field-programmable gate array)
board is programmed by the measurement computer to send digital SPI (serial peripheral
interface) commands to a photodiode transmitter, which in turn sends light pulses down fiber
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Figure 5.5. Dilution refrigerator including sample mounts. (a) Overview of the dilution refrigerator.
A series of nested radiation shields (not shown) slide up onto the fridge, as in a Russian matryoshka
doll. A vacuum can surrounds the entire setup and the system is evacuated prior to cool down. (b)
Close-up view of mixing chamber stage with sample mounts. The assembled mounts bolt to the
bottom of the mixing chamber and are enclosed in aluminum and cryoperm shields.

optic cables to a photodiode receiver at the battery powered supply. These SPI commands
program the states of digital potentiometers, which adjust the voltage tapped off a 2.5 V
voltage reference. The potentiometers are configured such that the current is discretely
adjusted in coarse, medium or fine steps. The resolution of the current source is about one
part in 10°, which allows very fine flux bias resolution in the qubit. The maximum sourced
current is adjusted by changing a resistor on the output of the supply.

The MSA is also current and flux biased with battery-powered supplies. These sources
operate by tapping off an adjustable potentiometer which is connected across a battery. The
output is in series with a large resistance (~ 100 k2) so that the load is a negligible fraction
of the total circuit impedance. The outputs are also heavily low-pass filtered, and the entire
supply is shielded in an aluminum box.
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Figure 5.6. Copper powder filter. A copper powder - Stycast mixture is shown filling trenches in
a copper box. Insulated wires wound around a similar mixture are encapsulated in these trenches.
This box is shown unfinished, with wires protruding from the copper powder mixture. The filters
are completed by connecting the wires to 4-pin Reichenbach bulkhead connectors and covering the
entire box with a Cu lid.
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Figure 5.7. Circuit diagram of the low noise, optically-isolated current source [101].



CHAPTER 5. MEASUREMENT INFRASTRUCTURE 74

5.4 Microwave circuitry

5.4.1 Coaxial lines and attenuation

The microwave signals used for qubit manipulation and readout propagate on coaxial
lines. The material of these lines depends on their particular function and position in the
measurement setup. Tin-plated copper cables (Micro-coax UT-085-TP) are used at room
temperature and to connect between components on the same temperature stage. Low-loss
is desirable and the relatively high thermal conductivity of these cables is acceptable in these
situations.

Cables connecting different temperature stages in the dilution refrigerator must be made
from alternative materials to prevent thermally shorting the stages together. The injection
(input) lines into the fridge consist of cables made of stainless steel (Micro-coax UT-085B-
SS and Coax Co. SC-219/50-SS-SS). In addition to good thermal isolation, these cables
also substantially attenuate microwave signals. This is actually a benefit on injection lines
because Nyquist noise at room temperature and intermediate temperature stages in the
dilution refrigerator must be attenuated to the level of the mixing chamber noise. The
high attenuation ensures that noise from higher stages does not significantly add to the
intrinsic noise at the mixing chamber. To aid these lossy cables in this function, discrete
NiCr attenuators (XMA 2782-6051-03, -10, -20) are also placed at various stages in the fridge.
The power attenuation of these components is expressed in decibels (dB) as Agg = 10log;, A,
where A is the linear power attenuation. As a rule of thumb, the attenuation at each stage
of the fridge in a properly designed injection line should at least be equal to, and preferably
exceed, the ratio of the temperatures between the stage the attenuation is anchored to and
the next highest stage.

Like their injection line counterparts, the output microwave lines in a dilution refrigera-
tor need to provide good thermal isolation, but attenuation on the output is directly linked
to degradation in the system SNR. Minimizing this attenuation is especially critical when
linking the amplification stages which primarily set the overall system noise temperature.
Neglecting the Nyquist noise generated by the attenuation itself, an attenuation A before
an amplifier with gain G and noise temperature Ty reduces the effective gain to G/A and
increases the corresponding noise temperature to ATy. The situation is somewhat more
complicated, and the effects more detrimental, in dilution refrigerators when the effect of
noise generated by attenuation in temperature gradients is considered. Low-loss copper ca-
bles are used to link the qubit readout resonators to the first stage of amplification, either
the MSA or the paramp. The gain of these amplifiers is typically not high enough to com-
pletely dominate the noise generated by the HEMT, especially in the presence of significant
attenuation before the HEMT, and thus low loss between the MSA /paramp and HEMT is
highly desirable. The HEMT, however, must be anchored to the 4 K stage because of its
relatively high power dissipation. The engineering problem of low microwave loss coupled
with good thermal isolation between fridge stages is solved with the use of niobium coaxial
line (Coax Co. SC-219/50-Nb-Nb). A single, uninterrupted length of Nb coax connects
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the mixing chamber and the 4 K stage. Following the HEMT output, both the signal and
noise power are much higher than the Nyquist noise at room temperature, and consequently
stainless coax can again be used from 4 K to room temperature to prevent thermal loading.

5.4.2 Cryogenic setup

The full cryogenic microwave setup for the SQUID resonator readout is shown in Figure
5.8. The fast flux line features less attenuation than the other injection lines because the
currents (~ 150 pA on the sample chip) required to produce sufficient flux shifts in the qubit
would excessively heat the fridge if more attenuation were included. The smaller level of
attenuation is partially compensated by custom microwave ‘roach filters’ [102]. These filters
are essentially a lossy stripline, with high frequency attenuation provided by magnetically
loaded silicon dielectric (Emerson & Cumming Eccosorb MFS-117). The roach filters used
in this work were shielded in a copper box and had a 3 dB rolloff at 1.3 GHz. The filters
heavily attenuate signals up to at least 40 GHz, yet simultaneously pass DC current with
very little dissipation.

A directional coupler is a four-port (one of which we terminate with a matched load)
passive component which weakly couples microwave signals between two transmission lines
brought into close proximity [65]. We use a directional coupler to merge the qubit excitation
line with the fast flux line at the mixing chamber stage. The qubit excitation is sent into
the ‘coupled port’ of the directional coupler, where the signal is effectively attenuated by
20 dB, while the fast flux pulse is directed into the ‘through port’ and travels through the
directional coupler with virtually no loss.

The readout signal is routed to the SQUID resonator via the coupled port of a separate
directional coupler. After the signal reflects from the resonator, it passes back out of the
through port of the coupler and is directed towards the microwave output chain. The signal
first encounters two circulators [Figure 5.9(a)], which in this context function as isolators. A
circulator is a non-reciprocal, three port device which relies on a magnetized ferrite to route
a signal only to the adjacent port in a circulating path [65]. In other words, signals entering
port 1 are only routed to port 2, signals from port 2 only go to port 3, and signals from
port 3 only go to port 1. A circulator can be used in a role similar to a readout directional
coupler to send an incoming signal to a resonator in a reflection geometry. The reflected
signal passes back through the circulator and is sent to the output chain rather than back
into the injection line. If one of the ports of the circulator is terminated with a matched load,
the device functions as an isolator. Signals are able to propagate with little (~ 0.5 dB) loss
in one direction, but are strongly suppressed (-20 dB) in the reverse direction. This isolation
prevents noise generated by the MSA from radiating back towards the qubit. Additionally,
reflections from the input of the MSA are strongly damped without losing signal in the
forward direction.

After the network of circulators, the signal encounters two modified double-pull double-
throw microwave switches (Radiall R577433000) [Figure 5.9(b)]. These mechanical ‘transfer’
switches are actuated by applying current pulses to solenoid coils, generating substantial



CHAPTER 5. MEASUREMENT INFRASTRUCTURE

fast qubit readout output
70K flux excitation | injection line
line line line
m
©
e HEMT i 2
m m
© ©
N N

roach filter
1.3 GHz
T
E |o1
o
D
O

700 mK 0
(still) o EI

3dB

100 mK g[g]

roach filter
1.3 GHz
/!

o 50 Q
O N
0mK  EX L __Em-
S -Z:% 2 2] ) Hittite . D
chamber o~
) 2[%] nmcsa7| S [/
to other
experiments
Krytar I: Pasternack
104020010 | PE2201-20 i
adiall
o O ] switch .
| qubit/cavity [ X ] U | | U -~ Radiall
QUBIT CONTROL/ | sample ] switch
FAST FLUX READOUT
MSA

Figure 5.8. Cryogenic microwave setup for SQUID resonator readout.
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Figure 5.9. Microwave switches and circulators. (a) An array of circulators used for isolating
and routing signals is attached to the mixing chamber. (b) The Hittite solid-state switch is used
for switching between two calibrated noise sources, enabling measurements of the system noise
temperature. Switches manufactured by Radiall are used primarily for switching between samples
and bypassing superconducting amplifiers.

heat loads in the process. The first transfer switch allows for system noise temperature
measurements using a ‘hot/cold’ load method. These measurements will be further discussed
in Chapter 6. A path to the output chain from either of two separate, calibrated noise sources
can be defined using the transfer switch. A separate, solid state switch (Hittite Microwave,
HMC 547) switches between the noise sources [Figure 5.9(b)].

The second transfer switch is used for taking the MSA into and out of the output chain.
This is useful for calibrating the gain of the MSA by comparing its performance to a straight
through section of coaxial line. The switch also allows for a direct quantitative comparison
of the effect of the amplifier on the flux qubit readout. Following the MSA, two circulators
on each end of a niobium coax isolate the MSA from the HEMT noise at 4 K. The broadband
Caltech HEMT has a specified noise temperature of about 7 K at 1.4 GHz.

A schematic of the cryogenic portion of the circuit QED readout is shown in Figure 5.10.
The readout injection line is similar to the SQUID resonator setup, but after the directional
coupler a switch (Radiall R573423600) has now been added which allows up to six samples
to be loaded and separately probed with microwave reflectometry. One of these six slots
is occupied with the hot/cold load setup for noise temperature measurements. After the
directional coupler, there is a network of circulators and a transfer switch for switching the
paramp out of the output circuit. The larger number of circulators in this setup is intended to
prevent the strong RF paramp drive from leaking back to the qubit and readout resonator.
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Figure 5.11. Room temperature qubit measurement equipment.

After amplification in the paramp, a niobium coax is used to route the signal up to the
HEMT (Low Noise Factory LNF-LNC4_8A), which features a noise temperature of about
2.6 K at our 5.8 GHz readout frequency. The paramp drive is provided by an injection line
which contains a typical assortment of attenuators.

5.4.3 Room temperature measurement setup

One of the challenges of qubit readouts is synchronizing many sophisticated electronic
instruments (Figure 5.11) together with nanosecond scale precision. The room temperature
measurement setups for each qubit readout style are shown in Figure 5.12 (SQUID resonator)
and Figure 5.13 (cQED). As the setups have many similarities, a thorough explanation of
the cQED setup will be sufficient to give context to the SQUID resonator setup, with a few
notes of clarification.

Qubit pulses are formed by the mixing a continuous wave (CW) microwave tone with an
envelope which defines the shape of the pulse. The envelope modulates the amplitude of the
carrier wave, which is resonant with the qubit transition frequency wgy;. The mixer which
multiplies these two signals must be carefully balanced using static offset voltages to prevent
leakage of the carrier tone through the mixer when the qubit excitation is off; otherwise
these stray signals can affect the coherence of the qubit. The qubit pulses are shaped with
Gaussian envelopes to provide the minimum amount of frequency dispersion for a given pulse
duration. The shortest qubit pulses had a width of about 4 ns, with a corresponding rise
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time of ~ 1 ns.

The readout pulse is similarly generated by mixing the CW readout frequency w, with
the readout pulse shape. The rise time of these pulses can be slower (~ 20 ns) than the qubit
pulses because the limited bandwidth of the readout cavity (~ 9 MHz) naturally imposes a
slower time constant for oscillations to build in the cavity. Before the CW tone is mixed,
it is split in half using a splitter; half the signal is sent to be used in processing the output
signal, and half is sent to the mixer where it is shaped. The amplitude of the readout pulse
after the output of the mixer is adjusted using a digital, computer-controlled attenuator.
Subsequently, the readout pulse is combined with the qubit pulses using a splitter connected
in a reverse orientation.

The paramp is pumped at the readout frequency using a separate microwave generator.
All the instrument time-bases are syncronized with a common 10 MHz frequency standard.
This is especially crucial to ensure that the readout pulse and paramp pump remain phase-
locked. Any relative drift between their phases will degrade the noise performance of the
paramp in phase-sensitive mode as illustrated by Figure 3.11.

The readout signal emerging from the fridge is amplified by two room temperature am-
plifiers to further boost the signal in preparation for subsequent processing. These amplifiers
do not degrade the overall SNR of the measurement because the signal and noise levels are
already much higher than the added noise of these amplifiers (T ~ 175 K). To detect the
amplitude and phase of the readout signal, the signal is demodulated with the readout car-
rier tone that was originally split from the microwave generator. This down-converts the
signal to zero frequency, producing the quadrature amplitudes I and Q of the readout sig-
nal with respect to the carrier. A phase shifter is added before the mixer, which outputs
the quadrature amplitudes, so that the output vector in the IQ plane can be arbitrarily
rotated. For any signal s between two readout pointer state vectors in the 1Q plane, the
signal can be rotated so that it is only contained in a single quadrature, an experimental and
post-processing convenience. The output signals from the I1Q channels are amplified using
low-noise op-amps and are then low-pass filtered below ~ 10 MHz. This cutoff is chosen to
roughly match the 9 MHz bandwidth of the readout resonator. Thus, higher frequency noise
is filtered without reducing the speed at which changes in the signal can be tracked. These
signals are then sent to a digitizer for data acquisition.

There are a few noteworthy differences in the room temperature measurement setup of
the SQUID resonator readout. Namely, the readout and qubit pulses are not combined,
but are separately injected into the refrigerator. The fast flux pulse is generated by a pulse
generator with a very fast (~ 1 ns) rise time. This is important to minimize qubit decoherence
during the shift, which occurs before the readout is energized. Also, at the output of the
demodulation mixer, the quadrature amplitudes are not filtered before they are sent into the
digitizer. The effective noise bandwidth can be decreased instead with software averaging.
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5.4.4 Data acquisition

The qubit pulse generator (Tektronix AWG520) is responsible for controlling the timing
of all the measurement equipment. It accomplishes this by sending out triggers to each
instrument. The instruments then respond to these triggers by starting their prescribed
sequence. The last object to be triggered is the digitizer, which is integrated into the ac-
quisition computer. Upon receipt of its trigger, the digitizer reads the input voltage at a
user-defined rate for a prescribed period of time corresponding to the duration of the readout
pulse. This rate was set to 108 samples per second in the circuit QED experiment, and 10°
in the SQUID resonator experiment. The difference in sampling rates was due to the shorter
coherence times and higher characteristics bandwidth of the the SQUID resonator readout.

The measurement acquisition software is written in LabView. This software is respon-
sible for programming the instruments as well as acquiring, processing, and saving the data.
The high digitizer sampling rates, coupled with studies involving a very large number of
qubit readouts, makes memory handling in LabView a challenge.
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Chapter 6

Qubit and amplifier characterization

6.1 Resonator characterization

The characteristics of a qubit readout resonator are initially probed using a vector network
analyzer (VNA). In its most basic configuration, this instrument outputs a microwave signal
from one port and detects the returning signal through another. The frequency and power
of the signal are both adjustable, and the ‘vector’ nature of the analyzer allows it to detect
both amplitude and phase.

The reflected phase response of the nonlinear SQUID resonator vs drive frequency and
applied flux in the SQUID loop is shown in Figure 6.1(a). The resonant frequency is identified
as the zero-crossing (yellow) of the reflected phase. As the applied flux is increased from zero,
the resonant frequency modulates with the expected flux periodicity of ®;. The maximum
frequency of the resonator is f,., = 1.49 GHz, with a quality factor ) = 10. This @) was
significantly lower than the design value of &~ 50. While the mechanism for this reduction
is unknown, we speculate that a parasitic capacitance, which effectively shunts the coupling
capacitor on the PCB, is involved.

Near &, = (m+1/2)®( (m an integer), where the frequency approaches a minimum due
to a maximum in the SQUID inductance, there is an abrupt, discontinuous increase in the
resonant, frequency. This behavior is expected for a SQUID with a non-negligible 37, which
in this device is approximately 0.35. As the flux is increased beyond ®(/2, the phase particle
in the SQUID potential is confined to a metastable well with a decreasing barrier height.
The particle eventually escapes from the well via thermal activation or quantum tunneling
[3], causing the SQUID to switch to a different flux state. The SQUID never enters the
voltage state, but simply makes a transition to a state of lower energy by changing the flux
in its loop by a single ®(. If the flux is swept in the reverse direction, the response is similar
but the flux jump occurs at a different flux, indicating hysteresis in the system.

The sensitivity of the resonator to the qubit flux states is proportional to df,/0®, where
fr is the resonant frequency of the SQUID resonator. To achieve a large readout signal
from the circulating current states, we flux bias the SQUID at &, = 0.43®, such that its
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Figure 6.1. Response of the SQUID resonator vs. flux and power. (a) Reflected phase of the SQUID
resonator vs frequency and flux. The resonant frequency modulates with applied flux, tuning with
a flux periodicity of ®/2. The discontinuities in flux near ®, = ®;/2 are due to transitions
between flux states in the SQUID. For qubit measurements, the SQUID is biased at &, = 0.43®
such that f, = 1.294 GHz, where the flux-to-frequency transfer function 9f,/0®, is large. (b)
Reflected phase of the SQUID resonator vs incident power and frequency at ®, = 0.43®y. With
increasing incident power, nonlinear effects are visible as the resonant frequency decreases and the
phase response sharpens.

frequency f, = 1.294 GHz, corresponding to a measured 0f,/0®P, ~ 1.05 GHz/®y. This
particular frequency was chosen to match the operating frequency of the MSA.

With the flux in the SQUID fixed, we now probe the phase response of the nonlinear
resonator vs drive power and frequency, as seen in Figure 6.1(b). The phase response remains
unchanged until a power of about -110 dBm?, after which the nonlinearity is manifest as the
resonant frequency decreases. The sharpening phase response is evident by the decreasing
width of the yellow zero-crossing region in phase. The resonator exceeds the critical point
and becomes bistable at about -103 dBm.

The characteristics of the linear resonator used in the cQED readout are much simpler.
The bare (unaffected by the qubit) resonant frequency is f, = 5.780 GHz with a quality
factor @) = 640. This corresponds to an oscillator decay rate of /27 = 9.0 MHz.

6.2 Flux qubit - resonator interaction

When the flux in the SQUID resonator is fixed while the qubit flux is changed, there
is only a very weak response in f, through most of a flux quantum in the qubit. Near
/2 in the qubit, however, the admixture of circulating current states in the qubit changes
rapidly, also changing the flux in the SQUID through the qubit-SQUID mutual inductance
Mgs. This region is known as the ‘qubit step’ [103]. Figure 6.2 shows the phase response
of a SQUID resonator (sample F121409) vs frequency and flux near the qubit step. Each

LA power Pipy, expressed in dBm is related to a power P in watts by Pipm = 101og,,(1000P).
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Figure 6.2. The qubit step. SQUID resonator reflected phase vs frequency and flux near the ‘qubit
step.” As the flux in the qubit is swept through &, = ®(/2, the magnetic flux coupled to the
SQUID from the qubit varies smoothly from —Mqgsl, to Mgsl,. This causes a small shift in the
resonant frequency of the SQUID resonator.

side of the step, before the phase response appreciably changes with flux, corresponds to a
qubit eigenstate which very closely resembles a circulating current state. The polarity of
these circulating current states differs across the step. Thus, measurements of the qubit step
provide the maximum measurable phase signal between the qubit (circulating) states. At
the optimal readout frequency, this signal is A¢eie = 19°.

The flux coupled from the qubit to the SQUID near the qubit step is expressed as [103]

) [f~(Terr) — f+(Ten)] (6.1)

€
ACDQS - MQSIq (E—
01

where
ot B01/2kp Tor

T.a) =

f+(Ter) 2 cosh(Eq; /2kpTeg)
are the occupations of the ground (-) and excited (+) states at an effective temperature Tyg.
Equation 6.1 can be simplified to

€ E
A(I)QS = MQSIq (E_Ol) tanh (2]{'3(;17&> . (63)

Both the tanh and €/FEy; terms range from -1 to 1 across the qubit step, so that the total
change in the SQUID flux through the step is 2Mgg/,. Even at Teg = 0, the step has a non-
zero width, which is caused by the non-zero energy splitting A,. As the effective temperature

(6.2)
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Figure 6.3. cQED resonator response vs. flux in qubit. (a) Reflected resonator phase vs frequency
and flux in a sample with A,;/h < f,.. Two avoided crossings between the resonator and qubit
resonances occur as the flux is tuned near ®, = ®y/2. The flux axis is unscaled because no flux
calibration was performed. (b) Reflected resonator phase vs frequency and flux in a sample with
Aq/h > fr. The resonant frequency is shifted by the flux-dependent amount x as the flux is tuned
near ¢, = (/2.

is increased, the width of the step is broadened in flux. This width is typically on the order
of 20 m®, in our devices. Once the qubit parameters A, and I, are determined (Section
6.3), the step can be fit to the form of Equation 6.3. We extract T, which is consistently
near ~ 130 mK in our SQUID resonator samples, as a parameter of the fit. The implications
of this high effective temperature will be discussed in Chapter 7.

The cQED readout resonator is sensitive to applied magnetic flux only through its inter-
action with the qubit. Near ®;/2 in the qubit, this interaction is detected by a shift in the
resonant frequency. For § > g, the resonator frequency shifts by x = ¢"2/d, where both ¢
and ¢ are functions of flux (Chapter 3). Figure 6.3 shows the phase response of two different
resonators vs frequency and flux in the qubit. The first sample [Figure 6.3(a)] shows the case
of A,/h < f,, where the qubit spectrum passes through f, twice. Mixed states between the
qubit and resonator form when § ~ ¢ [104]. This is manifest by an avoided crossing between
the qubit and resonator. When A,/h > f, [Figure 6.3(b)], the qubit ‘pushes’ the frequency
of the resonator lower, but there is no avoided crossing.

6.3 Qubit spectroscopy

The qubit transition frequency vs flux is directly obtained from spectroscopic measure-
ments. At a given flux in the qubit, the qubit excitation frequency is stepped while the
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Figure 6.4. Qubit spectroscopy in the SQUID resonator readout. The frequency spectrum of
the qubit vs flux is hyperbolic in shape. The color scale indicates the difference in the switching
probability of the JBA with the qubit excitation on and off. The flux-independent resonance at
9.35 GHz is likely a cavity mode of the sample box.

Table 6.1. Measured qubit and resonator parameters.

SQUID resonator (F063010c) cQED (F032812b)

Parameter Symbol Value Parameter Symbol Value
Frequency splitting ~ A,/h  8.507 GHz Frequency splitting A,/h  6.15 GHz
Circulating current 1, 193 nA  Circulating current 1, 204 nA
Readout frequency fr 1.294 GHz Readout frequency fr 5.780 GHz

Phase contrast Adeire 19° Coupling strength g/2m 105 MHz

response of the readout resonator is measured. A long ‘saturating’ qubit pulse produces an
incoherent mixture of the ground and excited states when resonant with w,. This signal from
the qubit is detected by a change in the reflected signal from the resonator when compared
to no qubit excitation. This process is repeated as the qubit flux is also stepped, creating a
map of the qubit response in frequency and flux space.

Figure 6.4 shows the measured spectroscopy of the SQUID resonator sample. The JBA
readout (Section 3.4), in which the switching probability of the nonlinear resonator between
the low and high amplitude states in the bistable regime is measured, was used to map
out this spectrum. The color scale shows the difference between the switching probability
with and without a qubit excitation. This is plotted vs excitation frequency and flux. The
spectrum shows the expected hyberbolic dependence, and is fitted to this functional form
(Equation 2.23) to extract the qubit parameters A, and I,, as shown in Table 6.1. The
spectral peaks used for this fit are first identified by fitting the JBA response vs frequency
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Figure 6.5. Readout-induced shift in the qubit flux. (a) An oscillating readout excitation in the
SQUID resonator vs time. (b) When the SQUID is flux biased away from m®, where m is an
integer, the symmetry of the SQUID is broken with respect to current excitations. An oscillating
flux is produced in the qubit which has a dominant frequency component at twice the excitation
frequency. The time-average of this flux is non-zero, causing an effective shift in the qubit flux
during readout. This effect allows for a magnetization signal during readout at the degeneracy
point.

at each flux value to a Lorentzian, the expected form of the resonant peak. We attribute the
large flux-independent resonance at ~ 9.35 GHz to a mode of the qubit sample box.

Because the circulating state mixture between the qubit ground and excited states is
equal at the degeneracy point, one might expect no spectroscopic signal at the degeneracy
point. Moreover, the switching probability difference should be positive on one side of
the degeneracy point and negative on the other. The switching probability in Figure 6.4,
however, is positive at the degeneracy point and throughout the entire visible part of the
spectrum. This discrepancy is due to an effective flux shift in the qubit due to oscillating
readout currents in the SQUID resonator. Figure 6.5(a) shows the amplitude of the readout
currents flowing through the SQUID vs time. When the SQUID is flux biased, its symmetry
is broken and resonator currents divide unequally down each of its two arms. It can be
shown that opposite polarity readout currents each divide such that the net flux coupled to
the SQUID is of the same single polarity. This is represented graphically in Figure 6.5(b).
The average flux shift in the qubit, represented by the straight dotted line, is nonzero, which
allows for a magnetization signal even when the qubit state is prepared at the degeneracy
point. The magnitude of the shift is dependent on the readout amplitude, and for high power
JBA pulses, large shifts are observed. Further implications of this shift will be discussed in
Chapter 7.

The qubit spectrum of the cQED flux qubit is shown in Figure 6.6. The resonator



CHAPTER 6. QUBIT AND AMPLIFIER CHARACTERIZATION 90

8.0 ;
X I| I _ /

<754 00 05 1.0 15 2.0

5 \ Phase (rad) /

3 7.0 '\ 7

o)

> ° #

o ) f

£ 6.5+ . .

6.0 I I I : :

0.496 0.498 0.5 0.502 0.504

Flux (®,/ ®,)

Figure 6.6. Qubit spectroscopy in the cQED readout. The signal in the readout resonator (color
scale) is the difference in the average reflected phase with the qubit excitation on and off. The
broadening of the spectral line near the degeneracy point is due to the strong qubit-resonator
interaction.

signal (color scale) is the average phase difference between measurements with and without
the qubit excitation as measured by the network analyzer. The spectral line is significantly
broadened near the degeneracy point where the detuning 0 is small. This is due to the strong
coupling between the resonator and qubit, which mixes these states and dissipates energy
from the qubit [105]. Once A, and I, have been determined from fits of the spectroscopy,

g"? = 0 is extracted. At the degeneracy point, ¢’ takes on its maximum value g.

6.4 Time domain characterization

With the spectrum determined, the qubit can be biased at a particular transition fre-
quency and characterized in the time domain. These measurements are more easily under-
stood after introducing the Bloch sphere, shown in Figure 6.7. Any arbitrary superposition
state of the qubit can be expressed by a vector which points from the center of the sphere
to its surface. The north-south character of the vector represents the relative contributions
of |0) and |1) to the superposition state. A pure ground (excited) state is represented by a
vector pointing to the south (north) pole of the sphere. The azimuthal or equatorial degree
of freedom represents the relative complex phase between |0) and |1). In a fashion similar to
other magnetic spin 1/2 systems, the state vector precesses in time about the north-south
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Figure 6.7. The Bloch sphere. (a) The north-south character of the arrow’s position on the Bloch
sphere represents the relative mixture of the ground and excited state in the qubit. The ground state
is expressed as an arrow pointing to the south pole. (b) The excited state is conversely represented
by an arrow pointing to the north pole. (¢) An arrow in the equatorial plane corresponds to an
equal mixture of the ground and excited states. The azimuthal degree of freedom (7) represents
the complex phase between |0) and |1).
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axis of the Bloch sphere at the Larmor frequency w,. The state can be written as
[¥) = al0) + be™|1), (6.4)

where a and b are real coefficients satisfying a® + b? = 1 and 7 is the azimuthal phase angle
on the Bloch sphere.

In contrast to the incoherent state mixture prepared during qubit spectroscopy, short
qubit pulses are used to create coherent superposition states. Resonant excitation at the
Larmor frequency causes the qubit state to rotate around the Bloch sphere in a vertically-
oriented plane. The state vector oscillates coherently between the ground and the excited
states at a rate proportional to the amplitude of the microwave excitation amplitude. These
oscillations are known as Rabi oscillations [106]. With the qubit in the ground state at ¢t = 0,
the idealized time-dependent coefficient [a(t)]? in the SQUID resonator readout architecture
can be expressed as [107]

t

Q% :| : 2 [ Q% + (Awq)Q , (65)

0 = e e [

where Q, = 2P, 1, sin(£)/h is the Rabi frequency and Aw, is the detuning of the microwave
driving frequency from the qubit resonance wy; ®osc is the amplitude of the oscillating mi-
crowave flux in the qubit. For Aw, = 0, it can be seen that €, oc ®os. This result was
experimentally verified in our qubits and is a characteristic of a quantum two-level system
that has no classical analog.
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Figure 6.8. Qubit time domain characterizations. (a) Pulse sequence for Rabi oscillations. (b) Pulse
sequence for determination of 77. (c) Pulse sequence to measure Ramsey fringes and 75 . (d) Rabi
oscillations. Varying the duration of the qubit manipulation pulse before readout causes the qubit
state to oscillate between |0) and |1) on the Bloch sphere. The decay of the oscillations is due to
relaxation and decoherence. The JBA readout, in which the switching probability of the resonator
from the low to high amplitude state is measured, was used to perform this characterization. (e)
Relaxation time 7. The average response of the resonator vs delay time 7 is a decaying exponential,
with time constant 77. (f) Ramsey fringes. A detuning Aw, between the qubit frequency w, and
the qubit drive produces decaying oscillations with an oscillation frequency Aw,. The envelope
decay constant 7% is the ensemble average decoherence time of the qubit.

Figure 6.8(a) shows the pulse sequence used to measure Rabi oscillations in the flux qubit.
The qubit is driven with a resonant pulse of variable length 7. The readout immediately
follows, and the average resonator response of many readouts is plotted vs 7 as in Figure
6.8(d). The curve exhibits the expected sinusoidal form, but is exponentially damped and
decays to an incoherent mixture of the ground and excited states. The form of the decaying
Rabi oscillations can be fit to [103]

Prapi = Ae™ ™/ Travigin(Q,4) 4+ B (6.6)

to extract the Rabi frequency and the decay time Tgra.y; of the Rabi envelope; A is the
maximum amplitude of the oscillations and B is the saturation level of the signal for long 7.
Rabi oscillation measurements are useful from a practical point of view as a calibration of
the duration and power of a pulse required to rotate the state vector through a given angle
on the Bloch sphere. A 180° rotation, which prepares the excited state from the ground
state, is known as a ‘7 pulse’. A ‘mw/2 pulse’ results in a 90° rotation, and can be used to tip
the state vector from the ground state up into the equatorial plane.
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Table 6.2. Characteristic times in the qubit. The characteristic times are shown at the specified
qubit frequency. The times for the qubit in the SQUID resonator readout are quoted at the
degeneracy point, while the cQED times are given for a bias away from the degeneracy point.
Because the Rabi decay times are dependent on the qubit drive amplitude, only an approximate
time is quoted.

SQUID resonator (F063010c) cQED (F032812b)
Parameter Symbol Value Parameter Symbol  Value
Qubit frequency — w,/2m  8.507 GHz  Qubit frequency  w,/2r  7.80 GHz
Relaxation time T 320 ns Relaxation time Ty 1.8 us
Decoherence time T 250 ns Decoherence time T 55 ns

Rabi decay time TRabi ~ 280 ns  Rabi decay time TRabi ~ 1 pus

The Rabi decay rate I'rap; = 1/TRabi iS a combination of other characteristic decay rates

in the system. With the system on resonance with Aw, = 0, I'gap; can be expressed as [108]
Fiab = z“ + %ry, (6.7)

where I'; is the longitudinal decay rate (energy relaxation) and I'y = 7S5, (€2) is the spectral
density of qubit frequency (w,) fluctuations at the Rabi frequency (€2,). Thus, the decay
in the Rabi envelope is sensitive to noise at both w, and €2,. If the oscillations are driven
off-resonance, the contributions of I', and I'y to the overall decay rate ['r.y; decrease. A
new dephasing rate term I'y, = 1/7,, however, appears in the expression for I'gay. This
rate defines a time constant for randomization of the phase n as seen in Equation 6.4. The
characteristic decay times for the qubits discussed in this thesis are tabulated in Table 6.2.
With a 7 pulse calibrated from Rabi oscillations, we can prepare the qubit in the excited
state and measure its relaxation time 77. The qubit is excited with a 7 pulse and the
readout is performed after a variable delay 7 as shown in Figure 6.8(b). During this window
7, the qubit can decay stochastically to the ground state with a probability set by I';. The
measurement process is repeated many times to build up an average readout response vs 7
as shown in Figure 6.8(e). We extract T} by fitting this response to the decaying exponential

Pr, = Ae”7/M 4 B, (6.8)

where A and B are also parameters of the fit.
The decoherence time T5 of the qubit in a single measurement is defined through the

Bloch-Redfield equation [109]
1 n 1 (6.9)
T2 N 2T1 T¢’ ’
where 74, otherwise known as the the ‘pure dephasing’ time, is a measure of the phase
randomization on the time scale of a single qubit manipulation and readout. Noise at much
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lower frequencies (i.e. 1/f noise) can also be significant and of much higher spectral power
[110, 111]. The effects of this noise are not manifest within a single measurement, but
instead cause the qubit frequency to slowly drift between multiple measurements. This
dephasing is analogous to ‘inhomogeneous broadening’ in the vernacular of NMR systems,
and is an ensemble rather than single measurement phenomenon. The decoherence time
with this ensemble dephasing included is defined as 77;. This time constant is probed using
the Ramsey pulse sequence [112] shown in Figure 6.8(c). Two 7/2 pulses, separated by a
variable delay 7, are applied to the qubit immediately before readout. The first 7/2 pulse
tips the state vector up into the equatorial plane, where the phase evolves at w, for time 7. In
the absence of fluctuations in w,, the second /2 pulse rotates the qubit up into the excited
state. Any noise in the precession frequency, however, causes the phase of the precession to
become randomized with respect to the qubit drive phase. Thus, the direction of the state
vector rotation by the second /2 pulse becomes randomized. The qubit signal vs 7 decays
exponentially with a characteristic time 75 to an incoherent mixture of |0) and |1).

Ramsey fringes, as seen in Figure 6.8(f) from the averaged signal of many qubit readouts,
are formed when the qubit drive is detuned from w,. Viewed in a frame rotating at w,, the
qubit state vector precesses at the detuning frequency Aw, during the window 7. Neglecting
noise, the readout signal following the second 7/2 pulse then oscillates between |0) and |1).
The effects of dephasing again damp these oscillations with the same characteristic time 75,
re-producing the functional form of Equation 6.6. Performing a Ramsey sequence with the
the drive detuned is useful for ensuring that the /2 pulse is properly calibrated?. Moreover,
Ramsey fringes allow for a very precise determination of w, at a particular flux bias. The
oscillation frequency of the fringes is equal to Aw,, thus providing a reference for determining
how far the drive frequency is detuned from the true qubit resonance.

6.5 Amplifier performance

6.5.1 System noise measurements

Accurately measuring the system noise of a low-noise cryogenic amplification chain is
challenging and requires precise frequency-dependent calibrations. As referred to in Section
5.4.2, we use the ‘hot/cold’ load method to determine the system noise temperature initially
with the superconducting amplifier switched out of the circuit. We first identify the reference
point to which the system noise will be referred. This point is immediately after the solid-
state Hittite switch (Section 5.4.2), which toggles between two calibrated noise sources. For
system noise determination, this point is approximately equivalent to the output of the
readout resonator.

2The signal in a Ramsey measurement for 7 > T3 should saturate to an incoherent excited /ground state
mixture. If it does not, this is likely a symptom of an improperly calibrated 7/2 pulse. Adding an oscillating
component to the decaying signal allows one to see the full range (excited to ground state) of the signal to
verify that it saturates to the correct level.
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The hot load is provided by a 50-() termination anchored on the 4 K stage of the fridge.
In reality, the temperature of this stage at times exceeded 6 K before a full replacement of
the pulse tube cooler midway through this work. The 50-€2 load generates Nyquist noise at
Ty, which travels with minimal attenuation down the niobium coaxial line to the switch.
The switch has a frequency-dependent attenuation Ag, which reduces the noise to Ty /Ag.
Another 50-(2 load is similarly anchored to the mixing chamber, and generates noise T¢.
Because hw > kgT' at the mixing chamber for our readout frequencies, T¢ is in the quantum

regime and is given by [67]
hew I
Te = — coth | ———— 6.10
©7 2y (QkBTphys) ’ (6.10)

where Tppys is the physical temperature of the mixing chamber. The coth term tends to unity
as Tpnys — 0, leaving only the equivalent of a half-photon of energy. The attenuation in the
switch does not alter T¢ because it is already set by the zero-point quantum fluctuations.

Everything following the reference point in the output amplification chain can be treated
as a single amplifier with gain Gg and noise temperature Ty,. We can write equations for
the total output noise of the chain for each noise source as

T

Py = kpGy (—H + Tsys) : (6.11)
As

Po = kpGs(Te + Tyys), (6.12)

where Py and Py are the total output noise powers per unit bandwidth. Here we have
neglected the noise added by the attenuation Ag, which is a small correction when Ty /Ag >
hw/2kp. Dividing Equation 6.11 by Equation 6.12 gives

o TH/AS + Tsys

) 6.13
TC + T'sys ( )

where the ‘Y-factor’ is defined as Y = Py /Po. Solving Equation 6.13 for Ty, we arrive at

ys)

TH/AS—YTC
Tys = =

(6.14)

This expression is notably independent of GGg, which is eliminated by this two-temperature
point technique. The absolute output noise levels are also replaced by their ratio.

To measure Y, we rapidly switch back and forth between the hot and cold loads, measur-
ing the power from the resonator output chain using a spectrum analyzer. The ‘chopping’
between the hot and cold loads allows the power ratio to be measured on a time scale much
shorter than the low frequency gain drifts observed in our amplifiers. Along with the mea-
sured values of Ag and the temperatures of the dilution refrigerator stages, we can compute
T4ys for both the SQUID resonator and cQED readout chains as seen in Table 6.3. The
difference in the two system noise temperatures is mostly due to the difference in the HEMT
noise temperatures at each operating point. These measured noise temperatures are quoted
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Table 6.3. Amplification chain noise temperatures.

Readout architecture Readout frequency (w,/27) Noise temperature
SQUID resonator 1.294 GHz 18 K
Circuit QED 5.780 GHz 7K

with the superconducting amplifiers switched out of their respective readout chains. This is
necessary because the noise power from the hot load can saturate the amplifiers, reducing
their gain and noise performance. The performance of each amplifier and their effects on the
system noise performance will now be discussed.

6.5.2 MSA

The best MSA operating point is determined by performing a two-dimensional sweep
through flux and current bias space. At each bias, we measure the total system gain with the
network analyzer. This gain is referred to a baseline trace taken with the MSA switched out of
the readout circuit. The total output noise, also normalized to the background noise without
the MSA operating, is measured with the spectrum analyzer. With the MSA switched in
and operating, the increase in the signal (gain) divided by the increase in the noise gives the
net increase in the system SNR. The automated scan of current and flux bias is performed
to find the point of maximum SNR increase. This occurs at the peak of the MSA resonance,
which also moves somewhat in frequency as a function of the current and flux bias. Once
the automated scan is complete, we replace the active Keithley 2400 current sources with
manually-controlled, battery-powered supplies. Figure 6.9 shows the gain, increase in output
noise, and SNR increase in the system at the optimum bias parameters. On resonance at
fr = 1.294 GHz, the MSA achieves 27 dB gain with a full-width half-maximum of about
10 MHz. The increase in the system noise is 17 dB, producing a total SNR increase of 10
dB. To a very good approximation, the overall system noise temperature is reduced by this
factor, taking it from 18 K down to about 1.8 K. This approximation is valid in the limit of
GusaTvisa > Tiys, where Gysa is the MSA gain, Tyga is the MSA noise temperature, and
Tyys is the system noise temperature without the MSA. Without making any approximations,
we calculate the noise temperature of the MSA itself to be Tysa = 1.7 K. Even though this
is significantly higher than the quantum limit, it still produces a dramatic increase in the
system SNR. It is also worth nothing that the 10-MHz MSA bandwidth is much lower than
the 140-MHz bandwidth of the SQUID resonator, and thus sets the speed of the qubit
readout.

Because the SQUID flux-to-voltage transfer function is sinusoidal, and only approxi-
mately linear for a narrow range of input flux near ®, = ®4/4, its dynamic range is in-
trinsically limited. In Figure 6.10 we plot the gain of the MSA near its optimum operating
point as a function of the input power in dBm. There is little response vs power until about
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Figure 6.9. MSA performance. The transmission data are normalized to a configuration with the
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Figure 6.10. MSA dynamic range. The gain of the MSA at its optimum bias decreases once the
input power level exceeds a certain threshold. The gain is reduced by 1 dB at an input power of
-125 dBm, and continues to decrease with increasing input power.
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-125 dBm, where the gain peak is compressed by 1 dB. This corresponds to a mean cavity
photon occupation 7 of about 0.6 in the SQUID resonator. The MSA compresses further
with increasing power. Although this saturation reduces the SNR increase of the system,
the amplifier still provides a net increase in the system SNR.

The 1-dB compression point at the optimal operating point is lower in power than that
measured in previous devices. We attribute this to the abnormally high quality factor (@ ~
140) of this particular MSA at its optimal bias. Low input powers correspond to large
currents in the resonator for such high quality factors, generating sufficient flux amplitude
in the SQUID to exceed the linear portion of the flux-to-voltage transfer function. This high
@ is also sometimes symptomatic of self-oscillations and unstable feedback in the amplifier,
which we observed in multiple samples. Very high gain with high Q is accompanied by a
large increase in excess noise generated by the amplifier. This effect is strongly dependent on
the amplifier bias. The considerations for stability in the MSA are discussed more rigorously
in Reference [77]. Automated scans of the amplifier performance vs flux and current biases
assist in identifying optimal biases while avoiding unstable regions.

Even with multiple layers of magnetic shielding, we still observed slow drifts in the MSA
gain caused by slow drifts in the magnetic flux threading the SQUID. This presents a problem
for measurements which rely on stable system characteristics over the entire duration of the
measurement. We addressed this issue by implementing a feedback scheme which periodically
checked and corrected for any small changes in the amplifier flux bias. With the qubit
measurement temporarily interrupted, the system gain vs frequency is obtained with the
network analyzer. The resonant Lorentzian gain trace is compared against a similar reference
trace which is first acquired at the optimal bias before initiating qubit measurements. The
discrepancy is determined by calculating the mean square error between measurements of
the gain vs frequency. We then iteratively adjust the flux bias until the mean square error
is below a user-defined threshold.

6.5.3 Paramp

The flux bias and pump power of the paramp are manually tuned using the network
analyzer. The frequency of the pump is identical to the readout frequency f, = 5.78 GHz
so that the amplifier is operated in phase-sensitive mode. The resulting amplifier gain vs
frequency is shown in Figure 6.11. Though the paramp is capable of higher gain by adjusting
the bias parameters, we typically operate it with a gain G, = 20 dB. This provides sufficient
gain to dominate the noise of the following amplifier (Low Noise Factory HEMT), while also
preserving as much bandwidth as possible. The full-width at half-maximum of the paramp
gain peak is 14 MHz. Because the amplifier is operated in phase-sensitive mode, however, the
full 14 MHz is not available for tracking changes in the input signal. The degeneracy between
the pump and the input signal effectively reduces the usable bandwidth of the amplifier to
the 7 MHz half-width at half-maximum.

The system noise with the paramp included in the measurement was not explicitly mea-
sured in this work. The amplifier had been used in a previous experiment and the noise was
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Figure 6.11. Paramp gain. The paramp was operated in phase-sensitive mode with 20 dB of power
gain and 7 MHz (half-width at half-maximum) of usable bandwidth at the readout frequency of
5.780 GHz. The spike at the top of the resonant peak is an artefact of the strong pump tone applied
to the amplifier.

fully characterized in Reference [79]. The total system noise with the paramp operating in
phase-preserving mode was shown to be within a factor of two of the quantum limit.
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Chapter 7

Fidelity and backaction measurements

Coherent manipulation of a qubit with a long coherence time is a necessary but not
sufficient requirement for practical quantum computation. The quantum information from
the qubit must be mapped using a high fidelity readout onto a detector at room temperature.
Even if the detector is quasi-continuous, a criterion for distinguishing the ground state from
the excited state must be developed. This is accomplished by defining a threshold in the
detector in which every readout value on one side of the threshold is a ground state while
values on the other side correspond to the excited state. Ideally, the qubit state |0) perfectly
maps to the ground state side and |1) to the excited state side.

Errors in the qubit-to-readout mapping originate from two sources. The first source is due
to the projective nature of the readout. To understand these errors, we first identify readout
pointer states as the discrete states in the readout element which directly correspond to the
projected states of the qubit. In the case of the SQUID resonator readout, which is sensitive
to the magnetization states of the qubit, these are @ and 6 The tilde differentiates these
resonator states from the quantum states of the qubit. A higher degree of circulating state
mixing in the qubit eigenstates (see Section 2.5) leads to increasing readout errors because
each of the qubit eigenstates corresponds to a mixture of both @ and 6 The readout
pointer states in the cQED architecture, which measures along the same axis as the qubit
cigenstates, are 0 and 1. This eliminates projection errors, as |0) maps perfectly to 0 and
1) to 1 [113].

The second error in the qubit-to-readout mapping is due to the finite SNR of the readout.
Even if the qubit states map perfectly to the distinct readout pointer states, noise can cause
measurements of a single readout pointer state to lie on both sides of the discrimination
line. In this case, the distributions formed by many individual readouts overlap (Figure 3.4),
implying ambiguity in the measurement result.

The overall measurement fidelity F', which ranges from zero to one, describes how well
the qubit can be prepared in the ground or excited state and then measured to be in that
state. It is defined as

F:]_—PD|1—P1|Q, (71)

where Py (Py)o) is the fraction of erroneous ground (excited) states on the excited (ground)
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state side of the detector discrimination threshold. In addition to the aforementioned readout
imperfections, any non-idealities in the qubit itself (finite coherence time, state preparation
errors, etc.) also degrade F.

As seen in Equation 7.1, a fidelity below unity implies the existence of errors in a digital
system. These errors are present in classical, commercial computing platforms but are cor-
rected for by a process known as error correction. The analogous procedure in a system of
qubits is referred to as quantum error correction [6, 114, 115]. Limitations in qubit coupling
schemes, coherence times, and measurement fidelity have until recently restricted quantum
error correction to a purely theoretical realm. The predicted fidelity threshold required to
enable robust, practically useful quantum error correction is not currently well-defined in
the community, but is generally accepted to be above 99% [116, 117, 118].

Measurement fidelities exceeding 90% have been demonstrated in superconducting qubits,
but the simultaneous realization of a fast, high-fidelity, QND readout has thus far been diffi-
cult, with many schemes exhibiting either intrinsic projection errors [119], long measurement
times [84, 85], or demolition of the quantum state [33]. Traditionally, insufficient measure-
ment sensitivity has limited the fidelity with which the readout pointer states can be resolved.
Increasing measurement strength improves one’s ability to distinguish the readout pointer
states, but takes the measurement further from the ideal QND readout by introducing ad-
ditional readout backaction. In this chapter, we study the impact of near-quantum-limited
amplifiers on a dispersive qubit measurement. Specifically, we use the amplifiers as a tool
to optimize the readout and exploit the high SNR to enable new techniques such as active
qubit state initialization. The remainder of the chapter will be divided into two sections,
one dedicated to each of the SQUID resonator and cQED experiments.

7.1 SQUID resonator

This section is based on our manuscript “Dispersive readout of a flux qubit at the single
photon level,” which is cited as Reference [120].

7.1.1 Pulse sequence

The measurements presented in this section were performed using the pulse sequence
shown in Figure 7.1. A 20-ns 7 pulse was first calibrated using Rabi oscillations at the
degeneracy point. This allows for state manipulation at the bias where the fidelity of the
7 pulse and the qubit frequency are minimally sensitive to ambient fluctuations. The fast
flux shift immediately follows the control pulse, shifting the qubit bias and increasing the
magnetization signal between the qubit eigenstates. After the qubit flux has been shifted,
the readout resonator is energized for 500 ns and the reflected signal is acquired at room
temperature in 10-ns increments.

Ideally, the magnitude of the fast flux shift is sufficient to produce eigenstates which are
nearly pure circulating current states. In practice, however, the shift magnitude is limited
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Figure 7.1. Pulse sequence for SQUID resonator fidelity measurements.

by nonidealities in the qubit. First, the relaxation time of our flux qubits is quite sensitive
to the operating frequency w,. A long T} at w, is desired so that, following the flux shift, the
readout signal can be averaged for a long time before the excited state decays. Additionally,
the fast flux shift sweeps the qubit through two-level defect states [121] and parasitic modes
in the surrounding electromagnetic environment. Evidence of these imperfections can be
seen in the qubit spectroscopy of Figure 6.4. The strong flux-independent resonance at ~
9.35 GHz is particularly notable. As the qubit frequency is swept through these features,
interactions occur and energy from the qubit can be transferred to the environment, leading
to a loss of excited state population. The more defect states the qubit is swept through, the
higher the probability that a decay event occurs.

Maximizing the measured fidelity involves finding an optimal shift magnitude which
balances the increasing magnetization signal with the population loss during the fast flux
shift. We perform this optimization empirically by measuring I’ as a function of the shift
amplitude. The shift amplitude corresponding to the maximum fidelity in this experiment
was approximately 4 m®, in the qubit. This flux represents a qubit bias in which the
eigenstates are still non-negligible superpositions of circulating current states (approximately
3:1 ratio). This severely limits the maximum possible measurement fidelity, but increasing
the flux shift leads to excessive excited state population loss. Engineering for a qubit with
less defect states would allow for a large shift magnitude and higher possible fidelities. The
SiN, dielectric which lies underneath the qubit and resonator is a likely source of spurious
resonances.

7.1.2 Signal processing

We begin characterizing the readout by analyzing the average response of the readout
resonator for many ground and excited state preparations. Each 10-ns acquisition of the
raw 1Q signal over the 500-ns readout duration is converted in software to an amplitude and
phase. The readout power is expressed in terms of the average photon occupation n in the
resonator. This calibration is thoroughly detailed in Reference [79], and involves measuring
the incident power at the resonator and the quality factor (@ = 10) of the readout resonator.
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Figure 7.2. T} decay during measurement. The average phase difference between ground and
excited state readouts decays exponentially to zero during the readout. This is shown for 7 ~ 3 in
the resonator. Fitting the decaying response gives the maximum possible phase difference at the
start of readout (¢ = 0) and the T} decay time constant.

In Figure 7.2, we plot the average phase difference between many ground and excited state
readouts with n = 3. The time axis represents the duration into the 500-ns readout of each
10-ns acquisition point. Thus, the plot shows how the average phase difference exponentially
decays during the readout. This is notably different than the T} measurements of Chapter 6,
which characterize the decay of the qubit in the absence of photons in the readout resonator.
The effect of these readout photons on the qubit relaxation rate will be discussed later in
this section.

The phase signal in Figure 7.2 decays exponentially over most of the readout time with
the exception of the first ~ 50 ns. This part of the curve is an artefact of the rise time of
the MSA, which sets the limit on how fast the system can track changes in the amplitude
and phase of the signal. If we ignore the part of the curve where the readout signal is rising
in the MSA and fit the remaining curve from ¢t = 60 ns to 500 ns, we obtain the exponential
time constant ‘T} during readout’ and the maximum initial phase difference at ¢ = 0. The
latter piece of information will later be useful in cataloging the sources of fidelity loss in the
system.

With a sense for the average readout signal, we can develop a protocol for maximizing
F. At the beginning of the chapter, we defined F' in terms of a qubit-state-dependent
resonator signal, but did not elaborate on how to determine this signal. The simplest method
is to make distributions (many ground and excited state readouts) of single-point 10-ns
digitizations at many time points (Figure 7.2) during the readout. The discrimination line
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which maximizes F' according to Equation 7.1 is then empirically determined for each time
point. The maximum fidelity time point occurs near the beginning of readout, immediately
after the rise time of the measurement but before additional excited state relaxation events.

Calculating the fidelity from only a single 10-ns digitization requires minimal post-
processing of the data, but does not optimally utilize the entire 500-ns readout during which
additional information about the qubit state can be obtained. Multiple 10-ns digitizations
during a single readout can be averaged together, reducing the effective measurement band-
width and the effects of noise in the measurement chain. The effectiveness of this averaging
is limited by the finite lifetime of the excited state signal before it stochastically decays to
the ground state. Averaging is beneficial for unambiguously distinguishing an excited state
readout until the qubit decays, after which an erroneous ground state component is also
averaged into the total record. Determining the optimal duration of the signal in order to
average the data for maximum fidelity is a non-trivial function of 77 and the measurement
SNR [122], and was thus empirically determined in this work.

The fidelity can be further increased by applying a non-uniform weighting function to dif-
ferent portions of the readout signal during the averaging process. Points near the beginning
of a single readout—Dbefore any relaxation events—are statistically more likely to contain
information about the initial state of the qubit than points later in the readout. Various
weight schemes, known as filter functions, have been proposed in the literature [122]. We
chose to employ the relatively simple ‘exponential filter’, in which each individual readout
is averaged using a decaying exponential weighting function. The exponential time constant
of this filter was chosen to match 77 during readout for each readout power. This filter time
constant is not necessarily the optimal, but it is an intuitive place to start.

7.1.3 Readout improvement with MSA

To quantify the effect of the MSA on our flux qubit readout, we measure the fidelity F' as
a function of readout power with the MSA both switched into and out of the measurement
chain. The two measurement schemes are identical (except for the presence of the MSA),
including the measurement post-processing with the same exponential filter. We focus our
measurements on very low power readout, where the overall fidelity F' is also low. The
system is capable of achieving higher fidelity (F = 66% with JBA readout), but we choose
to study the linear regime in the resonator where the effect of the amplifier on the readout
is most striking and the measurement backaction is minimal.

The overall measurement fidelity is low mostly on account of nonidealities in the qubit.
From Figure 7.2, we determine the fidelity loss due to the insufficient magnitude of the fast
flux shift and population loss during the shift. Immediately after the rise of the fast flux
pulse as the readout is turning on (¢t = 0), the average phase difference between ground and
excited state readouts reveals the maximum measurable phase contrast. This extrapolated
phase difference is ¢g = 8.5°, as seen in Figure 7.2. From Section 6.2, we determined the
maximum phase contrast between the circulating states to be ¢pax = 19°. It can be shown
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Table 7.1. Fidelity loss in SQUID resonator/MSA readout at n = 1.5. The measured fidelity is
27.7%. The right column accounts for the cumulative fidelity loss at and above a given row.

Source of loss Fidelity loss Maximum measurable fidelity
Flux shift & decay during shift 55% 45%
T, decay 15% 38%
SNR 28 % 27.7%

that the maximum possible fidelity Fj is given by the simple ratio

_ %
¢max ’

which for our values is Fy = 45%. We note that in principle ¢, is a function of readout
amplitude due to the readout-induced shift in the qubit flux. For very low power readout,
however, these shifts produce negligible changes in ¢y. In addition to being experimentally
observed, this was verified numerically using a full numerical model of the SQUID resonator
- qubit system. The readout-induced shift only becomes significant at readout powers where
the nonlinearity in the resonator is manifested strongly.

We tabulate the fidelity loss due to the fast flux shift and the other dominant sources
of loss in Table 7.1 with n = 1.5. The limited bandwidth of the MSA leads to a 50-ns
delay—during which 7T} decay events occur—between the start of readout and the time at
which the average signal between the ground- and excited-state readouts peaks (Figure 7.2).
This loss is included in Table 7.1 as ‘T7 decay,” and is equal to exp(—t,/T1), where t, is
the time between the start of readout and the maximum observed signal between the qubit
states.

After accounting for the circulating current admixture, population loss during the fast
flux shift, and T) decay, the remaining fidelity loss is attributed to the finite system SNR.
This further reduces the fidelity to the measured value F' = 27.7% at n = 1.5. Unlike the
other terms, this source of fidelity loss is directly impacted by the presence of the MSA. To
isolate the performance of the readout, thus providing a metric for quantifying the effects
of the MSA, we define the visibility V' as the fidelity F' normalized to the maximum fidelity
determined by all sources of fidelity loss except finite SNR, as shown in Table 7.1. Thus, the
visibility is not a direct function of the qubit operating point.

The visibility as a function of n with the MSA switched in and switched out of the
circuit is shown in Figure 7.3. This quantity is determined from the measurement histograms
obtained from 10° ground- and excited-state preparations. For low-amplitude excitation, as
expected, the visibility is very low, and the qubit states are virtually indistinguishable. As
the number of photons is increased, the SNR and thus the visibility increase. The MSA
provides a substantial increase in the visibility at all readout powers. At 1.5 photons, the
visibility with the MSA reaches 72.3 +2.1% (27.7 + 0.7% fidelity), a factor of ~ 4.5 greater

Fy

(7.2)
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Figure 7.3. Visibility vs readout photons in the SQUID resonator/MSA readout. The visibility is
the measured fidelity normalized to a maximum which accounts for nonidealities in the qubit, thus
isolating the performance of the readout. The visibility peaks at 72.3% with the MSA amplifying
the readout signal. This represents a ~ 4.5 fold increase in the visibility when compared to a
readout without the MSA.

than without the MSA. Thus, a low power measurement which provides little information
about the qubit state can be improved with the MSA so that the majority of the qubit
signal is recovered. At higher photon numbers, the visibility decreases as the nonlinearity in
the SQUID resonator causes the resonance to shift to lower frequencies, reducing the phase
contrast between the circulating current states. Overall, the measured visibility is restricted
by the relatively small ¢y = 19° phase shift between the two circulating states, a consequence
of the low quality factor of the SQUID resonator.

We independently confirm that the measured visibility and corresponding fidelity loss
due to the SNR at n = 1.5 are consistent with the measured system noise, bandwidth, and
resonator phase difference ¢ between ¢) and . We first determine the system SNR from
these quantities. The signal is defined as

Sy = /Zo P sin (%) | (7.3)

where Zy = 50 €2 and P, is the power reflected from the SQUID resonator. The signal Sy is
in the form of a voltage, and is referred to a position in the measurement chain immediately
following the SQUID resonator. The sine term accounts for the phase shift between the
circulating current states, as seen from Equation 3.16. We define the measurement noise Ny,

as
Ny = \/kpTysZoB, (7.4)
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Figure 7.4. Calculated measurement distributions. (a) Calculated distributions without filtering
and integration. The signal is a single 10-ns acquisition from the readout record. The distributions
are broad and show significant overlap. (b) Calculated distributions with filtering and integration.
The readout signal is integrated after being weighted with a decaying exponential filter. The readout
pointer state peaks narrow, but decay events are also averaged into the excited state distribution.
The optimal filtering and integration scheme balances these two effects.

where Ty is the system noise temperature and B is the measurement bandwidth. This
bandwidth is approximately that of the MSA because TyisaGumsa > Taemr. In a more
rigorous treatment, the power spectral density of the noise after the MSA would be integrated
over frequency to give the total Ny. Equations 7.3 and 7.4 are combined to produce the

measurement SNR
SV Pout . ¢0
[ __“out = 7.5
Ny N\ kaToeB ™ ( 2 ) (75)

which is about 0.6 at » = 1.5 when also taking into account compression of the MSA peak
due to its limited dynamic range.

In our visibility calculation, we simulate the response of 10° ground- and excited-state
readouts using this measured SNR. Individual measurement records are created for both an
excited-state and a ground-state readout. The average of these readout traces is separated
by 2Sy, while random Gaussian noise of standard deviation Ny is added to each readout.
Each excited state in the simulation randomly decays to the ground state on a time scale
consistent with the measured 7. Each of 10° ground- and excited-state simulated readouts
is integrated using the same exponential filter which is applied to the measured data. Mea-
surement histograms are created from the aggregate of all the simulated readouts, and the
visibility is calculated using Equation 7.1 and the optimum discrimination line between the
two histograms. This simulation predicts a visibility of 76% at n = 1.5, in very reasonable
agreement with the measured value of 72.3%.

Figure 7.4 shows an example of calculated measurement distributions for 10° ground- and
excited-state preparations. A single 10-ns acquisition [Figure 7.4(a)] produces distributions
which are symmetric and broad. The overlap between the two distributions is decreased,
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Figure 7.5. T during readout vs readout photons. The relaxation time 77 during measurement is a
function of the readout strength n. Below n = 0.1, T saturates to 320 ns, the value measured in the
absence of readout photons. As 7 is increased, T decreases due to increasing readout backaction.

thus increasing the visibility, by means of filtering and integration [Figure 7.4(b)]. The
ground-state peak sharpens with higher amplitude, while the excited state peak also narrows
but retains a broader non-Gaussian shape. This is due to the integration process, which
averages together ground- and excited-state readout signals when the qubit decays during
the measurement record. The optimal integration balances the narrowing of the readout
pointer state peaks with minimal ground-state mixing into the excited-state distribution
due to 17 decay.

We also study the effect of measurement strength on the qubit-state evolution by mea-
suring the relaxation time 77 during continuous readout monitoring (Figure 7.2) versus 7,
as seen in Figure 7.5. For 0.008 < n < 0.1 during readout, T approaches 320 ns, the value
measured by applying a 7 pulse and allowing a variable delay time to elapse before readout
(free decay). As the cavity occupation increases, T} decreases. We speculate that this reduc-
tion in 77 with increasing readout power arises from sweeping the qubit through increasing
numbers of environmental decay modes. As the readout power is increased above n = 4
(not shown), 77 during readout plateaus as the frequency of the nonlinear SQUID resonator
decreases while its response sharpens. Consequently, the fraction of incident power entering
the resonator decreases, and our photon number calibration fails as 7 no longer increases
linearly with incident power. If the frequency of the readout is adjusted to match the de-
creasing readout frequency, 77 during readout continues to decrease due to an increasing
number of photons occupying the resonator.
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Figure 7.6. Quantum jumps. Three individual qubit readouts (7 = 14.6) starting at ¢ = 0: excited
state (solid red line), ground state (long blue dashes), abrupt quantum jump from the excited to
ground state (short green dashes). The measurement SNR and speed are sufficiently high to observe
individual transitions between the qubit states in real-time. The readout is turned off in the gray
region before t = 0.

7.2 Circuit QED

This section is based on our manuscript “Heralded state preparation in a superconducting
qubit,” which is cited as Reference [123].

7.2.1 Quantum jumps

We perform an initial analysis of our cQED readout performance using a pulse sequence
similar to that of Figure 7.1. There is no need for a fast flux shift because the measurement
basis coincides with the qubit eigenstate basis. With the qubit biased at 7.80 GHz, where
Ty, = 1.8 ps, we first apply a control pulse and subsequently digitize the readout signal in
10-ns increments. With the dispersive shift Y = ¢/ known from previous calibrations
(Chapter 6), we use the AC Stark shift in the qubit to precisely calibrate the number of
photons in the readout resonator. This is performed by fitting a curve of the measured qubit
frequency w, vs readout power to the functional form of Equation 3.8.

At a power n = 14.6, we show in Figure 7.6 an example of the digitized readout signal vs
elapsed time for three individual readout traces. After the readout turns on at time ¢t = 0, the
signal quickly settles to one of two distinct levels, which correspond to the readout pointer
states 0 and 1. The system SNR with the paramp operating is sufficiently high that the
readout pointer states appear to be completely separated. The degree to which these states
can be unambiguously identified will be addressed later in this section. The qubit is initially
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Figure 7.7. Histogram of quantum jumps from excited to ground state. The histogrammed decay
events form an exponential curve which quantitatively agrees with the measured 77 obtained from
an averaged, ensemble measurement. The exponential time constant obtained from a fit to the
distribution of decay times is plotted with the red curve.

in the excited state for the red and green readouts, while the blue trace shows a ground
state readout. At approximately ¢ = 0.3 us, the green curve abruptly makes a transition
between the two readout pointer states, corresponding to the qubit decaying from the excited
to the ground state. In all previous flux qubit readouts, measurement noise obscured the
ability to resolve these transitions, which are known as ‘quantum jumps’ [78], in a single
readout. Only the ensemble decay of many readouts averaged together can be obtained if
there is insufficient SNR. Additionally, the speed of the paramp (fmeas << 11, Where tpeas 18
the measurement time) is critical for observing quantum jumps in real time.

To confirm that the jumps in the readout signal are consistent with the measured qubit
T1, we construct a simple algorithm for identifying the jump down times in readouts with
the qubit initially prepared in |1). We define a threshold voltage in the digitized signal and
catalog the times at which the individual readouts definitively make a transition from above
to below the threshold. Figure 7.7 shows a histogram of these jump times for many excited
state preparations. The jump-down times are fit to an exponential distribution, and the
Ty decay time is extracted and plotted in red on top of the histogram. The fit is generally
good except for at low values of ¢, which represent readouts which decay very quickly. We
attribute the discrepancy between the fit and distribution at small ¢ to imperfections in the
jump-finding technique due principally to the finite measurement bandwidth.



CHAPTER 7. FIDELITY AND BACKACTION MEASUREMENTS 111

0.12 T T
—o=— TT pulse

0.10 === no pulse 7
> 0.08 -
S 0.06 -
®©
Q
S 0.04 -
o

0.02 -

0.00 'cemmee= e | Soaa g e e

-1.0 -0.5 0.0 0.5
Digitizer voltage (V)

Figure 7.8. Raw measurements distributions. Readout distributions created from single 10-ns
acquisitions at ¢ = 90 ns into readout are shown for 10° ground- and excited-state preparations
at n = 14.6. The high system SNR is evident in the large separation of the main peaks of each
distribution. Small secondary peaks which are responsible for fidelity loss are also visible. Each
histogram bin count is normalized to the total number of counts.

7.2.2 Fidelity measurements

The observation of quantum jumps, combined with a relatively long 77, suggests a high
fidelity F'. We begin our calculation of the fidelity by first analyzing the readouts of many
ground- and excited-state preparations, such as those in Figure 7.6 where n = 14.6. The
readout time which produces the optimal fidelity occurs immediately after the paramp rise
time so that excited state decay is minimized. This point occurs at ¢ = 90 ns into the
readout. In Figure 7.8, we present the distributions of 10-ns readout digitizations at this
readout time. The ‘probability’ represents the number of counts at a given digitizer voltage
normalized to the total number of counts. The main peaks of each distribution are gaussian
and are well-separated from each other, confirming the observations we made using Figure
7.6. Upon closer inspection, the presence of much smaller, secondary peaks are visible in
each distribution. For example, in addition to its main peak at 0.35 V, the excited state
distribution (red o) also contains a small peak at the same voltage (-0.5 V) as the dominant
ground state peak. These spurious peaks therefore indicate a degree of contamination in
each distribution. The fidelity is calculated in the usual manner (Equation 7.1) by defining a
discrimination line which bisects the two main peaks. Thus, the relative size of the secondary
peaks directly contributes to a reduction of F. The composition of these peaks and a full
analysis of fidelity loss sources will be discussed later in this section.

We perform a thorough study of the readout fidelity by measuring it over four decades of
readout power. Using the methods in Section 7.1, we first compute the fidelity using only a
10-ns digitization 90 ns into readout. These data are shown (blue x) in Figure 7.9(a). The
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Figure 7.9. Raw fidelity and 77 during readout vs readout power. (a) Fidelity curves measured
using a single 10-ns acquisition (blue x) and using integration (red +) merge together when the
readout pointer state distributions completely separate. The relaxation time 77 measured during
continuous readout monitoring (green o) is referred to the right axis. (b) Time constant of the
exponential filter used to optimize the integrated fidelity.

fidelity is low at low readout powers, but increases as the readout excitation is increased. At
n = 37.8, the fidelity reaches its maximum of 91.1+0.4%. As the power is further increased,
the fidelity decreases as a result of increasing readout backaction.

The fidelity is also computed with exponential filtering [122] and integration (red +) as in
Section 7.1.2. This post-processing of the readout signal makes a dramatic difference at low
power, boosting the fidelity from 19% to 47% at n = 0.025. With the measurement SNR very
low, the positive effects of averaging (reduced noise) greatly outweigh the negatives (mixing
Ty decay processes into the excited-state signal). The integrated fidelity again increases with
increasing readout strength, until it merges together with the ‘10-ns’ fidelity curve at about
n = 7. This point approximately corresponds to the separation of the 10-ns readout pointer
state distributions. With negligible overlap between these distributions, further integration
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is no longer beneficial. In fact, integration actually degrades the fidelity on account of T
relaxation events at high SNR.

In contrast to the MSA readout experiment, in which the time constant of the exponential
filter remained fixed, we empirically determine the optimal filter time constant for each
readout power. The exponential time constant which maximizes the fidelity for each readout
power is shown in Figure 7.9(b). The filter time constant decreases monotonically with
increasing readout power, showing explicitly that the optimal time constant is a function of
the system SNR. When the time-axis (y) is plotted on a log scale, the result is a quasi-linear
trace. We did not investigate a theoretical dependence with which to compare this result,
although there is some theoretical treatment of these filters in the literature.

The green circles in Figure 7.9(a) represent the measured T; during readout versus read-
out power. Below n = 14.6, 17 during readout always exceeds 1.5 us, but as the power is
increased, T decreases as a result of increasing readout backaction. We attribute the struc-
ture in the decreasing T} data points to the presence of environmental defects at various
operating frequencies as the qubit frequency is Stark-shifted with increasing readout power.

7.2.3 Readout pointer state discrimination

We begin our analysis of fidelity loss in the system by quantifying the degree of separation
of the readout pointer state distributions. This, along with the remaining work in this
chapter, was performed at n = 14.6. This readout power was chosen because it provides a
high fidelity while minimizing suppression of T} during readout.

Referring back to Figure 7.8, we observe a small number of errant counts, that is, counts
at values of the homodyne voltage not centered about the bimodal peaks. We attribute these
counts to qubit transitions, induced by noise or 77 relaxation, during the measurement. To
discard these events and create pure-state distributions, we implement a two-point correlation
procedure. The system is probed at times t4 and tg, as shown in Figure 7.6. We retain
measurements only when both of these readings return the same value for the qubit state.
Thus, the readout exhibiting the quantum jump is excluded. The 160-ns time difference
between these points is several times longer than the response time set by the ~ 10 MHz
system bandwidth, thus ensuring minimal autocorrelation between the signals at t4 and tp,
and nearly random distributions at ¢p. The resulting distributions at tp with these outliers
removed are shown in Figure 7.10 for ~ 10° ground- and excited-state traces. Using the
discrimination threshold shown in the figure, we observe only 108 false counts, thus allowing
the pointer state distributions to be separated to an error of one part in 1000. Consequently,
the finite measurement SNR does not contribute to the observed fidelity loss. This procedure,
however, does not correct for those rare events in which the system jumps twice. The 160-
ns window between t4 and tp is intended to minimize these double-jump readouts while
simultaneously keeping the autocorrelation between ¢4 and tg to a low value on the order
of 7 x 1073. Unambiguously distinguishing the double-jump events is difficult due to the
limited system bandwidth, which could be increased in future experiments.
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Figure 7.10. Pure readout pointer state distributions. A two-point correlation procedure is used
to exclude qubit transitions due to the filtered out quantum jumps and create pure ground and
excited state distributions, represented by log-linear histograms, with each histogram bin count
normalized to the total number of counts. By totaling the counts on the wrong side of the voltage
discrimination threshold, the distributions are determined to be separated to an error of less than
one part in 1000.

As a final note, when we fit each distribution to a gaussian and analytically calculate
the overlap, we find a much lower error than one part in 1000. The low-count ‘tails,” which
contribute the majority of the error counts, do not lie on the gaussian fits shown by the solid
lines. Assuming the statistics of the system are near-normally distributed, it is reasonable
to postulate that these outliers are not intrinsic to the readout pointer state distributions
and are due to other effects, such as qubit state transitions which could not be fully filtered
out of the distributions. We were unable to conclusively prove this in our work, and thus
claim that the degree of separation was at minimum an error of less than one part in 1000.

7.2.4 Heralded state preparation

Techniques new to the field of superconducting qubits are made possible by this near-
perfect discrimination of the qubit state in only 90 ns after the start of the readout pulse.
We use the high speed readout to insert an additional measurement pulse before a qubit
manipulation and measurement sequence. With this ‘heralding’ readout, we verify that the
quantum system is initialized in the ground state. Such heralding techniques are currently
employed in other quantum information architectures such as trapped ions [124], photonic
systems [125], and quantum dots [126]. With this technique, we effectively eliminate state
preparation errors due to the spurious excited state population observed in superconducting
qubits [127, 128].

Figure 7.11(a) shows the pulse sequence used to herald the ground state. With the
qubit in thermal equilibrium, we energize the readout and extract the qubit state at t = tg



CHAPTER 7. FIDELITY AND BACKACTION MEASUREMENTS 115

0
c (a) 10 ' v ' T pulse (sel)
— 9 . - T pulse (raw)
g 5 ts: (0,1) pulse %’ 10" -- 20 pu:se Efe\B)
E 9 : H 8 o pulse (ra
) : ) 10 3
= a o,
: [\] y |
®© .
o - \ 1 /-'\I 1
x F | B T T T nl 10
-1.0 -05 0.0 05 1.0 15 20 -1.0 -0.5 0.0 0.5 1.0
Time (us) Digitizer voltage (V)

Figure 7.11. Heralded state preparation at n = 14.6. (a) Pulse sequence used for heralded state
preparation. A pure ground state is heralded at t = tg. (b) Log-linear raw readout distributions for
~ 10° ground- and excited-state readouts (solid lines) compared with the distributions generated
after heralded state preparation (dashed lines). The distribution bin counts are normalized to the
total number of counts. An increase in fidelity from 91.0% to 93.9% is reflected in the decreasing
size of the smaller peak of the bimodal distributions which are responsible for fidelity loss.

(subscript S denotes selection). This time falls at the very end of the heralding pulse to
minimize the time between the end of the qubit state determination and the following control
and readout pulses. If the qubit is determined to be in the ground state, no correction is
applied and qubit readout and manipulation is performed in the typical manner. If the
excited state is measured, the subsequent readout is discarded from the total record via
post-selection. Events where the qubit is spontaneously found in the excited state can be
attributed to either remnant thermal population or readout-induced excitation of the ground
state during the heralding pulse.

With this procedure in place, we again prepare ground and excited state distributions.
We compare the log-linear readout distributions both with (selected) and without (raw)
heralded state preparation in Figure 7.11(b). The selected distributions are obtained from
the full three-dimensional readout histograms presented for both ground- and excited-state
preparations in Figure 7.12. The reduced overlap of the distributions with heralded state
preparation is demonstrated by the decreased size of the smaller of the bimodal peaks in
both the excited and ground state distributions. The less-dramatic apparent reduction in the
smaller peak of the excited state distribution as compared to the ground state distribution is
due to the log scale y-axis and the presence of T} decay events (Section 7.2.5). This heralding
procedure corrects for the remnant thermal population of the excited state, corresponding
a fidelity improvement of 2.9 + 0.2%. This boosts the measured fidelity at 7 = 14.6 to
F =93.9%.

The fidelity improvement of 2.9% originates from both the excited and ground state dis-
tributions. Thus, the equilibrium excited state thermal population is approximately 1.45%.
Inverting the Boltzmann factor, we arrive at the expression for the effective qubit tempera-
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Figure 7.12. Three dimensional readout histograms. Each three dimensional histogram corresponds
with the pulse sequence above it. The pulse sequences include a heralding readout followed by an
optional 7 pulse and subsequent readout. The dotted discrimination line shows complete separation
between the ground- and excited-state distributions.

ture T as a function of the thermal population of the excited state f.:

__hwg
kB ln(fe) .

This expression yields 88 mK for the operating parameters of our qubit, significantly higher
than the ~ 30 mK base temperature of the dilution refrigerator. This anomalously high
effective qubit temperature is prevalent in the superconducting qubit community [127, 128],
but heralded state preparation using our active measurement technique enables us to avoid
this problem. In the future, state preparation errors could be actively corrected in real time
if a 7 pulse were to be triggered based on the outcome of the heralding readout.

T, = (7.6)

7.2.5 Fidelity loss and readout backaction

We exploit the fast, high fidelity readout to make a precise accounting of the remaining
sources of fidelity loss. The largest source of loss is due to T} decay between the 7 pulse
and the moment the readout resonator is fully energized. Because of strong frequency-
dependent variation in 77, we compute this contribution by measuring 7T} as a function of
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the qubit frequency in discrete steps near 7.80 GHz and smoothly interpolating between
points. Assuming a rise in the cavity amplitude of 1 — e=2/#*, we infer T} as a function of
time as the qubit frequency is Stark-shifted during the readout rise time. We compute the
resulting fidelity loss Fiess, by integrating over the decay rate as follows:

Eoss,Tl =1- e_fdt/Tl(t)‘ (77)

This calculation gives Floss, = 4.4 + 0.3%.

The readout itself can contribute to fidelity loss by driving transitions in the qubit. This
effect is seen in the suppression of T during readout [Figure 7.9(a)] and is directly related to
the QND character of the readout [129]. The ‘dressed dephasing’ model [130, 131] provides
a theoretical explanation of this effect and has been the subject of recent experimental
investigation in Irfan Siddiqi’s laboratory. In summary, dressed dephasing originates from
the nonlinearity in the qubit-resonator system which allows mixing between the readout tone
and noise at the detuning frequency ¢. This process produces extra noise at w, which leads
to either spurious decay or excitation in the qubit. It can be shown through expanding
the Jaynes-Cummings Hamiltonian to the term past the dispersive approximation that the

transition rates are [79]
2

Lyyy o< 5 S()F, (78)
where S(9) is the power spectral density of the noise at the detuning frequency and a sym-
metric noise spectrum is assumed. Thus, the induced transition rate is approximately pro-
portional to the readout excitation power.

The ability to resolve quantum jumps provides the novel ability to measure the measurement-
induced transition rates in a flux qubit by examining long time traces (>> T7) with the system
prepared in the ground state. We record and analyze the statistics of individual transitions
between the qubit states using a maximum likelihood estimation method detailed in Ref-
erence [79]. This model applies a smoothing function to each readout and then distinctly
identifies both up and down transitions while taking into into account the finite measurement
bandwidth. From this information, we extract the effective transition rates. The transition-
up rate is a combination of the readout-induced rate (I'y) and the rates due to ambient
thermal and electrical noise at w,. At n = 14.6, the effects of the readout are dominant.
The transition-down rate is similarly due to the readout as well as typical environmentally-
induced T} processes. Separating these two effects is subtle when the readout is nearly QND
and 77 processes dominate. The separation is accomplished by comparing the aforementioned
environmental decay rate during the readout rise with the overall readout-power-dependent
transition down rate. The readout-induced transition down rate (I'}) is then inferred as the
difference between the two. We integrate these two readout-induced rates over the rise of
the readout power in the cavity (as in Equation 7.7) to produce the readout-induced fidelity
loss. The calculated fidelity loss during measurement due to I'y is 0.2 £ 0.1%, while the
contribution of I' is negligible at 0.0 £0.2%. The significance of the fidelity loss due to I as
a potentially negative value suggests the possibility of state pinning and inhibition of qubit
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Table 7.2. Fidelity loss in cQED/paramp readout at i = 14.6. The measured fidelity is 91.0+0.4%.
The remaining, unaccounted-for loss is attributed to m-pulse imperfections and drifts in the Larmor
frequency due to local variation in the magnetic flux threading the qubit loop.

Source of loss Fidelity loss (%) Calculation method

T1 decay 4.44+0.3 measured 77
thermal population 294+0.2 heralding
Iy 02+£0.1 individual jumps
Iy 0.0£0.2 individual jumps
SNR < 0.1 pointer state overlap
remaining 1.5 -

decay due to the readout. This effect has been observed at comparable readout powers in
transmon samples with a similar coupling strength [79].

In Table 7.2, we list the measured sources of fidelity loss and the method by which they
are calculated. The unaccounted-for loss is estimated to contribute 1.5%. We speculate that
this loss is explained by errors in the excited state preparation, namely 7-pulse imperfections
and drifts of the Larmor frequency due to local magnetic flux variations. We note that the
dominant loss mechanism is energy relaxation. Currently, there are flux qubits with demon-
strated relaxation times on the order of 10 us [21, 128]; in our system, a similar 7} would
reduce the associated fidelity loss to 0.7%. Moreover, one could potentially employ cavities
engineered to suppress spontaneous emission of the qubit [105]. This level of coherence,
coupled with heralded ground state preparation, high-precision 7 pulses and stable magnetic
flux, should readily enable readout fidelities in excess of 98% within this low power dispersive
measurement architecture.

While the validation of the dressed dephasing model is not the primary subject of this
thesis, we present preliminary measurements of this effect. Figure 7.13(a) shows the ensem-
ble excited state population as a function of time during readout with and without heralded
state preparation. The heralded data shows a significant reduction in spurious excited state
population at the beginning of readout. In both cases, the excited state population equili-
brates to a value significantly higher than at the start of readout. The presence of the readout
appears to increase the effective thermal background temperature, suggesting upconversion
of noise and qubit state mixing. Figure 7.13(b) shows the excited state population during
readout averaged over a 20-us period as a function of readout power. As the number of
readout photons increases, the excited state is increasingly populated. The oscillation in the
middle of the graph can be accounted for by variations in the environmental decay rate as
the qubit is Stark-shifted with increasing readout power.
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Figure 7.13. Readout backaction. (a) Fractional excited state population as a function of time after
the readout resonator has been energized. Selection using heralded state preparation reduces the
initial excited state population. (b) The time-averaged fractional excited state population increases
vs readout power.

7.2.6 Fast qubit reset

Finally, we discuss a fast qubit initialization procedure based on heralding of the ground
state. If the excited state is measured during the probe pulse, the state can be immediately
flipped back to the ground state with a control pulse and rapidly checked again. This
procedure eliminates the need to change the detuning d to induce Purcell relaxation [105].
The ideal fidelity of this active reset to the ground state is ultimately limited by how the
relaxation time of the qubit compares with x, and is given approximately by the simple

formula
Freset - e—27r//@T1’ (79)

which evaluates to 93% for our experimental parameters. The exponential argument in
Equation 7.9 is of the form t,eget/T1, Where treser is 7 times the resonator time constant
2/k. The time t,ege is therefore the time it takes for the resonator to ring down to 4% of
its maximum amplitude. We measure a reset fidelity of 82%, which is close to the reset
fidelity we expect to achieve (84%) after correcting for the fidelity loss ascribed to excited
state preparation errors (1.5%) and an extra 140 ns of delay present in the pulse sequence
used in this particular experiment (8.1%). The reset procedure could be iterated to achieve
enhanced reset fidelity, but for qubits with 77 > 10 us, a single iteration of this procedure
would achieve reset with close to 99% fidelity, assuming that the leftover fidelity loss we
attribute to imperfect state preparation could be eliminated.
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Chapter 8

Conclusions

8.1 Summary of results

In this thesis, we have pioneered the use of near-quantum-limited amplifiers as a tool
for improving the dispersive readout of superconducting flux qubits. Our first experiment
achieved successful integration of a microstrip SQUID amplifier (MSA) into a SQUID-
resonator-based flux qubit measurement scheme. We believe this to be the first demonstra-
tion of a superconducting qubit readout to be enhanced using a transmission-based, near-
quantum-limited SQUID amplifier. In addition to its transmission-based operation, the MSA
also offers the advantage of requiring only static current and flux biases [41, 42, 44], greatly
simplifying the microwave infrastructure required to operate the amplifier. The MSA allows
for a substantial 4.5-fold increase in the readout visibility at low readout powers, achieving a
measurement visibility of 72.3% at 7 = 1.5 photons in the readout resonator. This measured
value agrees well with simulations based on the characteristics of the readout chain. At these
low powers, readout-induced reduction of 77 is minimal and the MSA is operated within its
optimum dynamic range. Below n = 0.1, we see no suppression of 7} due to the readout.
The improved visibility allows access to this very weak continuous quantum measurement
regime [132] while preserving sufficient SNR to resolve the qubit state more efficiently with
minimal redout backaction.

We have also combined a flux qubit in the circuit QED architecture with a low-noise,
Josephson parametric amplifier. Using this configuration, we have demonstrated a fast, ana-
log cQED readout, measuring the state of the flux qubit with a high 91% single shot fidelity.
We have also observed quantum jumps in a superconducting flux qubit, to our knowledge
for the first time. This is made possible by the high system SNR, which produces readout
pointer state distributions that are separated to an error of less than one part in 1000 in a
single 10-ns acquisition with n = 14.6. We use the QND nature of the readout at low pow-
ers to demonstrate heralded state preparation, further increasing the single shot fidelity to
93.9%. This procedure allows us to obtain a detailed account of the sources of fidelity loss in
the system. Understanding and precisely quantifying these losses is important to engineering
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a pathway to even higher fidelity. Additionally, heralded state preparation allows errors due
to imperfect ground state initialization to be readily identified and effectively eliminated
through post-selection. Finally, these heralding techniques permit a rapid, deterministic re-
set of the qubit state—a particularly important function in long-lived qubits where simply
waiting for a time much longer than 77 is impractical.

8.2 Future directions

The results of this work have opened up many new directions of research. The use of
low-noise superconducting amplifiers has pushed the field of superconducting qubits closer
to the ultimate goal of building a robust, practical quantum computer. Simultaneously, we
have opened up new avenues of research in basic quantum measurement science.

The readout in our SQUID-resonator experiment was severely limited by the low quality
factor of the readout resonator, producing a small phase shift between the qubit states. In fu-
ture experiments, this could be increased (by engineering for a smaller coupling capacitance)
to optimize the readout signal. This should allow real-time monitoring of the qubit state with
very high visibility. The SNR improvement provided by the MSA should also be sufficient
to observe quantum jumps in a superconducting qubit. Furthermore, although circulators
and directional couplers were used in this experiment, in principle the forward directional-
ity of the MSA eliminates the need for such nonreciprocal components when paired with a
transmission-based readout resonator. This opens up the possibility of on-chip lithographic
integration, which, needless to say, would require careful engineering of the resonator output
and MSA input impedances. The direct coupling would also allow for an investigation of
the MSA backaction noise spectrum—mnotably at the Josephson frequency—and its effect on
qubit coherence.

The results of our cQED experiment naturally motivate the study of feedback in a super-
conducting qubit system. State preparation errors could be actively corrected in real time if a
7 pulse were to be triggered based on the outcome of the heralding readout. Additional work
in quantum feedback has also been recently completed in Irfan Siddiqi’s laboratory using a
transmon qubit. These experiments successfully demonstrated stabilization and persistence
of Rabi oscillations using continuous weak measurement and feedback on the qubit drive
[133]. The dominant remaining source of fidelity loss in our experiment is due to the short
energy relaxation time of the qubit. For T} > 10 us with perfect state preparation, we predict
a fidelity of greater than 98% in the current readout architecture. Our readout scheme also
provides a new tool to study readout-induced backaction in a qubit with a high degree of
anharmonicity, complementing previous work on transmon qubits [131, 79]. The flux qubit,
with its high degree of anharmonicity, provides a valuable comparison with the transmon in
validating the full dressed dephasing model. Lastly, our high fidelity readout is ready to be
extended to coupled-qubit systems. High joint fidelity in these systems has remained elusive,
but is ultimately necessary for continuing progress towards a scalable quantum processor.
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