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ABSTRACT OF THE DISSERTATION

Dynamic Program Analysis Enhanced Binary Recompilation

By

Fabian Parzefall

Doctor of Philosophy in Computer Science

University of California, Irvine, 2024

Professor Michael Franz, Chair

Users of proprietary and/or legacy programs without vendor support are denied the significant

advances in compiler technologies of the past decades. Adapting these technologies to operate

directly on binaries without source code is often infeasible. Replacing existing software stacks

is cost-prohibitive and carries the risks of missing functionality, introduction of new bugs, and

breaking compatibility with existing deployments.

Binary recompilation is a technique attempting to solve this problem by reusing existing binary

executables. By “lifting” existing binary executables to compiler-level intermediate representations

(IR) and “lowering” them back down to executable form, this approach enables application of the

full range of analyses and transformations available in modern compiler infrastructures. End-

to-end binary recompilation is highly desirable, because it promises to bridge the gap between

legacy software and modern compiler technologies without requiring access to source code.

However, past approaches have not fulfilled this promise. Recompilers lifting binaries using static

analysis fail to fully capture the semantics of complex programs and rely on heuristics to recover

information that is beyond the reach of their analyses. Dynamic binary recompilers have been

able to lift binaries with higher precision. However, they cannot recover local variables in lifted

programs, which is a necessary prerequisite for many compiler-related applications, including

ix



performance optimization. Additionally, non-determinism in the execution of lifted programs has

been a major obstacle for dynamic binary recompilers.

In this dissertation, we present two novel techniques, Wytiwyg and Polynima, to address the

limitations of existing binary recompilers. Wytiwyg employs a dynamic and incremental binary

analysis technique to recover function-local variables within lifted binaries. This is accomplished

by decomposing the recovery of local variables into a series of instrumentation-based dynamic

binary analyses. We show the importance of precise stack variable recovery by recompiling

computationally demanding benchmarks of real-world binaries from the SPECint 2006 benchmark

suite. Using performance of recompiled binaries as an indicator of IR-quality, our approach signif-

icantly outperforms similar recompilers by 1.18x, on average. Additionally, Wytiwyg accelerates

legacy binaries generated by older compilers by an astounding 1.22x.

Polynima is a hybrid binary recompiler that combines existing static and dynamic binary analysis

techniques to recompile multithreaded and non-deterministic binaries reliably while preserving

the order of memory accesses as guaranteed by the x86 memory model. By targeting a wide

variety of multi-threaded applications, we demonstrate Polynima to be the first recompiler capable

of recompiling multithreaded real-world binaries. Our findings show that the high precision of our

approach enables Polynima to recompile multithreaded binaries with less overhead than binaries

produced by several state-of-the-art recompilers supporting single-threaded binaries only.
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Chapter 1

Introduction

Over the past decades, open compiler infrastructures have seen enormous investments by both

academic researchers and industry users to advance the analysis, optimization and safety of

software. Unfortunately, these advances are often denied to users of legacy binaries. Binaries

of programs that can no longer be recompiled from their source code are effectively “stuck in

time”. This happens when a vendor ceases support of the software, toolchains are unavailable, or

the program’s source code has been lost. Naturally, not being able to recompile software makes

maintenance of legacy binaries very challenging. For instance, users of legacy binaries cannot

reoptimize them to utilize features of recent CPUs, easily fix known bugs and vulnerabilities, or

deploy sanitizers and mitigations that are readily available in existing compilers. At the same

time, replacing legacy software can be very expensive and is often infeasible.

There is a wide body of research in end-to-end static binary rewriting that attempts to address

this issue [51]. Many of the existing approaches are quite effective and capable of applying all

kinds of program transformations to commercial off-the-shelf (COTS) binaries without requiring

user intervention. However, most binary rewriting frameworks have a narrow scope and rarely

recover any higher-level program semantics beyond instruction and control-flow information
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from the input binaries. Hence, they support only a small subset of program transformations

compared to compilers. State-of-the-art rewriters, such as Egalito [52], support alteration of the

program’s control-flow graph (CFG) and modification of linear instruction sequences, but provide

no help in manipulating accesses to variables and their layout in memory.

Binary recompilers attempt to bridge the gap between rewriters and compilers by “lifting” binaries

to compiler-level intermediate representations (IRs). Unlike most program representations used

by rewriters, compiler-level IRs like LLVM IR [29] encode source-level program structures, such

as local and global variables, and types of variables and functions. However, like rewriters, state-

of-the-art recompilers usually omit the recovery of most of these structures. This is unsurprising,

since the recovery of instructions, control-flow, function boundaries, and global and local variables

from binaries are inherently undecidable analysis problems [25]. The primary focus of previous

research in binary recompilation has targeted the problem of control-flow recovery and instruction

translation from machine code to compiler IRs. Solving these two problems technically enables

lifting of binaries to a compiler-level IR and recompiling into a new binary. The usefulness of

this approach over plain rewriting is rather limited, as the lifted programs are devoid of IR-level

structures that are available when compiling from source code. Many instructions cannot be

directly translated to a compiler IR and have to be transformed into sequences of primitive IR

instructions to fully capture their semantics. Although the programs can be reoptimized using full

compiler optimization pipelines, the lack of IR-level structures makes it difficult to apply many

program transformations that rely on this information. This means that the recompiled programs

are often larger and slower than the originals without delivering on the promises of program

modernization, reoptimization, and hardening.

More importantly, state-of-the-art binary recompilers are unreliable and cannot lift many real-

world binaries. Most solutions to lift binaries to compiler IRs usually employ various static program

analysis techniques to analyse the target programs [6], [17], [48]. Since the analysis problems

required for lifting are undecideable (e.g., to resolve indirect control-flow, or to determine the
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size of an object on the stack), heuristics are used to generate the missing information. These

heuristics are based on the observation of common patterns in the binary code, need to be tuned

for each binary (or even individual functions), and are not guaranteed to yield correct results.

The recompiled programs often contain subtle errors that manifest themselves through incorrect

behavior on some execution paths, or through unpredictable crashes. To address this shortcoming,

research has shifted to approaches that reduce reliance on heuristics by lifting binaries using

execution traces [3]. Such approaches restrict the analysis of the program to the observed execution

paths. Since this approach removes the need of heuristics for producing precise control-flow

graphs, trace-based recompilers can produce lifted programs with higher fidelity. However, the

lifted programs still contain no notion of variables. Additionally, limiting analysis to execution

traces fails to incorporate paths into the lifted binaries that are not easily executable, such as

those that require highly specific inputs, are timing-dependent, or are subject to non-deterministic

behaviors at runtime.

This dissertation examines novel approaches in fully automated binary recompilation that address

the shortcomings of existing recompilers. Understanding the anatomy of lifted programs as

generated by state-of-the-art recompilers is the first step to identify the challenges that need to

be addressed to improve the quality of lifted programs. To this effect, Chapter 2 summarizes the

various program-analysis tasks in binary recompilation and how imprecisions in these analyses

affect the anatomy of the lifted programs. Chapter 3 presents a novel approach,Wytiwyg, that

uses an iterative process to lift binaries to a compiler IR. Wytiwyg initially uses a trace-based lifter

to lift the program to a compiler IR. It then uses a dynamic data-flow framework implemented

through a program instrumentation approach to refine the lifted program and recover local

variables iteratively. An extensive evaluation demonstrates that this approach can lift binaries

with higher fidelity than existing recompilers, and that the lifted programs can be effectively

analysed, transformed, and reoptimized with a modern compiler. Chapter 4 presents a novel

approach, Polynima, that is the first binary recompiler able to handle multi-threaded binaries.

Through a combination of static and dynamic analysis, Polynima addresses the challenges of

3



lifting non-deterministic binaries. Polynima can lift binaries that use various synchronization

primitives and access thread-local storage. It also ensures that the memory-ordering of reads

and writes to concurrently accessed memory location is preserved in the lifted programs. Finally,

we demonstrate additional applications of our recompiler and our data-flow instrumentation

framework in Chapter 5.
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Chapter 2

Binary Recompilation

Binary Recompilation is the process of “lifting” a program from machine-code to a compiler-

level intermediate representation (IR) and, subsequently, “lowering” it back down to a new and

independent executable. The IRs targeted by recompilers are typically significantly more structured

than the binary representations of the programs they lift. Many of the analyses required to

recover IR-level program semantics, including inference of control-flow and data structures, are

of undecidable nature. Lifters can omit recovery of higher-level structures without diminishing

their ability to generate semantically equivalent programs. However, most compiler-related

applications, ranging from different program analyses and to any kind of reoptimization, benefit

from the availability of IR-level program semantics. Since perfect lifting and recompilation is

infeasible, recompilers employ various techniques to lift binaries that have varying impacts on the

accuracy of recovered structures and semantic correctness of the final program.
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2.1 IR-Level Program Recovery

Faithful lifting of binaries to compiler-level IRs involves extraction of IR-level program semantics

within the input binary and encoding them within the higher-level representation. Binaries are

usually distributed in a well-known format (such as ELF [19], Mach-O [9], or PE [38]). These

formats are well documented and can be parsed unambiguously. They describe how to map the

program into memory and link it with shared libraries, and provide the address at which execution

starts. Compared to that, common compiler-level IRs (as implemented by GCC [20] or LLVM [29])

are significantly more structured. They commonly represent programs as a collection of global

variables and functions. Functions themselves are composed of local variables, and instructions

that are grouped into basic-blocks forming a control-flow graph.

Most information detailing IR-level structures is lost while initially compiling a program from its

source code. Compilers can be instructed to retain descriptions of source-level structures (e.g.,

symbol tables, or debug information) and embed them as metadata into the generated binaries.

However, software vendors usually strip this information from binaries before distributing them to

end-users. Without access to this metadata, recompilers have to resort to binary program analysis

techniques to recover IR-level program semantics.

Figure 2.1 provides a simplified overview outlining the structure of typical binary executables and

the information recompilers typically try to extract to encode within lifted programs. Parsing the

header and segment mapping of the binary yields a limited overview of the program’s internal

structure. The header provides the program’s entry point, and the mappings can classify segments

of the binary that likely contain code or data. Starting from the entry point, the lifter identifies and

disassembles instructions that are reachable during the program’s execution and reconstructs the

program’s control-flow graph. The control-flow graph is then partitioned into functions, which

identify control-transfers to function entries as calls. After performing code discovery, the lifter

identifies local and global variables within the program’s stack and global memory, respectively.
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Binary

Executable

Header

Segment Mapping

Code Segment

Globals/Stack

Linking Information

1 Parse

Control-Flow Graph3

Function Boundaries4
call

08050820 <_start>:
 8050820: 31 ed     xor   ebp, ebp
 8050822: 5e        pop   esi
 8050823: 89 e1     mov   ecx, esp
 8050825: 83 e4 f0  and   esp, -16
 8050828: 50        push  eax
 8050829: 54        push  esp
 ...

Disassembly2

Variable Identification

82ce7b8: jmptbl
  0xffb8bc6b
  0xffb8bc9e
  0xffb8bcd1
82ce803: str
  Hello World\0
82cef30: arr
  00 00 00 00

5

Symbolization6

Globals Stack

arg1
ret addr
saved ebp
spill

array

arg2

Figure 2.1: Overview of the different analysis tasks involved in lifting a binary to a compiler-level

intermediate representation.

Finally, all references to these variables within the code and data segments are symbolized by

replacing address calculations with symbolic references.

Although the figure depicts the different analysis tasks as isolated, they are commonly interleaved.

For example, while recovering the program’s control-flow, the lifter will encounter indirect control-

transfers. The destination address of an indirect jump can be loaded from the global data segment

by the instructions leading up to it. This pattern suggests that the control-transfer relies on a

jump-table. Determining the targets of these can be intractable for the disassembler, which could

lead to the omission of entire instruction sequences in the lifted program. However, if the lifter is

aware of the jump table layouts generated by common compilers, it could attempt to identify the

table’s entries and symbolize them. Symbolization of these entries then reveals the entry points to

potentially undiscovered instruction sequences, which can be processed by the disassembler to

recover the additional code.
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Insights gained in one analysis pass often reveal new opportunities to recover additional IR-level

structures that were overlooked by previous analyses. Exploitation of these feedback effects

can benefit the fidelity and quality of the lifted program. Nevertheless, the impact of different

analysis techniques on lifted programs can usually be characterized independently from each other.

Since the semantics of any complex target binary can only be approximated at best [25], analyses

reasoning about the program’s state at different program points (e.g., pointer-analysis or value-set

analysis) hardly scale beyond the local scope. Limiting analysis to the local scope, recovery

techniques have to account for many sources of uncertainty that could only be determined by

considering all execution-paths of the program. Since this is not possible, recompilers often make

assumption about program invariants that are not computable on their own (e.g., whether an

address within an established basic block is reachable through an independent indirect control-

transfer). This risks introduction of subtle changes into the lifted programs. However, without

making any assumptions about the binary’s internal structure, it is difficult to fit complex target

programs effectively into the higher-level structures that make up compiler-level IRs. Finding

suitable assumptions that preserve all intentional functionalities while dismissing accidental

behaviors that result from code generation is a key challenge of recompilers.

2.1.1 Disassembly and Control-Flow Recovery

The ambiguity between intentional and accidental program semantics encoded in binaries can be

illustrated on the example of disassembly. The purpose of disassembly is to identify and parse all

machine instructions that are contained in the binary. Although Figure 2.1 suggests that the code

segment is distinct from any data embedded in the binary, real binaries often contain some data

within the code segment adjacent to machine instructions (e.g., jump tables and literal pools [10]).

Since compilers do not insert labels into the generated binaries that annotate the start of individual

instructions or sequences of instructions, it is not clear whether a byte sequence within the code

segment encodes an instruction or data. Hence, it is up to the disassembler to determine for each
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B8 8B 44 24 04
 mov    eax, 0x424448b

8B 44 24 04
 mov    eax, DWORD PTR [esp+0x4]

80 E3 8B
 and    bl, 0x8b
44
 inc    esp
24 04
 and    al,0x4

(a) First byte marks start of instruction

(c) First byte is part of previous instruction(b) First byte is constant within instruction

Figure 2.2: Possible interpretation of a sequence spanning four bytes within the instruction stream.

address, whether it encodes an instruction, whether it is part of another instruction, or whether it

is data that is not meant to be executed.

In reality, not every address in a binary can be assigned unambiguously to a single category within

this trichotomy. There are no definite distinguishing features between byte sequences that encode

instructions and byte sequences that encode plain data. In fact, many random byte sequences

collide with the encoding of various instructions. To make matters more complicated, on some

architectures, such as x86, a byte sequence can be decoded into multiple distinct instruction

sequences. Since instructions can be of varying lengths and are tightly packed with no alignment,

the same byte sequence encodes different instructions depending on the starting address used

by the disassembler. Figure 2.2 illustrates how the position of the disassembler within the byte

stream leads to different instructions being decoded.

It is not very difficult to construct a program that intentionally branches to an address that lies

in-between two instructions. Figure 2.3 shows a function containing a “hidden” jump encoded

within the immediate constant of an x86 mov instruction.1 If the disassembler cannot recognize or

discards the branch instruction at address 0x1182, the lifted program will be incomplete.

Embedding program semantics in overlapping instruction streams is a technique that is most

commonly used in malware to conceal certain functionalities within the binary. When dealing

with such binaries, any address could be part of the program’s control-flow graph. One approach

to fully disassemble such a program is to include every instruction sequence that can be decoded

1The full C source code of this example is listed in Appendix A.1.
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0000118e  8d4705  lea   eax, [rdi+0x5]
00001191  c3      retn

00001192  488d3507000000  lea  rsi, [rel secret]
00001199  ffe6            jmp  rsi

int main(int argc, char *argv[]) {
  uintptr_t target = (uintptr_t)add5 + 0xe;
  if (strcmp(argv[1], "password") == 0)
    target -= 12;
  int result = add5(atoi(argv[1]), target);
  printf("Result: %d\n", result);
  return 0;
}

int secret() {
  puts("Secret message!");
  return 42;
}

      +2      eb0e    jmp  0x1192

add5:
00001180  b800eb0ebb  mov  eax, 0xbb0eeb00

00001185  b900000005  mov  ecx, 0x5000000
0000118a  01c8        add  eax, ecx
0000118c  ffe6        jmp  rsi

Figure 2.3: Example of an intentionally overlapping instruction sequence.

from the binary. Bauman et al. [11] have developed a tool Multiverse that builds on this idea. They

demonstrate it is possible to disassemble arbitrary binaries, perform instruction-level modification

and instrumentation, and reassemble them into executable programs while preserving every

execution path. The programs Multiverse generates are effectively composed of every instruction

that is containedwithin the binary. AlthoughMultiverse removes all instructions that are contained

in a sequence ending with an invalid opcode (which would cause a crash in the program), the text

sections of the reassembled binaries are usually about 4–5 times larger when compared to the

original binaries.
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Including every instruction sequence in the lifted program is rarely necessary for achieving high

coverage. Apart from the fact that these programs are significantly larger, including “extra func-

tionality” not part of the original binary makes it more difficult to reason about the program’s

invariants and semantics. For example, overlapping sequences perform different register assign-

ments and often end in the same jump instruction. Hence, the target of such a jump has additional

predecessors with different register states. This makes it difficult to reason about registers values

and hinders any kind of analysis that requires knowledge of such values.

In order to extract a more meaningful set of instructions from a binary, disassemblers are usually

equipped with strategies to discard instructions that are unlikely to be part of the program’s

original machine code. With Multiverse, this strategy would state to discard nothing. However,

many binaries of interest for recompilation are unobfuscated commercial off-the-shelf (COTS)

programs that were compiled from their source code with a standard compiler, such as GCC,

Clang, or MSVC. Unlike the example in Figure 2.3, these programs contain no intentional control-

transfers to addresses that lie in-between instructions on all regular execution paths. That does

not rule out there are inputs to the program that divert control-flow to such addresses (e.g., a

stack-buffer overflow overwriting a function’s return address). However, such inputs are not part

of the program’s intended semantics and are not required to be supported by the lifted program.

In fact, the behaviors triggered by such inputs are usually undesired and their presence is often a

sign of potential security vulnerabilities (e.g., return-into-libc [45]). Hence, if it is known that the

target binary is a regular COTS program, any overlapping instruction streams can be discarded.

This assumption significantly simplifies the disassembly process. Nevertheless, identifying the start

of every valid instruction sequence is a non-trivial task. As outlined above, binaries often contain

data within the text segment that is not meant to be executed. If the disassembler mistakenly

interprets some of that data as instructions, it can produce instruction sequences that overlap with

real instructions. If overlapping sequences are automatically discarded, accidental disassembly of

data within the text segment can cause the resulting program to be incomplete.
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To identify instructions that are likely reachable during actual program executions, recompilers

like McSema [48], Rev.ng [17], mctoll [53], and SecondWrite [6], but also commercial binary

analysis tools like Ghidra [39] or IDA Pro [23] combine disassembly with control-flow recovery. A

program’s control-flow graph is a directed graph that represents all control-transfers that can occur

during the program’s execution. Since most instruction sequences are target of at least one direct

jump, an indirect jump through a parsable jump-table, a call, or a return, the disassembler can

“just” explore the program’s control-flow graph to discover valid instruction sequences, starting

from the program’s known entry point. Although this approach works well to recover the majority

of instructions in many binaries, it does not guarantee to locate all functions and blocks that are

reachable through indirect control-transfers. It also does not guarantee to identify all targets

of individual indirect control-transfers, even if the targets themselves have been successfully

discovered through other paths.

State-of-the-art analysis tools employ various heuristics that can decode many types of indirect

control transfers. There is a plethora of techniques to decode jump tables and to detect functions

that are only reachable through indirect calls [40]. Among other techniques, these approaches

employ heuristics like scanning for C++ vtables, parsing exception handling and unwinding

information, scanning for function pointers in the data segment, or performing pattern matching

on instructions that resemble function entries. Unfortunately, all these heuristics are best-effort.

Despite investing decades of research into optimizing these heuristics, lifters that purely rely

on static analysis techniques are prone to introduce errors in the lifted programs unexpected

ways [32]. Even worse, heuristics might need to be adjusted to recognize patterns in binaries

of the same programs that were generated by different compilers or with different optimization

levels [7].

One strategy that achieves a coverage that is conservative (i.e., avoids false positive instructions)

while capturing sound (but not complete) program semantics is to fully rely on traces of the
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program’s execution. Through observations of the actual control-flow of the program, the dis-

assembler can record the addresses of all executed instructions and the targets of all indirect

control-transfers. While this approach cannot capture a program’s entire semantics, the result is

sound in the sense that it accurately captures the semantics of the program paths that are relevant

for the provided inputs. In fact, some argue that this incompleteness can even be a feature, since

it effectively “debloats” the target program and reduces its attackable surface by removing all

semantics that are unnecessary to process the provided inputs. Since every instruction that is

not part of the recorded traces can be discarded, and the targets of all indirect control-transfers

are known, this approach enables reliable lifting and recompilation of programs that are fully

deterministic (i.e., they are guaranteed to take the same paths in every execution of the same input).

Altinay et al. [3] have implemented this approach in BinRec and demonstrate it to be effective in

lifting and recompiling a variety of single-threaded COTS programs.

Naturally, execution traces can be incomplete for a specific input when the target programs

are not fully deterministic. This is the case for most multi-threaded programs. It also affects

single-threaded programs that contain control transfers based on state that is intentionally non-

deterministic across executions (e.g., pointer-values/ASLR, or randomly generated numbers).

Although this can be mitigated partially by tracing the program repeatedly, the resulting traces

might still be incomplete. However, Altinay et al. argue that failures during execution caused by

incomplete traces can be reliably observed during program execution. If the recovered binary is

augmented to recognize such missing paths in the control-flow graph, they can be incrementally

added to the lifted program [3].

Note that this discussion omits any programs that generate and modify code at runtime. This

commonly occurs in just-in-time compilers (JITs) and is also used as a technique to conceal

malicious code within malware. It is worth highlighting the special ambiguity between code and

data in these programs. Since code is generated at runtime, it is written to memory in the same

way as data is, but is then executed as code. For these programs, data and code are not distinct. For
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binary lifting, it might be in the operator’s interest to lift the code concealed within the malware,

while she might not intend to lift the code that is generated by a JIT engine. In this work, it is

assumed that the target programs are not generated or modified at runtime.

2.1.2 Function Boundary Detection

Functions are a key building block of any program to facilitate modularization and code reuse.

They structure the program in two important ways. First, they constrain the set of targets of all

return instructions in the program’s control-flow graph. Returning from a function resembles an

indirect jump that is guaranteed to transfer control back to the address exactly after the call used

to enter the function. Without the additional structure that functions provide for the control-flow

graph, all return instructions have to be treated as indirect jumps that return to any of its function’s

call sites. Figure 2.4 illustrates this difference. Without function boundaries, the control-flow

graph suggests that a call from main to f1 could return to both main or f2. If functions are

present, execution always continues at the instruction after a call.

This property is crucial for many analyses and optimizations on lifted programs, since it drastically

simplifies the control-flow graph. In particular, note that the control-flow graph on the left contains

a cycle hinting at a potential loop, while the control-flow graph on the right does not. It also

makes it possible to reason about functions in isolation, rather than having to consider the entire

program’s control-flow graph.

The second benefit of structuring a program through its functions is that it unveils how the code

interacts with stack memory. When recovering functions, the lifetime of function-local objects

can easily be expressed in terms of the control-flow graph. These objects are typically allocated

on the stack, which is a contiguous region of memory allocated by the operating system for

each thread. The stack is accessed through the stack-pointer, which is a register that points to

the top of the stack. Upon function entry, the program typically adjusts the stack-pointer to
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f1:
  mov  eax, 10
  ret

main:
  sub  rsp, 8
  call f1

main_1:
  // ...
  call f2

main_2:
  mov  eax, 0
  add  rsp, 8
  ret

f2:
  sub rsp, 8
  call f1()

f2_1:
  mov eax, 20
  add rsp, 8
  ret

f1:
  mov  eax, 10
  ret

main:
  sub  rsp, 8
  call f1
  // ...
  call f2
  mov  eax, 0
  add  rsp, 8
  ret

f2:
  sub rsp, 8
  call f1()
  mov eax, 20
  add rsp, 8
  ret

Figure 2.4: Example of a program’s control flow graph without functions (left) and with functions

(right).

allocate space for local variables and spills. The moment the function returns, the stack-pointer is

adjusted back to its original value, which effectively releases the function’s local variables. The

boundary between two frames on the stack is always determined by the value of the stack-pointer

on function entry [37]. This value is also known as the frame-pointer and is typically stored in a

dedicated register, but most compilers also offer an option to omit it for most functions. The space

between two frame-pointers is typically referred to as a function’s stack-frame. Every function

can only access local variables that are part of its own frame, or arguments that are placed at the

end of its caller’s frame. This is not explicitly enforced by the hardware. However, any direct

access outside the executing function’s stack frame comprises undefined behavior. Since the

frame-pointer serves as a reference to allocate any local variables, local variables can be identified

by its owning function and its offset from the frame-pointer. This property is important when

recovering local variables (see Section 2.1.3).
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Detection of function boundaries is a non-trivial task. One central approach promising good

results is to consider the targets of all call instructions. The targets of these instructions are marked

as function entries, and all blocks that are reachable from these entries and do not end in a return

instruction are part of the function. There are several challenges to make this approach work.

Naturally, it requires that the disassembler recognizes call instructions in the first place, and that

there are no false positive call instructions with targets that lie within functions. Success of such

an analysis also depends on the control-flow graph’s completeness and its accuracy in resolving

targets of indirect calls, since not all functions are reachable through direct calls.

Putting disassembler- and CFG-related concerns aside, relying on special instruction to indicate

function boundaries is not reliable in all cases. Instead of using call and return instructions,

compilers are at liberty to use other mechanisms to transfer control between functions; calls can

be implemented by combining a push with a jump instruction, and returns can be implemented

through a pop and a jump instruction. Without these markers, function detection becomes much

more difficult, and is out of scope of this discussion.

Fortunately, the COTS programs are usually compiled such that they use call and return instructions

to implementmost function calls. Nevertheless, even in COTS binaries, a target of a call instruction

is not necessarily a function entry, not all calls to function entries are dispatched through call

instructions, and not every function exit is encoded through a return instruction. For example,

on some architectures, such as 32-bit x86, there is no facility to access the value of the register

holding the current instruction pointer directly. This value is needed to compute the absolute

address of global variables in position-independent code. One way to obtain the value of the

instruction pointer on x86 is to issue a call instruction to the instruction immediately following

the call (i.e., call 5, since this instruction has a length of 5 bytes). This instruction pushes the

address of the instruction following the call onto the stack, which is then moved into a register by

a successive pop instruction.
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The other common instances of control-transfers between functions that are not encoded through

call instructions are tail calls. When a function’s last statement is a call to another function, the

compiler can, in certain cases, jump directly to the target function, instead of issuing a call that is

followed by a return instruction. Since this jump is at the “tail” of the calling function, it is called

a tail call. These calls are not an issue, if the callee is known to be a function entry by means of a

different call. Some functions are only reachable through tail calls, however. This can confuse

some tools, like Nucleus [8], which would merge the callers and callees into a single function with

multiple entry points.

Finally, not every function-call returns to its call-site. For example, the function error (int

status, int errnum, const char *format, ...) terminates the program if the first

argument is non-zero [34]. If the compiler can prove (or the developer can assert) that the first

argument at a particular call-site is always non-zero, it can safely omit any instructions following

the call to error. This can be a problem for binary analysis, if the called function’s non-returning

behavior is unknown, or the range of values for the first argument cannot be determined. In the

worst case, the non-returning is call placed at the end of the function, such that it immediately

preceeds the entry of another function, which can cause the two functions to be merged into a

single function [8].

Apart from calls and returns, there are other mechanisms to facilitate control-flow between func-

tions, such as exceptions, and setjmp/longjmp. In regular COTS programs, these mechanisms

are usually layered on top of functions and thus have only minimal impact on the partitioning

of program’s control-flow graph into functions. In fact, exception and unwinding tables can be

useful for CFG recovery and function boundary detection [5]. Furthermore, if function boundary

detection is for some reason not possible, it is perfectly possible to lift a program to a compiler-

level IR and recompile it into a new binary without identifying any function boundaries at all [3].

However, the recovered program would suffer from the previously mentioned drawbacks, and

recovery of local variables is likely not feasible.
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2.1.3 Variable Identification and Symbolization

Having recovered the program’s instructions and control-flow, the next step is to recover the

variables and objects of the program. The primary purpose of this step is to replace direct references

to global or stack-allocated memory with symbolic references throughout the program. There are

two major tasks involved in this process. The first is to identify the set of variables and objects that

are contained within the program’s global and stack-memory. The second is to locate all references

to these variables throughout the program’s code and data, and to replace these references with

symbols that denote the respective recovered variables. Since heap-objects are allocated and

managed by the standard library, there is no need to symbolize them.

The significance of symbolizing variables is that it expresses the program in terms of the variables,

rather than opaque memory addresses. If symbolization is omitted, all accesses to global and local

variables have to be expressed by their addresses in the original program. This means the layout

of any data in the original binary has to be replicated byte-by-byte in the recompiled program.

For example, if the original program contains global variables x and y at addresses 0x08048100

and 0x08048104, the recompiler has no choice but to allocate the same two variables at exactly

these addresses in the lifted program. This makes it infeasible to transform the program effectively,

such as changing the size of any variables (e.g., extending the size of a timestamp to 64-bit), or

modifying the layout of the program’s data (e.g., inserting red-zones between variables to retrofit

the binary with AddressSanitizer [43]). Furthermore, it is detrimental to the compiler’s ability to

determine whether a memory access affects a particular variable. Without partitioning memory

into distinct variables, there is no notion of variable bounds. Hence, the compiler has to assume

that most memory accesses through a computed address might overwrite any adjacent variable

values (i.e., all other variables within the whole global segment or the same stack frame), even if

the pointer was derived from a known base address.
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Similar to instructions, stripped binaries contain no metadata that can be used by the lifter to

identify boundaries between different variables or locate direct references to them. The primary

source of information to infer this information is analysis of how the program interacts with

memory. Intuitively, the program’s memory can be partitioned into distinct variables by identifying

direct references to global or local memory (i.e., base pointers), and determining the range of

pointers derived from these base pointers. Any base pointers with overlapping ranges are part of

the same variable. By coalescing these ranges, a lifter can determine the size and the layout of

variables in the binary.

Base pointers to variables are usually computed in one of the following ways:

1. In position-dependent binaries, global variables are referenced by their absolute addresses.

2. In position-independent binaries, the absolute address of global variables is not known at

compile time, since the program is placed at a different address for every execution. Because

the distance between global variables and the instructions that use them is constant, they

can be addressed by adding an offset to the program counter.

3. Addresses for local variables are computed by adding an offset to the stack-pointer or the

frame-pointer registers.

While base-pointers derived from registers are relatively easy to identify, processing absolute

addresses is more difficult. In binaries, pointers and integers share the same representation. If an

integer value collides with the address of a global variable, it can be very difficult to determine

whether the value is used as a pointer to the variable, or as an integer. The only way to determine

whether a value is a pointer to a variable requires observation of how it is used. However, this

might not always be trivially possible. Consider the example in Listing 2.1. The function f2 stores

the address of the global variable arr in a union that is also used to store an integer. Function

f1 stores an integer that collides with the address of arr in the same union. After compiling the
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program, the functions f1 and f2 generate identical code in x86. Functions f3 and f4 then access

the value of the union as an integer and as a pointer, respectively. To determine whether the values

stored by f1 and f2 are pointers to arr, or integers, the lifter has to reconstruct the data-flow of

these values with high precision. Only the value that is used as a pointer must be symbolized as a

reference to arr, whereas the value that is used as an integer must remain unchanged.

Listing 2.1: Collision of a constant with the address of a global variable. In x86, both functions

generate identical code.

1 union { long x; int* p; } u;

2 extern int arr[10]; // &arr[0] == 0x08048100

3 extern int n;

4 void f1() { u.x = 0x08048100; } // mov dword u, 0x08048100

5 void f2() { u.p = arr; } // mov dword u, 0x08048100

6 void f3() {

7 long x = u.x; // mov eax, dword u

8 printf("%ld\n", x);

9 }

10 void f4() {

11 int* p = u.p; // mov eax, dword u

12 int k = n; // mov edx, dword n

13 int val = p[n]; // mov eax, dword [eax+edx*4]

14 printf("%ld\n", val);

15 }

Once base pointers are identified, the lifter determines the range of pointers that are derived

from them. The upper and lower bounds of these ranges determine the size of the object. As

with pointer-identification, it requires precise knowledge about the dataflow of the pointers. For

example, the base-pointer computed by function f2 in Listing 2.1 is used in function f4 to access

an arbitrary element of the array. The index of the accessed element is controlled by another

global variable n. To infer the size of the array, the lifter has not only to connect the use of the

base-pointer in f4 to the computation of the base-pointer in f2, but also to determine the range

of values that n can take on. Depending on the usage of n throughout the program, computing a

precise range for n might not be possible. Here, the lifter has to estimate the range of n, or rely on

other sources of information to determine the size of the array.
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Listing 2.2: Chunk-wise initialization of array that is then passed to an indirectly called function.

1 void (*fptr)(int*);

2 void init(int*, size_t len);

3 void f() {

4 int arr1[12]; // &arr1[0] == ebp-0x60

5 int arr2[4]; // &arr2[0] == ebp-0x30

6 init(arr1 + 0, 4);

7 init(arr1 + 4, 4);

8 init(arr1 + 8, 4);

9 init(arr2 + 0, 4);

10 fptr(arr1 + 4);

11 }

Symbolizing variables without considering all their uses can introduce errors into the lifted

program. Consider the example in Listing 2.2. The function f initializes its arrays in chunks of

size 4 and then passes a pointer to the second chunk of arr1 to an indirectly called function. The

arrays are located adjacent to each other on the stack. Assume that the targets of the indirect call

are not known to the lifter. Hence, it is not known which elements of arr1 are accessed by the

indirectly called function. If the lifter considers only the information provided by the calls to init,

it seems like there are 4 separate arrays on the stack. If it ignores the call to fptr, symbolization

will incorrectly split arr1 into 3 separate arrays. This might cause out-of-bounds accesses when

calling fptr. In order to not break the program, it is necessary to symbolize arr1 as a single

array. Since it is not clear whether the adjacent arr2 is part of the same array, a conservative

symbolization approach would have to merge it with arr1. Accounting for unknown uses of

variables is a key challenge of variable identification and symbolization. As every reasonably

complex program contains objects that are indirectly accessed and that static analyses cannot

reason about, lifters are forced to operate conservatively to avoid introducing errors into the lifted

program. This means that stack-allocated arrays and objects usually cause the whole stack-frame

to be symbolized as a single variable (i.e., not recovering individual variables at all), and that global

variables are not symbolized at all [6].
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Note that this step does not infer nominal or structural types of any variables. Type information

is very important for decompilation, but has little impact on most compiler-level analyses and

optimizations. Nominal type information provided by front-ends, such as Clang, can inform the

compiler about pointers that cannot alias. In LLVM for example, this information is not directly

encoded in the IR, but is layered on top as metadata [33]. Recovery of nominal types to inform

the compiler about pointer-aliasing is beyond the scope of this work. Recovery of structural types

will not be discussed either. Structures types within compiler-level IRs are primarily used as an

aid to express pointer-computation of nested arrays and structures. They can be omitted in favor

of byte-level offsets, which suffice to express the same pointer-computation.

2.2 Preservation of Program Semantics

The previous sections outlined the various tasks and challenges involved in recovering IR-level

program semantics from a binary. Since the required analyses are subject to uncertainty, the

recovered program can not always be perfectly mapped onto compiler-level IRs. To produce

semantic-preserving binaries, recompilers have developed various techniques to mitigate the

impact of these uncertainties on the lifted programs. This section outlines the most common

techniques. Note that usage of the following techniques establishes a baseline to embed arbitrary

programs into compiler-level IRs. In many cases, recompilers can eliminate uncertainty from

large parts of the lifted programs and utilize this knowledge to improve the program’s IR without

loss of semantics. Nevertheless, since there will always be some imprecision, discussion of the

following techniques is necessary to understand the anatomy of lifted programs.
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2.2.1 Instruction Emulation

At their core, every lifter has to translate arbitrary sequences of machine instructions into se-

mantically equivalent sequences of instructions expressed in the target IR. Modern instruction

set architectures (ISAs) comprise hundreds of instructions. Many of these instructions mod-

ify multiple registers simultaneously, operate on processor-internal state, and/or are implicitly

affected by status or control registers. Mapping these instructions on a higher-level IR is not

always straightforward. For example, the x86 EFLAGS register is one of the most important status

registers. It is implicitly changed by many instructions (that all modify different flags), and its

value is used to determine the behavior of other instructions (e.g., conditional jumps). To translate

an x86 instruction that depends on the value of EFLAGS, the lifter has to keep track of the value

of EFLAGS throughout the program’s execution. It can often be tricky to determine the value of

EFLAGS at a particular program point, since its state accumulates across instruction sequences

that might not be directly related to the instruction being translated. This is a common problem

when lifting any code depending on processor-internal state, and is not limited to x86.

The solution to this problem is astoundingly simple: the lifter generates a new program that

effectively emulates the original binary instruction-by-instruction on a virtual CPU. This virtual

CPU is allocated as a global variable, and it replicates the processor’s state (e.g., general-purpose

registers, status registers, control registers, or the x87 floating-point stack) at every program point.

The lifter then translates the original binary’s instructions into sequences of instructions that

manipulate the virtual CPU’s state. For instance, a 32-bit x86 push instruction is lifted to an

instruction-sequence, that (1) subtracts 4 from the emulated esp register, (2) loads the pushed

operand, (3) stores the operand to the address in esp, and (4) sets the emulated program counter to

the next instruction’s address. Although this technique initially increases the size of the program

significantly, most generated instructions are redundant and can be eliminated. For example,

the virtual program counter is updated within every translated instruction-sequence, but is only

used to compute addresses of global variables or determining the targets of indirect control flows.
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Despite the simplicity of this approach, it is very effective in translating sequences of machine

instructions into a different representation.

Implementing a CPU-emulator that can emulate large subsets of modern ISAs is a non-trivial

endeavor. Some recompilers bring their own translation layers, such as McSema [48] (through

Remill [49]) or SecondWrite [6]. Another option is to use existing battle-tested CPU-emulators. In

particular, the processor emulator QEMU [13] has proven itself as a useful foundation for this style

of lifting. To emulate programs from arbitrary architectures, QEMU uses its Tine Code Generator

(TCG) to translate machine code through architecture-specific frontends to its own architecture-

independent IR. The operations used by the TCG IR directly manipulate a virtual CPU and can be

easily translated to compiler-level IRs. This makes it an ideal candidate for recompilation and is

used as an intermediate step for lifting x86 programs to LLVM IR by BinRec [3] and RevGen [15]

(which both build on S2E’s translator [16]), and Rev.ng [17].

Programs that were lifted using this method require some additional setup to run. Assuming

that references to global variables cannot be reliably symbolized, the original binary has to be

embedded at its exact loading address into the image of the lifted binary. This keeps any addresses

computed by the virtual CPUs consistent with the original binary’s memory layout. Similarly,

references to stack variables are computed through the virtual CPU’s stack-pointer. Hence, the

stack has to have the same layout as in the original binary. However, the lifted binary requires

additional stack-space in each function (e.g., to store return addresses and spilled registers). The

fix is to embed two stacks into the recompiled binary: one that is used by the lifted program, and

one that is used by the virtual CPU. Figure 2.5 illustrates the anatomy of a recompiled binary that

was lifted using this technique.

Mapping the original binary into the address-space of the lifted program and allocating a separate

stack for local variables circumvents the need to symbolize any references to data. However,

computed addresses that are used as jump or call-targets within indirect control-flows still point

to the original binary’s text section. Unlike data references that are explicitly preserved from the
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Figure 2.5: Process image of a recompiled binary.

original binary and are reused in the lifted binary, reusing code from the original text segment

is undesirable. Since the layout and placement of functions and blocks within the recompiled

binary is difficult to control, addresses from the original binary’s text segment cannot be mapped

linearly onto the recompiled binary’s text segment. Instead, the recompiled binaries map addresses

to the original binary’s text segment to the corresponding lifted functions and blocks using a

lookup-table at runtime. If the targets of the indirect control-flows are not known at compile-time,

the lookup-table is best implemented as a central dispatcher that is called by every indirect control-

flow and maps every target-address. This dispatcher tends to be very large and adds significant

overhead to the lifted program. Since every basic block is preceded by this dispatcher, the whole

program becomes impervious to any kind of analysis spanning multiple blocks. If functions are

recovered, the scope of the dispatcher can be reduced significantly. Rather than having a single

dispatcher for the whole program, the lifted program can have a dispatcher for every function

that requires it [22]. This approach is more efficient, but still adds many false-positive edges to the

control-flow graph.

If the program’s control-flow graph can be recovered, such that the targets of each indirect control-

flow are known, the dispatcher can (and should) be omitted. This is the case when the program’s
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control-flow graph is recovered through execution traces, as described in Section 2.1.2. Here,

all indirect control-transfers (including indirect function calls) can be replaced with a switch

statement that lists only valid targets. Depending on the size of the switch statement, the compiler

can optimize it to a jump-table, or a series of conditional jumps. On paper, this technique requires

more instructions than the indirect jump in the original program. However, it turns every indirect

control-flow into a direct control-flow with a data dependency. Knowing the (usually rather

small) set of targets to an indirect control-transfer is highly beneficial to the recompiler’s ability to

analyze and also optimize the lifted program. And while some of the valid targets of the indirect

control-flows might not be part of the lifted program, it acts as a CFI mechanism that is capable of

detecting any control-transfer that was not observed during tracing.

2.2.2 CPU Switching

The previous section outlined how to map arbitrary programs onto compiler-level IRs by em-

ulating the original binary’s instructions on a virtual CPU. Most binaries rely on dynamically

linked libraries for a variety of functionality, such as memory allocation, file I/O, or network

communication. These libraries are not part of the original binary and are usually not lifted by the

recompiler. Hence, the machine code provided by these libraries is not executed on the virtual

CPU.

Arguments to functions in these libraries are usually passed through a combination of registers

and the stack. In the lifted program, the arguments to the external functions are placed accordingly

in the registers of the emulated CPU and at the top of the emulated stack. The external call is not

aware of the virtual CPU, however, and it cannot access the arguments that are passed to it without

additional support. For many external functions, this is not a problem, because their signatures

are known. The recompiler can use this knowledge to generate supporting code that loads the

arguments from the virtual CPU according to the calling convention of the target architecture,
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void* memcpy( void *dest,
              const void *src,
              size_t count );
void *g_dst;
void *g_src;
size_t g_sz;
void f() {
  // ...
  memcpy( g_dst, g_src, g_sz );
  // ...
}

C Source Code

Compiled Assembly

Native Stack

frame (spills)
of f'

%sz

%src

%dst

&follow'

f': ret addr

frame of memcpy

Emulated Stack

frame of f

*g_sz

*g_src

*g_dst

&.Lfollow

f: ret addr

f:
# ...
  push  DWORD PTR g_sz
  push  DWORD PTR g_src
  push  DWORD PTR g_dst
  call  memcpy
.Lfollow:
# ...

define void f'() {
; ...
  %sz  = load (cpu.esp + 12)
  %src = load (cpu.esp +  8)
  %dst = load (cpu.esp +  4)
  call memcpy( %dst, %src, %sz )
follow':
; ...
}

Lied Emulation IR

cpu.esp

Figure 2.6: Lifted IR for a call to memcpy on 32-bit assembly.

and uses these values to call the external function. Consider the example in Figure 2.6. All three

arguments of a call to memcpy on 32-bit x86 are pushed in reverse order onto the stack immediately

preceding the call. These pushes are emulated in the lifted program, and the arguments are placed

at the top of the emulated stack. The lifted code then can load these arguments from the emulated

stack and pass them as arguments to memcpy. The stack-frame of memcpy is allocated on the

native stack, and the emulated stack is not used until the function returns.

The situation is more complicated when the arguments of a call cannot be determined by the

recompiler. For example, the signatures of the functions provided through proprietary linked
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libraries could be unknown, or the external functions are variadic. In these cases, the recompiler

has not enough information to generate the supporting code that loads the arguments from the

virtual CPU and stack to call the external function. The solution to this problem is a technique

called CPU switching. For the duration of the external call, the native CPU assumes the state of

the virtual CPU to execute the library function. The lifted program facilitates this by deserializing

and serializing the state of the virtual CPU onto the native CPU immediately before and after the

call to the external function, respectively. Since the lifted program prepares the emulated CPU

and stack to match the calling convention for the target function, the external function can access

all its arguments and return values as if it was called by the original program. Unlike the lifted

memcpy call in Figure 2.6, the stack-frame of the external function is allocated on the emulated

stack, and the native stack is not used until the CPU is deserialized.

Compiler-level IRs have no notion of CPU-switching (in particular, replacing the stack-pointer

with a runtime-provided pointer), which means the recompiler has to provide a mechanism to

deserialize and serialize the CPU. This mechanism can be implemented using inline assembly

that explicitly assigns registers from the virtual CPU to the native CPU, and vice versa. Usually,

the calling convention for the affected external calls is known. The lifted program only needs to

serialize the registers that are used to pass arguments to the external function, and deserialize the

registers that are used to return values from the external function.

2.2.3 Load-/Store-Ordering

One aspect of binary lifting that has received comparatively little attention is the impact of implicit

memory ordering in the binary on the correctness of the lifted programs. The x86 architecture,

for example, provides a strong ordering guarantee called Total Store Ordering (TSO) for memory

operations. TSO guarantees that the order in which memory writes are scheduled in the binary,

and hence issued by the CPU, is the same as the order in which they are observed by other
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CPUs [44]. This means that many memory accesses to concurrently shared memory locations are

not explicitly designated as atomic in the binary, but are implicitly atomic because of the TSO

guarantee. For example, releasing a spin-lock can be as simple as writing a zero to the lock’s

address. On x86, this can be implemented through a regular non-atomic mov instruction (if using

acquire-release memory ordering). The CPU, however, guarantees that the write is atomic, and

that it is correctly synchronized with other cores waiting to acquire the lock.

If the lifter cannot identify the original program’s synchronization mechanisms, the lifted program

can lose the original program’s synchronization guarantees, and contain unintentional data-races

for correctly synchronized programs. Consider the example in Listing 2.3. This code awaits

another thread to signal safe access to shared_data. When the condition variable is signaled,

the thread increments shared_data and resets the condition variable. The generated assembly

for the access to shared_data is shown in Listing 2.4. Note that neither the load nor the store

to signal uses atomic instructions. If the load of the spin-loop is lifted as a regular load in the

compiler-IR, the compiler might remove the entire spin-loop (i.e., everything between the labels

.L2 and .L3), since it does not contain any synchronization mechanisms or other side-effects

that would prevent the loop from being optimized away. The recompiled program would then

access shared_data without synchronization, resulting in a data-race.

Listing 2.3: Access to a shared variable that waits for another thread to signal safe access.

1 extern std::atomic<bool> signal;

2 extern int shared_data;

3 void thread_func() {

4 while (!signal.load(std::memory_order_acquire));

5 shared_data += 1;

6 signal.store(false, std::memory_order_release);

7 }

Without a deep understanding of the original program’s internal synchronization mechanisms,

it is difficult, if not impossible, to determine whether a load or store instruction can ever access
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Listing 2.4: Compiled x86 assembly for the access to shared_data in Listing 2.3.

1 .L2:

2 movzx eax, BYTE PTR signal # Load signal value

3 test al, al # Check if set

4 je .L2 # Jump back if signal not set

5 # ------------------------------------------------------

6 .L3:

7 add dword ptr [shared_data], 1 # Access Shared Data

8 mov dword ptr [lock], 0 # Reset Signal

9 ret

shared memory concurrently. The lifter can only assume that every memory access is concurrent,

and has to insert memory fences around every load and store to ensure that the lifted program

is correctly synchronized. Such an approach has been implemented by Rocha et al. in their

binary lifter Lasagne [42]. This conservative fence-insertion can have a detrimental impact on the

runtime-performance of the lifted programs. The fence-instructions themselves are expensive, and

they introduce unnecessary serialization points that limit the CPU’s ability to execute instructions

out-of-order. Additionally, they prevent any optimizations that require reordering of memory

operations (e.g., hoisting loads out of loops). Fences can only be omitted if the recompiler can

prove that the memory operations are not concurrent. Lasagne uses a simple heuristic that omit

fence insertion around memory access to the stack, assuming that no stack-allocated variables

are shared between threads. This can be a reasonable assumption for a subset of programs, but it

is not always true. To support this optimization for arbitrary programs, the recompiler requires

access to precise data-flow and pointer-analyses. However, these kinds of analyses are difficult to

perform for programs that were lifted using the technique described in Section 2.2.1, since they

have no symbols denoting individual variables [32].
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Chapter 3

Wytiwyg—Dynamic Stack-Layout

Recovery for Binary Recompilation

Chapter 2 introduced the problem of identifying and symbolizing stack variables in lifted binaries

and outlined the challenges that arise when attempting to solve it. Recovery of stack variables

is crucial to effective recompilation, because the set of values used by any computation at any

program point usually resides within the currently executing function’s stack frame. Since direct

pointers to local variables have no nominal types that inform the lifter about the size of the

underlying objects, the lifter has to infer the stack-layout of each function based on how pointers

to stack-variables are used throughout the whole program. This means that identifying variables

in binaries is a data-flow problem.

This chapter introduces Wytiwyg (“What you trace is what you get”), a dynamic and incremental

approach to identify and symbolize local variables in lifted COTS-binaries. To facilitate this,

Wytiwyg employs an instrumentation-based approach that tracks pointers to stack variables

throughout the program and observes how the program derives new pointers from existing ones.

Unlike static approaches, relying on dynamic observation of real executions allows us to symbolize
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functions with high precision while preserving all semantics that are exhibited by the traced

inputs.

3.1 The Emulated Stack Analysis Hazard

Section 2.2.1 introduced the notion of an emulated stack. The overall relationship between the

native stack and the emulated stack is illustrated in Figure 2.6. Both stacks are maintained in

parallel and allocate a stack frame for each function invocation. The primary difference is that

the emulated stack maintains local variables of the original program, whereas the native stack

primarily holds saved registers and spilled variables that are artifacts of the instruction emulation.

Tracking two stacks and setting up two frames for every function call naturally has some overhead.

Specifically, the lifted program emulates saved registers and spilled values of the original binary,

but also has its own spills because of the increased register pressure that comes with keeping track

of two stacks. However, unlike values spilled to the native stack, the compiler cannot reliably

keep track of values written to the emulated stack, since the emulated stack is allocated as an

opaque byte array.

Listing 3.1: Simple function with multiple indirect stack accesses.

1 typedef struct {

2 int x;

3 int y;

4 } p;

5

6 // Return a value x with 0 <= x < sz.

7 size_t f3(size_t sz);

8 // Return p1 or p2.

9 p* f2(p* p1, p* p2);

10

11 void f1() {

12 p *ptr;

13 p a;

14 p b[3];
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15 a.x = 3;

16 a.y = 4;

17 ptr = f2(&a, b);

18 b[f3(sizeof(b))] = a;

19 ptr->y = b[1].x;

20 }

Consider the example in Listing 3.1 and its corresponding assembly in Listing 3.2. The stack frame

of f1 is illustrated in Figure 3.1. In the C code, ptr is assigned the return value of f2 and then

used to write to ptr->y. In the generated assembly, the return value of f2 is spilled to the stack

in line 21 and then loaded into the register eax in line 37 before it is used to write to ptr->y.

Since out-of-bound accesses are undefined behaviour, the source-compiler can assume that the

access to b in line 18 cannot overwrite the spilled value of ptr. This information is lost during

compilation. Now, in order to infer that the loaded value of ptr in line 19 is identical to the spilled

value in line 17, the lifter has to prove that the access in line 29 through the computed address

ebp + f3(24)*8 - 44 cannot overwrite the location that holds the spilled pointer at ebp -

12. Depending on the complexity of the operations involved in the address computation, this

analysis quickly becomes challenging.

Listing 3.2: Generated x86 assembly of the function in Listing 3.1.

1 f1:

2 # save caller's frame pointer

3 push ebp

4 # initializer frame pointer

5 mov ebp, esp

6 # allocate stack frame

7 sub esp, 64

8 # a.x = 3;

9 mov dword ptr [ebp - 20], 3

10 # a.y = 4;

11 mov dword ptr [ebp - 16], 4

12 # push b as second argument

13 lea eax, [ebp - 44]

14 push eax

15 # push &a as first argument

16 lea eax, [ebp - 20]
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17 push eax

18 # push retaddr2

19 call f2

20 # spill return value (ptr) to stack

21 mov dword ptr [ebp - 12], eax

22 # write 24 to stack as arg1 (no push necessary)

23 mov dword ptr [esp], 24

24 # push retaddr2

25 call f3

26 # load a.x

27 mov ecx, dword ptr [ebp - 20]

28 # write a.x to b[eax].x

29 mov dword ptr [ebp + 8*eax - 44], ecx

30 # load a.y

31 mov ecx, dword ptr [ebp - 16]

32 # write a.y to b[eax].y

33 mov dword ptr [ebp + 8*eax - 40], ecx

34 # load b[1].x

35 mov ecx, dword ptr [ebp - 36]

36 # load spilled variable ptr

37 mov eax, dword ptr [ebp - 12]

38 # write b[1].x to ptr->y

39 mov dword ptr [eax + 4], ecx

40 # deallocate stack frame

41 add esp, 16

42 # pop saved ebp

43 leave

44 # pop retaddr1

45 ret

Crucially, this prevents generation of precise use-define chains between reloaded values and the

sites at which they are spilled. Although the write through ptr->y can be linked with the value

returned by f2, the compiler also has to consider indirect writes as potential definitions. Because

of this, an alias analysis, for example, cannot narrow down that access to variables a and b, which

diminishes any ability to reason about the program even further. This analysis hazard affects

not only pointers, but any complex expression spanning multiple instructions involving values

loaded from the stack. We found this to be an issue in all binary recompilers and identified it as
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Figure 3.1: Visualization of the stack frame as allocated by the compiler corresponding to the

assembly in Listing 3.2.

the primary cause limiting the efficacy of program analyses and transformations. Liu et al. have

confirmed this finding in their study of binary recompilers [32].

3.2 Usage-Based Variable Symbolization

As outlined in Section 2.1.3, symbolization is the process of labeling direct references to variables

with symbols that denote distinct variables. Direct references to stack-allocated variables are only

found within the program text of the function owning the frame. They are indirectly encoded

as a series of constant offsets relative to the initial value of the stack pointer sp0 at the start

of a function. For example, consider the array-access b[1] in line 19 in Listing 3.1 (line 35 in

Listing 3.2). The function computes the address to this element using the value of ebp as base. The

ebp register itself holds the value sp0 - 4. Hence, the pointer computed by this instruction can

be expressed as sp0 - 4 - 36. To symbolize this access, the stack frame has to be partitioned

into individual variables. Ideally, an analysis would determine that the frame contains an array b̂

at an offset of sp0 - 4 - 44 with a size of 24 bytes. Using this information, the aforementioned

reference ebp - 36 can be labelled with an expression relative to the recovered variable b̂ + 8.
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Despite the apparent low complexity of this function, it is remarkably difficult to identify distinct

local variables. Accesses to members of composite types, such as in lines 15 and 16, are folded

into direct offsets to the frame pointer in optimized binaries and do not reveal their underlying

structure. In order to determine the actual bounds of variable a, an analysis has to establish that the

access through ptr to ebp-20 in line 19 can refer to the 8-byte memory area allocated for variable

a. If this condition is met, the offset of 4 and the following write reveal a’s total size of 8. At the

same time, the indirect access to b in line 18 might access a or any other object in the frame, unless

an analysis can provide explicit bounds for the return value of f3. As mentioned in Section 3.1,

this is often not possible. If the bounds of the access cannot be determined, conservative static

approaches are forced to label all references to local variables of a function with a single symbol.

Even if the stack frame has been perfectly partitioned into its individual variables, labeling all

references in the function with the correct symbol is another challenge. In C and C++, any

expression that results in a pointer that is out-of-bounds relative to its underlying array is un-

defined behavior, even if the pointer is not dereferenced [26]. However, that does not prohibit

compilers from generating code that computes pointers lying outside the objects they refer to.

For instance, compilers can turn certain index-based iterations over arrays into pointer-based

iterations. Combined with other optimizations, the “end”-pointer that is used in the termination

condition of such loops points lies, in rare cases, outside its corresponding array.

Listing 3.3 and Listing 3.4 illustrate one common code-pattern for which GCC consistently emits

code that compares pointers outside the object over which they iterate. Two optimizations

transform the code from the first into the second variant. Since the index of the outer loop is

incremented monotonically by 1 in each iteration, the compiler can easily transform the outer loop

to use pointers that act as iterators over the array. This allows the compiler to elide the integer

variable i. The compiler also knows that the loop is executed at least once, but in the unoptmized

variant, the condition and the associated conditional branch are evaluated 5 times. GCC exploits

this knowledge to move the comparison to the end of the loop. The way this transformation is
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implemented increments the initial pointer of the outer loop such that it points to the end of the

first element. This causes the termination condition to compare the pointer i with an address

that is 64 integers past the end of the array. In fact, when compiling the code in Listing 3.3, the

comparison pointer lies outside the stack-frame of the function. If the body of the loop is small, as

in this example, the lifter might be able to normalize the pointers and correctly symbolize pointers

to the array. However, if the body of the loop is large, the values of the incremented pointer and

the comparison pointer might be spilled to the stack, and the association between the instruction

that computes the comparison pointer and the array it belongs to might be difficult to infer. In

other words, a computed pointer to the stack that is subsequently written to memory cannot be

automatically associated with variables that are allocated in the same position. Instead, the lifter

has to consider how it is used after reloading it from the stack in order to identify the object the

pointer is associated with.

Listing 3.3: Accessing a multidimensional array in a nested loop before optimization.

1 void out_of_bounds_ptr()

2 {

3 int stack_array[4][64];

4 init(stack_array);

5

6 // This conditional jump is executed **5** times.

7 for (int i = 0; i < 4; i++) {

8 int* arrptr = stack_array[i];

9 int accu = 0;

10 for (int j = 0; j < 64; j++) {

11 accu += arrptr[j];

12 }

13 use(accu);

14 }

15 }

Listing 3.4: Accessing a multidimensional array in a nested loop after optimization with GCC.

1 void out_of_bounds_ptr()

2 {

3 int stack_array[4][64];

4 init(stack_array);
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5 int *i = &stack_array[1];

6

7 do {

8 int *j = i - 64;

9 int accu = 0;

10 do {

11 accu += *j;

12 j += 1;

13 } while (j != i);

14 use(accu);

15 i += 64;

16 } while (i != &stack_array[5]);

17 // Notice the comparison with the address that is

18 // 64 integers past the end of the array.

19 // This conditional jump is executed **4** times.

20 }

3.3 Overview of Wytiwyg

As seen in the previous section, identification and symbolization of variables is a data-flow problem.

The lifter has to consider how a stack-reference is used throughout the program to determine

which variable it refers to, and how large that variable is. Since this requires high precision and

detailed knowledge of the program’s dataflow, we propose a dynamic and iterative approach,

“Wytiwyg”, to symbolize local variables in lifted binaries.

Figure 3.2 illustrates Wytiwyg’s binary recompilation process in two phases. First, we rely on

BinRec [3] to recover the target binary’s CFG. We chose BinRec because it is the only lifter that

can reliably recompile SPECint 2006 programs. BinRec uses a binary tracer (S2E [16]) that records

all control transfers of the program with a user-provided set of inputs. Based on the CFG, a

machine code to LLVM translator lifts the binary to LLVM IR using the instruction emulation

approach outlined in Section 2.2.1. This program can already be recompiled, but it lacks variable

information.
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Figure 3.2: Overview ofWytiwyg. The upper section corresponds to the original BinRec recompiler.

The lower section outlines our contribution. The bold transitions correspond to the Refinement

Lifting process.

Our main contribution comprises the symbolization phase, which is outlined in the lower section of

Figure 3.2. We leverage the existing capability to lift, modify and recompile programs to instrument

and rewrite the lifted programs in an iterative process. Specifically, we split the symbolization

process into multiple steps with dedicated dynamic analyses and IR-level transformations. Because

the lifted program can be transformed like any other LLVM program, we can easily instrument

the lifted IR and implement all our dynamic analyses in an external library (similar to sanitizer

implementations in LLVM). At the end of each iteration, the program is transformed according to

the analysis results, such that they are immediately available in the next iteration. Splitting up the

symbolization process into multiple steps with dedicated dynamic analyses drastically reduces

the complexity of the required analyses. This is similar to how certain compiler transformations
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are used to simplify and canonicalize the IR in regular compiler pipelines. Because this process

refines the lifted program’s IR and improves its quality in every iteration, we call this approach

Refinement Lifting.

3.4 Dynamic Stack Symbolization

To symbolize local variables, Wytiwyg employs two refinements. The first refinement identifies

all direct stack references and rewrites them into expressions relative to sp0. The second then

determines the maximal offsets of pointers derived from each direct stack reference, uses this

information to compute a stack layout for each function, and labels all direct references with

symbols referring to variables within the stack layout.

3.4.1 Stack Reference Identification

To symbolize local variables comprehensively, we first need to identify all values throughout

the program that constitute a direct reference to the program’s stack memory. As explained

in Section 3.2, direct stack references are pointers within a function that are computed as a

sequence of constant displacements to sp0. By folding all uses of sp0, we can identify all direct

stack references, and simplify them by replacing them with expressions of the form sp0+offset.

Consider the push instruction corresponding to arg1 of the call to f2 in line 17 in Listing 3.2.

The instruction emulation initially turns this instruction into this pseudo-IR:

@vcpu.esp = @vcpu.esp - 4;

*@vcpu.esp = @vcpu.ebp - 20;

After identifying all displacements, these instructions are replaced with the following expression:
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  *(%sp0 - 4 - 64 - 4 - 4) = %sp0 - 28;
push ebp push eax # arg2

push eax # arg1sub esp, 64

However, not all uses of sp0 can be trivially simplified, since registers holding intermediate

stack references are frequently spilled onto the stack in function prologues and epilogues. In our

example, f1 saves and restores the ebp register during the first push and the leave instructions.

From the recompiler’s perspective, it is not apparent that the value of ebp is preserved across

the invocation of f1. Instead, ebp appears to be assigned an opaque value loaded from memory

before returning from the call. If ebp holds an intermediary stack reference (e.g., the frame pointer

of the calling function) before the call, none of the pointers derived from it after the call can be

folded into an offset of sp0.

To address this, we determine for each register used in a function, whether it is merely saved on the

stack for the duration of the call, or whether it is part of the function’s signature. Unfortunately,

indirect accesses, as for example the write to b in line 18, could modify any value stored on the

stack and therefore complicate determining whether ebp is a saved register (refer to Section 3.2).

Saved registers are often identified through heuristics, that rely on platform ABI conventions to

codify, which registers are to be saved to the stack before they can be used in a function, and

which registers are used to transfer arguments and return between the caller and the callee (such

as the System V ABI [37]). However, compilers (and sometimes developers) can disregard these

conventions for functions that are not exported to other translation-units and define their own

conventions on a per-function basis. Additionally, if function recovery cannot be performed with

perfect accuracy, registers might not be saved and restored at the start and end of the function,

and they can be saved multiple times. This can happen when tail-called functions are merged

into their caller (refer to Section 3.5.1). For these reasons, identifying stack references based on

heuristics is not reliable.
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To avoid these issues, we use a dynamic analysis instead. Upon function entry, we assign each

register a symbolic value and track how this value is used throughout the function. We consider a

register saved, if the following conditions are met:

• Its symbolic value is only used in load- and store-operations from and to the current

function’s stack frame. If the symbol is written to any other location or used in any

operation, we treat the register as an argument to the function.

• When the function returns, the virtual register contains its initially assigned symbol.

Sometimes, a register used to pass an argument is not explicitly used throughout the called

function’s entire body, but is “forwarded” to another function. For example, in Listing 3.2, the

register edx is not used once. Assuming that f2 uses the register edx, without knowledge of

function signatures, f2 could either save edx to the stack, or use it as an argument. If edx is used

as an argument within f2, we need to ensure that it is passed as an argument to f1 as well. In a

situation like this, we examine a register’s usage within the function it is forwarded to in order to

determine whether it is saved. By default, we consider each forwarded register as saved, unless

the aforementioned conditions are violated by the function the register is forwarded to. If they

are violated, we know the register is an argument to the forwarding function.

Since registers can be forwarded throughmultiple functions until they are used, we defer evaluating

the state of forwarded registers until tracing is complete. During tracing, we only record whenever

a register symbol is forwarded to another function. Afterwards, we use this information to generate

constraints for each forwarded register. In our example, we would produce the constraint “if edx

is used as an argument in f2, then it is also an argument to f1”. If that constraint is fulfilled, edx

will be explicitly marked as an argument to f1.

Having identified saved registers for all functions in the binary, we preemptively save and restore

these registers at all call sites:
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%tmp_ebp = @vcpu.ebp

call f1 # saves ebp

@vcpu.ebp = %tmp_ebp

This transforms the indirect dependency on the value of ebp saved to and restored from the stack

within f1 into a direct dependency on the register’s value %tmp_ebp from before the call. This IR

refinement therefore substantially simplifies the identification of stack references through register

spills. After folding all constant offset to sp0, all direct references to objects on the emulated

stack are expressed in terms of sp0. These rewritten references serve as “base pointers” to local

variables in the next refinement.

3.4.2 Object Bounds Recovery

Having identified all direct stack references, this refinement’s purpose is to determine the layout of

each stack frame and assign stack references to the identified variables. Wytiwyg uses a bottom-up

approach to divide a stack-frame into distinct variables. At this point, it is unknown which

references refer to the same object. Hence, we initially consider each stack reference provided

by the previous refinement as a base pointer to a distinct local variable. Then, we use a dynamic

analysis to record the relative minimum and maximum offsets of pointers derived from each base

pointer. This yields an interval for each base pointer that indicates the underlying object’s size.

Expressing these intervals as ranges in terms of sp0 yields continuous sections within each stack

frame that belong to the same variable.

To generate the stack layout, we merge all ranges that are overlapping with each other and assign

their associated base pointers the same symbol. For example, consider the references ebp-44 and

ebp-36 to variable b in lines 29 and 35 of Listing 3.2. Initially, we assume that these two pointers

belong to different objects. Once the dynamic analysis observes an access to the third element of
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the array, the former pointer’s interval will be recorded as [0;20] (offset of 16 and access size of

4). Since this subsumes the latter pointer’s interval [0;4], they belong to the same object.

This also means that if f3 from our example returns 0 in every invocation across all traces, the

array will be split into two distinct symbols. Since the generated layouts are the product of

actual executions, this approach ensures, for the provided set of inputs, that all base pointers are

associated with the correct symbol and that the symbolized variables are sufficiently large without

causing unpredictable out-of-bounds accesses (see also Section 6.2).

Tracing Runtime Overview

To track direct and indirect stack references, we employ a runtime, which is illustrated in Figure 3.3.

We associate every previously identified base pointer with a unique id. For every id, we allocate a

StackVarwithin our runtime, which records the bounds of the corresponding base pointer. We do

not track the address of the associated base pointer in its StackVar, because one StackVar can

be associated with the same variable in multiple stack-frames of the same function in recursive call-

chains. As the program executes and derives new pointers from existing ones, the instrumented

binary informs the runtime to update the bounds of individual StackVars.

To track whether an LLVM-value refers to a StackVar during execution, we associate each LLVM-

instruction with a PointerInfo. Apart from a pointer to the currently referenced StackVar, this

metadata also records the offset from the variable’s base pointer. We allocate these PointerInfo

objects for each function on the native stack, because a single logical LLVM-value can point to

multiple different objects in recursive calls to the same function. Since x86 does not distinguish

between pointers and integers, it is not always possible to determine statically whether a value

loaded from memory is a pointer. Hence, we track this metadata for every pointer-sized integer.

Additionally, we maintain a mapping of memory-addresses to PointerInfo which is updated

whenever a pointer to a stack variable is written to or read from memory.
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Figure 3.3: Overview of our tracing runtime.
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Core Tracing Operations

In the following, we explain the central runtime operations that we instrument lifted programs

with. The arguments to all operations refer to tracked LLVM instructions, which are pairs of their

concrete values (i.e., the result of the instruction) and their associated PointerInfo metadata.

The operations we implement to track pointers are:

• derive (derived, base) indicates that derived is a value derived from base.

• derive2 (derived, lhs, rhs) is similar to derive, but is used when derived refers

to a binary operator for which both operands could be pointers to stack variables.

• link (a, b) marks that the operands a and b belong to the same stack variable.

• store (value, pointer) records that any stack variable reference contained by value

is written to the address specified by pointer.

• load (value, pointer) indicates that value contains any stack variable reference

previously written to the address specified by pointer.

• copy (dst, src) assigns dst the pointer info of src.

We use derive to instrument pointer-sized add, sub and and instructions that have one constant

operand. If base is associatedwith a StackVar, we initialize themetadata of derived accordingly.

Additionally, for and instructions, we capture the alignment factor in the associated StackVar.

If an add or sub instruction does not have a constant operand, we instrument it with derive2.

If exactly one of its operands points to a stack variable at runtime, we forward the arguments

to derive with the known pointer operand as base. If both operands of a sub instruction are

pointers, the result is the difference between the two pointers. Here, we call link instead to record
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that both pointers belong to the same variable. The same applies to cmp instructions. Linked

variables are stored by the runtime as pairs in a hash set.

The load and store operations are inserted for the LLVM-instructions of the same name. They

record any pointers to stack variables that are written to memory by updating the Address Map.

Additionally, if we load or store from or to a stack variable, we update the upper bound of the

StackVar associated with the pointer by the size of the memory access (e.g., a store of a 32-bit

integer to a pointer will update its upper bound to 4).

To simplify the program, we turn virtual CPU registers into SSA-values before instrumentation.

Hence, we need one last core operation copy to support PHI-nodes. This operation is used to copy

the PointerInfo of incoming values to the PHI-node’s associated PointerInfo. We insert

these at the predecessor-blocks for each phi instruction.

False Derives

Deriving a value from a pointer does not always yield a new pointer. Writes to 16-bit or 8-bit x86

sub-registers do not zero out their upper 16 or 24 bits, respectively. This is prevalent in C++ code

using booleans. Because there can be arbitrarily complex code between writing to and reading

from such a register (including crossing function boundaries), it might not be possible to determine

that the upper bytes of a register are stale. This creates a false dependency on the value previously

stored in the register. This is problematic if the previous value is a tracked pointer, because the

result of a subregister store appears to be a pointer, but might be an entirely unrelated value. The

only way to confirm the value’s validity as a pointer is to wait until it is dereferenced. For this

reason, we do not update the bounds of stack variables in the derive operation, but only within

the load and store operations.
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Out-of-Bound Pointers

Deferring updates to the bounds of stack variables until a pointer is dereferenced addresses out-

of-bound pointers only partially. It correctly handles the case exemplified in Listing 3.4. However,

sometimes, the base pointer itself can be out-of-bounds of the variable it refers to. In that case, we

need to defer initialization of the bounds until the first access, instead of automatically assuming

that the base pointer is part of the object. Hence, we update bounds according to the following

conditions:

• The bounds of StackVars are initially undefined.

• The first time any pointer associated with a StackVar is dereferenced, the lower and upper

bounds are initialized with that pointer’s offset.

• When linking two StackVars, their ranges are only merged if both have defined bounds.

Function Calls

Arguments to functions are usually pushed to the stack by the caller. Hence, we not only observe

direct accesses to the stack frame of the current function, but also to the frame of the function

invoking it. Because functions can have a variable number of arguments, we record such accesses

per call-site.

To facilitate this, the runtime keeps track of the call stack and records, for each stack frame, its base

pointer (i.e., sp0) and the call site through which the function was entered. A call site descriptor

comprises, similar to a function, a list of stack variables, a PointerInfo referring to the stack

variable containing the argument list in the original frame, and an id that lets us map it to its

corresponding LLVM call-instruction. The derive operation treats all base pointers with an offset
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greater or equal to the current frame’s sp0 as arguments. These accesses are recorded in the call

site descriptor of the currently active frame.

To keep track of the current call-stack in our runtime, we instrument every LLVM call instruction

with the following operations:

• fnenter (function*, callsite, regs) creates a new frame descriptor for the spec-

ified function that is associated with the specified callsite.

• fnexit (regs) pops the current stack frame from the runtime call stack.

Both operations additionally have a list of registers as arguments to marshal metadata associated

with virtual registers between calls.

Replacing Base Pointers

Tracing yields bounds and alignments for base pointers, argument lists for call sites, and a list

of linked base pointers. After coalescing overlapping and linked base pointers, we generate

function signatures. First, we merge all call site signatures for a function into a super signature.

We propagate the super signature back to all call sites to fill in gaps in argument lists. For example,

consider a call site for a function with four arguments. Suppose we only traced accesses to the first

and third argument. Here, we would fill in the second argument. We omit the fourth argument,

because it could be a directly accessed variable argument. However, if the function’s variable

arguments are accessed indirectly, the variable arguments will be passed as a pointer to an array

allocated in the caller’s stack frame.

Once the signatures of all call sites have been determined, we add function arguments that were

passed on the stack to the lifted function’s signatures. Then, for each coalesced base-pointer set,

we allocate variables with the deduced sizes and alignments. Finally, we replace all base pointers
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with pointers to the newly allocated variables. We ensure we preserve the alignment of these new

pointers if they refer to objects for which we observed they are used in alignment operations. At

this point, we can remove the emulated stack from the lifted binary, since all dependencies on the

emulated stack were replaced with native stack allocations.

3.5 Implementation

We implemented Wytiwyg as an extension to BinRec, because it is, to our knowledge, the only

dynamic binary to LLVM IR lifter and recompiler capable of translating COTS binaries reliably.

We upgraded the LLVM version used by BinRec from 3.8 to 14 and rebased the S2E plugins used

for exporting traces onto upstream S2E [16]. Rather than translating the machine code to LLVM IR

while the program is running, we use a modified version of RevGen [15] to lift the program offline

after completion of the initial tracing. We found this to accelerate the initial tracing drastically and

eliminate complexity originating from merging LLVM modules containing the unprocessed traces.

Finally, we incorporated a driver that executes tracing, translation and application of refinements

automatically.

At the time of development, BinRec did not support lifting of x86 64-bit binaries. Therefore, our

prototype targets only x86 32-bit binaries. This does not affect the generality of our approach,

because there are no fundamental differences between these two architectures in terms of how

the generated code interacts with stack memory.

3.5.1 Function Recovery

The original version of BinRec did not recover functions and merged all basic blocks into one

large function. Naturally, this is an unsuitable representation to lift variables that are local to
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their function. Hence, we implemented a function recovery similar to the approach detailed in

Nucleus [8].

Initially, we create an inter-procedural control-flow graph of the entire binary based on the control

transfers that were logged during tracing. Then, we mark any block that is the target of either

a direct or indirect call instruction as a function entry. Before function bodies can be computed

accurately, all tail-calls have to be identified. Tail-calls are jump-instructions inserted by compilers

in place of regular call-instructions. This can happen if a function f1 calls another function f2

with the same signature and the call to f2 would be the very last instruction of f1 before it would

return. Like regular calls, tail-calls can be indirect and/or have a variable number of arguments.

The majority of tail-calls can be identified by checking for each direct or indirect jump, whether

any of its targets match the entry address of an already identified function.

Sometimes a function has no regular callers and is only encountered as a target of tail calls. Nucleus

would merge such functions with their callers and classify the result as a function with multiple

entries. Because LLVM IR lacks a natural representation for functions with multiple entries, our

implementation splits functions such that there are no overlaps and have only one entry. Our

algorithm for this simple: we compute for each function entry the set of blocks reachable through

jumps. Then we count in how many functions each block is contained. If a block is contained in

more functions than any of its predecessors, it is marked to be a function entry. We found this

approach to work reliably across all our inputs, including ones that contain nested and/or indirect

tail calls. Functions that are exclusively reachable through a single tail-call and have no regular

call sites throughout the entire program are merged with their caller, however. We verified our

results by cross-referencing all detected functions with the binary’s symbol table (if available) and

did not encounter any false positives.
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3.5.2 Variable Argument Library Calls

Since arguments of calls to external functions are passed on the stack, recovering the operands of

these calls is a prerequisite to full stack symbolization. If their prototypes are known, BinRec lifts

such calls by loading the corresponding arguments from the emulated stack and specifying them as

operands to an LLVM call instruction. Fortunately, identifying the arguments of external functions

is trivial for most system library functions, because their signatures are known. However, functions

that have prototypes with a variable number of arguments, such as open or the printf-family of

functions, require special handling.

To lift calls to these functions, BinRec uses a mechanism called stack switching. Because the lifted

program pushes all arguments on the emulated stack as required by the external function, the

lifted program instructs the native stack pointer to point to the emulated stack for the duration

of the external call. However, this approach is not compatible with stack symbolization. During

symbolization, Wytiwyg eliminates the emulated stack, so it is no longer possible to perform stack

switching. Hence, arguments to these calls have to be recovered before Wytiwyg can proceed

with symbolization.

There is no uniform way to determine the number of arguments at call sites for variable argument

functions. The full prototypes for individual call sites to such functions can usually be determined

by inspecting the values of the functions’ named arguments at runtime. Therefore, Wytiwyg

uses an additional refinement before stack symbolization to fully lift calls to these functions. For

example, this refinement inspects the format string passed to printf-style functions at runtime

to determine an exact signature for each call site.
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3.5.3 External Functions

Wytiwyg has to account for any effects on pointers passed to external functions. Because dynami-

cally linked functions are not lifted, we can only instrument calls to them. In our implementation,

we maintain a database of known external library functions together with their signatures. The ma-

jority of effects necessary for tracking pointers can be expressed through a small set of constraints

on the functions’ arguments and return values:

• ObjectSize (ptr, size, count): The object specified by ptr is at least as large as

the product of size and count (e.g., fread).

• ZeroTerminated (ptr): The data that ptr points to is zero-terminated (such as C

strings).

• Derive (derived, base): The pointer derived refers to the same object as the pointer

base (e.g., strtok).

• Clear (ptr, [size]): The external function will clear out any references to stack vari-

ables stored in the object that ptr refers to (such as structure initialization or memset).

• Copy (dst, src, [size]): The external function will copy any references to stack

variables stored in the object src to the object dst (such as structure initialization or

memset).

• FormatStr (str, valist): The argument str is a C-style format string that describes

the arguments contained in a standard C va_list (e.g., vprintf).

During instrumentation, we translate these constraints into the tracing operations documented in

Section 3.4.2.
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3.5.4 Non-Deterministic Code

For certain programs, the same input can cause different paths across multiple executions. There

are many reasons for this to happen. The execution could depend on timing, randomness, pointer-

values, or other factors that cannot be easily controlled. If a path was not driven during execution,

then there is no analysis data available to symbolize variable references on it. BinRec/Polynima

(refer to Chapter 4) is already capable of detecting control-flow misses (i.e., a direct or indirect

jump to an untranslated address) in the recompiled binary. If such a miss is detected, the offending

address is merged incrementally with the inter-procedural control-flow graph and the binary is

re-recompiled. However, variable references on paths that could not be driven during tracing

would still refer to the emulated stack.

Because our current implementation depends on instrumenting the whole binary, we cannot

selectively trace a subset of blocks. For our target benchmarks (Xalan-C++ and GCC), we found

this to be an issue, in particular with hash sets and maps that rely on pointer-values as keys.

Because of the varying key-values, different paths checking for collisions would be exercised

across different runs with the same input. Without the ability to drive execution through these

collisions selectively, we cannot symbolize base pointers in these paths correctly (since our tracing

data contains no information on these base pointers). To handle this, we statically coalesce these

pointers with the inferred stack layout. This risks incorrect symbolization because of potential

out-of-bounds pointers (as described in Section 3.2). However, we found that not to be an issue

for our target benchmarks, since these difficult-to-trace paths are usually not occurring together

with the problematic iteration pattern.

3.5.5 Untangling Large Stack Frames

Functions with very stack frames spanning multiple (4 KB) pages require some extra work to

set up the frame in their prologue. On Linux, rather than allocating a fix amount of space for

54



a program’s stack, the kernel grows the stack as needed. This is achieved by reserving a guard

page at the end of the physically allocated stack. When the program tries to access this guard

page, a page fault is raised, and the kernel allocates a new page for the stack. When a function’s

stack frame spans multiple pages, it might move the stack pointer past the guard page into an

unmapped region. On accessing this unmapped region, the running program would crash with a

segmentation fault. To avoid this, functions with large frames have to ensure in their prologue

that all pages are allocated before they are used. This is usually achieved by decrementing the

stack pointer and performing a memory access in a loop one page at a time until the frame has

reached the desired size (compare with Listing 3.5).

Listing 3.5: Setting up large stack frame on page at a time.

1 func():

2 # ...

3 lea r11, [rsp-0x7000] # Target address

4 .L1:

5 sub rsp, 0x1000 # Decrement by one page

6 or qword [rsp], 0x0 # Access the page to allocate it

7 cmp rsp, r11 # Compare with target address

8 jne .L1 # Loop until target address is reached

9 .L2:

10 # ....

Our analysis is based on the assumption that variable base pointers are expressed as immediate

offsets from sp0. If the stack pointer is decremented in a loop, the base pointers of the variables

in the stack frame are expressed in terms of the loop. This would turn the stack into one large

variable. To avoid this, we have to untangle this loop and replace all uses of the stack pointer after

the loop with the final value of the stack pointer. Since this loop monotonically increments the

stack pointer, we can use LLVM’s Induction Variable Simplification that automatically computes

the value of the stack pointer and replaces all uses of the stack pointer that depend on the value

computed by the loop.
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3.6 Evaluation

We evaluate our implementation in three ways. First, we verify the ability ofWytiwyg to symbolize

programs from the SPECint 2006 benchmark suite while retaining their functionality. Each target

benchmark is compiled in multiple configurations with different compilers and optimization levels

to ensure a broad range of inputs. Second, we estimate the “quality” of the generated IR. Since

there is no agreed-upon benchmark to measure IR-quality, we rely on performance measurements

of the recompiled binaries as a proxy indicator for IR-quality. Language frontends strive to produce

IR that is best understood by passes that are part of LLVM, and developers within the LLVM

ecosystem optimize their downstream applications to process IR emitted by those frontends. Since

LLVM’s primary purpose is program optimization and efficient code generation, we argue that a

decrease in runtime overhead indicates that the refined programs better match the expectations

of LLVM and LLVM-based tools. Last, we conduct a comparative analysis of the inferred stack

layouts against the ground-truth data provided by LLVM to ascertain the accuracy of our approach.

We target the SPECint 2006 benchmark suite, which has been widely used in previous binary lifting

and recompilation literature [3], [6], [22], [32]. This benchmark-suite comprises single-threaded

real-world programs, which makes them an ideal target to evaluate the impact binary recompilers

have on performance and correctness. We exclude the omnetpp and perlbench, because our

prototype does not handle setjmp/longjmp and C++ exceptions. We do not evaluate on the

SPECfp 2006 set of programs, because x87 instructions are translated using QEMU’s software

float emulation, and our current implementation does not convert these to LLVM floating-point

instructions.

Liu et al. identified BinRec [3], McSema [48], RetDec [27] and mctoll [53] as the best available

binary lifters targeting a compiler-level IR [32]. According to their paper, McSema is the only static

lifter able to recompile a subset of the SPECint 2006 benchmarks. Although McSema can symbolize

stack variables using IDA Pro’s stack analyses, the authors admit this process is not automatic
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because of the heuristic nature of IDA Pro’s analyses [21]. For these reasons, we compare Wytiwyg

with SecondWrite, which was provided to us by its authors. To our knowledge, it is the only binary

to LLVM IR lifter that claims to be capable of recompiling most of the SPECint 2006 benchmarks

and supports the symbolization of stack variables.

3.6.1 Functionality

The primary goal of our approach is to recover high-level semantics in binaries without relying on

heuristics tailored to the program, compiler or optimization level. To assess whether we achieve

this, we compiled each benchmark in multiple configurations. We use the latest GCC 12.2 and

Clang 16 compilers at their highest optimization level -O3. Additionally, we compiled one set of

unoptimized benchmarks with GCC 12.2. SecondWrite could disassemble none of the benchmarks

because certain SIMD instructions are not handled by their translator. Hence, we also compiled

all benchmarks using GCC 4.4.3 with optimizations enabled on Ubuntu 10.04. This is very close

to the GCC version used in the original evaluation of SecondWrite (GCC 4.4.1). We note that,

while we did not pass any flags to GCC 12.2 or Clang 16 to emit architecture-specific instructions,

older versions of GCC do not emit SSE instructions by default. Since BinRec implements SIMD

instructions in software using helper functions provided by QEMU, instruction compatibility is

not a concern for Wytiwyg.

We used the ref datasets as inputs to trace and validate the recompiled binaries. Wytiwyg

successfully lifts and recompiles all binaries and inputs, with no manual intervention. Because

the gcc and xalancbmk benchmarks make use of hash maps using pointers as keys, different

executions of the same inputs explore different paths in the lifted binary. We used BinRec’s

incremental lifting to generate sufficient coverage for these binaries [3]. For the same two

benchmarks, we increased the maximal allowed stack-sizes (using ulimit -s) due to deeply

nested recursive call-chains. Wytiwyg turns tail-calls into regular calls, and the LLVM-signatures
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Table 3.1: Normalized runtime of recompiled binaries relative to the runtime of their respective

input binary for each configuration.

BinRec / Wytiwyg SecondWrite

no symbolize 7 GCC 12.2 Clang 16 GCC 4.4 GCC 4.4

symbolize 3 -O3 -O0 -O3 -O3 -O3

bzip2 7 1.15 0.74 1.21 1.06 0.94

3 1.03 0.51 1.13 0.85 0.91

gcc 7 1.39 0.82 1.58 1.18 —

3 1.22 0.49 1.25 0.89 —

mcf 7 0.99 0.75 1.09 0.97 0.98

3 0.92 0.65 1.07 0.88 1.08

gobmk 7 1.25 0.99 1.20 1.20 —

3 0.99 0.79 0.97 0.91 —

hmmer 7 2.38 0.67 1.59 0.72 0.99

3 3.04 0.48 1.30 0.60 0.98

sjeng 7 1.06 0.79 1.13 1.09 1.16

3 0.85 0.62 0.87 0.82 1.11

libquantum 7 1.15 0.92 1.57 1.16 1.26

3 1.21 0.70 1.14 0.89 —

h264ref 7 1.35 0.83 1.60 1.05 1.75

3 1.01 0.48 1.23 0.84 1.73

astar 7 0.95 0.69 1.04 0.96 1.08

3 0.79 0.47 0.91 0.80 1.08

xalancbmk 7 1.13 0.55 1.23 1.17 —

3 0.90 0.10 0.87 0.77 —

Geomean 7 1.24 0.76 1.31 1.05 1.14

3 1.10 0.48 1.06 0.82 1.12

of the caller and caller do not always exactly match up in the recovered binary. This prevents

LLVM from lowering these calls back to tail-calls.

We recompiled binaries with SecondWrite using default optimizations and disabling speculative

disassembly. Without stack splitting, all binaries could be recompiled, except xalancbmk and

gobmk. xalancbmk could not be linked and gobmk could not be processed by SecondWrite’s disas-

sembler. gcc crashed on every single ref input, even after disabling all of SecondWrite’s heuristic

optimizations and enabling speculative disassembly. libquantum crashed during execution if we

enabled stack splitting.
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We also noticed that SecondWrite cannot lift binaries that have been compiled with position

independent code (PIC). It does not handle some types of relocations, that GCC 4.4 emits for

position independent code. This is only a minor engineering defect, and we were able to produce a

working binary for mcf by manually patching these relocations. A more significant issue that we

encountered was limited support for jump tables. For example, the jump table in the PIC version of

the function BZ2_decompress from the binary bzip2 was entirely missing. Even when enabling

speculative disassembly, the jump-targets were not present in the lifted LLVM IR. We assume

SecondWrite cannot identify speculative control transfer targets if the references to them are not

encoded as absolute addresses in the binary’s data.

3.6.2 Performance

Our performance experiments were conducted on a system running Ubuntu 22.04 with an AMD

Ryzen 9 3900X running at a base clock of 3.8GHz. We disabled frequency boosting, clock-frequency

scaling and simultaneous multi-threading to produce consistent results. We instructed LLVM to

target the pentium4 architecture, to avoid measuring the impact of newer CPU features that are

available on our target machine.

Table 3.1 contains the relative performance impact of recompilation and stack symbolization on

each of our input binaries. Across almost all benchmarks, our stack symbolization approach

significantly improves the runtime overhead of recompiled binaries, with the worst case average

runtime for heavily optimized binaries at 1.10x. However, binaries that were not compiled with

the latest state-of-the-art compilers can experience a significant uplift in performance: programs

compiled with GCC 4.4 see a 1.22x speedup, despite being compiled at the highest optimization

level. Unoptimized binaries are more than twice as fast, with an average speedup of 2.10x.

Compared to the non-symbolized versions of those binaries, these performance improvements
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confirm our hypothesis that recovery of fine-grained stack symbols is central to enhancing the

IR-quality of lifted programs and allows for full-scale program reoptimization.

We also improved the non-symbolized baseline for unoptimized binaries compared to the original

version of BinRec from 0.98x [3] to 0.76x. This is partly due to upgrading BinRec from LLVM 3.8

to LLVM 14, but we found that performing function recovery enhances the results even further.

Without function identification, calls were translated into jumps to the function’s entry basic

block and return instructions were turned into LLVM switch-instructions that determine the

return target based on the return-address stored on the stack. In the resulting control-flow graphs,

frequently called functions act as “chokepoints”, because calls appear to return to entirely different

call-sites. This optimization hazard is even more prevalent in unoptimized binaries, where small

functions with many call sites are not inlined.

To understand the relationship between recompiled and native binaries, we compared all runtimes

in Figure 3.4 with the baseline of native binaries generated by GCC 12.2. The performance of the

recompiled binaries across all -O3 configurations approaches the GCC 12.2 baseline, although

-O0 is slightly behind. This disparity can be attributed to Wytiwyg not yet recovering global or

heap variables, because accesses to these variables are not optimized when compiling a program

with -O0. Since we do not symbolize these, LLVM’s ability to reoptimize these accesses in the

lifted program is limited.

Despite symbolization enhancing performance in most cases, there are some outliers: hmmer and

libquantum, when compiled with GCC 12.2 and optimization level -O3, experience a degradation

in performance. This indicates that LLVM’s optimization heuristics are not optimal when applied

to the lifted programs. Especially the 2.28x (3.04x if symbolized) slowdowns of hmmer contradict

existing binary recompilation literature, where recompiling this benchmark often exhibits one of

the greatest performance improvements across SPECint 2006 [3], [6]. However, Figure 3.4 reveals,

that more recent compilers are able to drastically reduce the runtime of this benchmark, to where
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Figure 3.4: Normalized runtime of input (∗) binaries, binaries recompiled and symbolized with

Wytiwyg (†), and binaries recompiled and symbolized with SecondWrite (‡) relative to the runtime

of the respective binaries compiled and optimized with GCC 12.2.

a 3.04x slowdown relative to the GCC 12.2 binary is still faster than the binary produced by GCC

4.4.

We found that vector instructions in the original binaries can cause non-optimal code after lifting.

Although LLVM often synthesizes the software-emulated SIMD instructions into LLVM intrinsic

vector instructions, the generated sequences are usually more verbose and less efficient. Further, if

a function accesses a vector register only partially, it creates a false dependency on the value of that

register before the entry of this function. If a program uses SIMD instructions only sparsely (such

as gcc), these false dependencies can cause vector register values to be copied across multiple
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function boundaries. Hence, we believe that there is room for improvement by lifting vector

instructions more effectively.

Our measurements for SecondWrite diverge with the reported results [6]. Without stack splitting,

in the original evaluation, they measured speedups for libquantum, h264ref and astar rather

than slowdowns. Similarly, we did not observe a 1.38x speedup for hmmer. We verified Second-

Write is compiling the lifted IR with optimizations enabled and could not identify a reason for this

disparity. After enabling function splitting, we measured an improvement of 2 percentage points,

which appears consistent with the results reported in their paper. We note SecondWrite does not

lift using a separate, emulated stack, and always inlines stack frames as allocations into the lifted

LLVM functions. This explains to some extent the smaller improvement compared to the binaries

recompiled without stack splitting.

3.6.3 Splitting Accuracy

To evaluate the accuracy of our approach, we compare the dynamically recovered stack-allocations

with the ground-truth generated by LLVM 16’s Stack Frame Layout analysis. This analysis outputs

the stack layout used by code generation for each function when compiling from source. We only

consider functions that were executed in our traces, since untraced functions are not contained

within the lifted binary. The results are displayed in Figure 3.5. We assign each ground-truth

allocation one of four categories depending on whether it overlaps with an object in the recovered

layout: matched on perfect match, oversized, undersized and missed on full, partial or no overlap,

respectively. Matched and oversized allocations are sufficiently large to prevent overflows, al-

though oversized allocations potentially prevent optimizations. Undersized and missed allocations

indicate that there might exist valid inputs to the original program that will cause out-of-bounds

accesses in the recompiled program. We note that spilled floating-point and XMM-values can

decay into multiple smaller objects due their emulation in software. Although those objects are
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Figure 3.5: Accuracy of Wytiwyg.

safely symbolized, our evaluation classifies them as undersized. However, we believe they are

only a small fraction of undersized objects. Regardless, our approach achieves a precision of 94.4%

and a recall of 87.6% without providing additional inputs.
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Chapter 4

Polynima—Practical Hybrid

Recompilation for Multithreaded Binaries

Chapter 3 presented an iterative and incremental approach for recovering stack variables in

single-threaded binaries. With some minor exceptions, the programs that were evaluated are

highly deterministic and explore consistently the same control flow paths across different runs

with the same inputs. This is an oversimplification of the real-world software space, as most

contemporary software is multithreaded and exhibits non-deterministic behavior because of the

concurrent execution of multiple threads. Crucially, no existing recompiler addresses the specific

challenges imposed by multithreaded programs that are ubiquitous in the modern software space.

This chapter introduces Polynima, the first practical binary recompiler that supports the general

lifting and recompilation of a wide range of multithreaded x86/x64 binaries. Rather than relying

exclusively on static or dynamic analyses, Polynima implements a hybrid control flow recovery

approach that combines the benefits of both techniques, while providing an efficient strategy for

handling unknown paths.
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4.1 Lifting Non-Deterministic Programs

Besides the analysis challenges outlined in Chapter 2, the non-deterministic nature of multi-

threaded programs poses additional challenges for recompilation. The key promise of trace-driven

recompilation techniques has been generation of recovered programs that might not contain every

possible (valid) path of the original binary, but at least guarantee functional correctness for the

inputs that were exercised during the trace. This guarantee guarantee cannot be extended to any

multi-threaded program, because the interleaving of threads can cause execution of unexplored

paths across different runs. As mentioned in the previous chapter, this issue also affects single-

threaded binaries that might not even rely on explicit sources of randomness or non-determinism

(e.g., rand or gettimeofday), but are subject to implicit non-deterministic conditions that vary

across executions, such as hash-table lookups using pointers as keys. The recompiled programs of

such binaries suffer from similar reliability issues as statically lifted programs, since they may fail

randomly even when processing known inputs.

For some programs, it might be possible to limit possible sources of non-determinism artificially,

such as by providing a fixed seed for the random number generator, or disable address space layout

randomization (ASLR) to ensure that pointers have the same numerical values across different

runs. For multi-threaded programs, this is not a viable option. The interleaving of threads is

inherently non-deterministic and can lead to different execution paths, even when the same inputs

are provided. Even if the scheduler is fixed, the order in which threads access concurrently shared

data structures can lead to different outcomes. The only way to eliminate non-determinism in such

programs is to force them to execute in a single-threaded environment. However, the associated

performance penalties associated with this approach are unacceptable for most applications.

One proposed approach for handling non-deterministic programs is to lift the binary incrementally.

Section 2.1.1 already provided a brief overview of the incremental lifting approach. The idea is

to start with a partial recompilation of the binary that only covers the control flow paths that
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are exercised during the initial trace. When during its execution a new path is discovered that is

not part of recompiled binary (i.e., a “control-flow miss”), the program logs the computed target

address and terminates itself. This address is then fed back into the recompiler, which executes the

binary in a processor emulator/tracing engine. After conclusion of the trace, the recompiler finally

merges the resulting trace into the already lifted program and generates a new recompiled binary.

This approach was first implemented in BinRec [3]. However, the proposed incremental lifting

approach has only limited utility when working with non-deterministic programs. Since driving

the program from its entry-point to the control-flow miss might not be trivially possible, the

instruction-pointer is initialized instead with the logged address. No other state is retained from

the terminated process (i.e., heap, stack, and registers remain completely uninitialized). When

running the program from an arbitrary point with no initialization, it will usually crash before

it reaches the next branch or call-instruction. This means that at most one linear instruction

sequence can be lifted after each control-flow miss. After recompiling the program with the newly

added path, execution has to be restarted from the beginning, and navigate the same path that

initially triggered the control-flow miss to reveal the next address executed within that path.

If that path is only taken by chance, it might take a long time until the next control-flow miss

of the missing path is discovered. Crucially, the incremental lifting approach does not produce

recompiled binaries that can be run without the danger of encountering control-flow misses,

because it fails to generate comprehensive coverage for rarely executed paths that are part of the

original program.

4.2 Design and Implementation

To address the challenges posed by non-deterministic programs, we propose Polynima, a prac-

tical hybrid recompiler that supports the general lifting and recompilation of a wide range of

multithreaded x86/x64 binaries. Polynima is an end-to-end recompiler comprising modules that
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Figure 4.1: Overview of Polynima. Dashed lines indicate optional steps.

perform control flow recovery, translation of machine code to LLVM IR, optimization and lower-

ing. Figure 4.1 summarizes the system’s architecture. Recompiled programs generated through

static-only analyses acts as a functional baseline replacement for the input binary. Although this

initial output representation only supports control flows that are recovered through the COTS

disassembler, we instrument the lifted IR to handle unknown transfers at runtime. Our optional

dynamic analyses, such as those for optimizing the lifted IR, build on top of this representation.

4.2.1 Compatibility

Our prototype supports a wide range of binaries, but we impose certain reasonable restrictions

on the input for implementation reasons. We support the recompilation of x86/x64 Linux-based
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C and C++ binaries for their original architectures. Binaries may use threading models and

synchronization primitives as exposed by POSIX threads (pthreads), C11 (thread.h), C++11

(std::thread) and OpenMP programming models. Supported programs may also implement

custom primitives provided by functions from any of the above interfaces, such as C11 (atomic.h)

or C++11 (std::atomic). We also handle compiler built-ins, such as the __sync_* variants,

that are typically compiled using hardware atomic instructions.

Linux threads, in this case defined as lightweight processes, are spawned by calling the clone

system-call, which is wrapped by library functions such as pthread_create or thrd_create.

Polynima supports external library calls with unknown interfaces through stack-switching, where

the native stack pointer points to the emulated stack for the duration of the call. However, if the

call enters a new thread context, it would work with its own thread-local stack. Implementing

stack-switching in such a scenario would involve dealing with four stacks of execution, making

the implementation overly complex. For that reason, we require the knowledge of signatures

for library functions that spawn threads, such that we can lift them to execute on the native

stack. We do not support user-level threads that can be achieved through get/setcontext,

make/swapcontext, and longjmp/setjmp.

4.2.2 Control Flow Recovery

For the initial lift, Polynima consumes information about function entry points, the basic blocks

belonging to them, and the direct control transfers between identified basic blocks from a COTS

disassembler. We treat jump and call instructions as basic block terminators and explicitly label

control transfers as jump-based or call-based in the CFG. Basic blocks are labeled as direct if the

terminator instruction encodes the transfer’s target address, and indirect otherwise.

For indirect control transfers, we assume a set of known targets and lift them as switch statements

that select their target based on the current value of the emulated program counter (PC). Each
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switch case represents a value that the PC could assume in the original program, and is mapped

to the corresponding lifted block in the IR. But, obtaining a set of targets for an indirect control

transfer is a hard problem. Polynima thus implements a hybrid approach that can use static and

dynamic analysis results. We currently support three distinct ways to achieve this.

Static

Modern disassemblers implement various heuristics to resolve jump tables and infer targets

of indirect calls. Polynima consumes (but does not require) disassembler-provided targets for

indirect jumps and calls, benefitting from advances in static CFG recovery. As the control flow is

conditioned on the actual PC value at runtime, Polynima can also graciously handle incorrectly

predicted targets. However, as statically collected information can be imprecise, we may observe

previously unknown control flows during the execution of the recompiled binary.

Additive

To support dynamically discovered targets, Polynima implements additive lifting. We achieve

this by redirecting the default case of all switch statements for indirect control-transfer (which

is executed if the target address has not been observed for this branch) with a runtime function.

When encountering a new path, the runtime updates the on-disk representation of the CFG with

this information and then stops program execution.

Starting at this target, we perform a static recursive descent style exploration of the original binary

control flow and integrate back all the discovered paths into the known CFG. This technique is

useful for jump-table style control transfers, where the paths from the newly discovered block

eventually join with the rest of the known CFG through direct transfers. We then rerun the

recompilation pipeline to generate a new binary that supports the additional paths. The entire

process can be thought of as a recompilation loop, with each intermediate output supporting
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statically known and dynamically discovered control flow. Discovering new paths by natively

executing the recompiled output is an efficient and complementary strategy for static CFG recovery

techniques.

Crucially, additive lifting enables on-device lifting. This can be useful for recompiling legacy binary

programs without access to their original execution environment or a suitable emulator. Users

first statically generate a fully functional recompiled binary that lacks information about indirect

control-transfers. Then, the binary is ran on the new architecture, and the recompilation process

is triggered when a new path is discovered. This is possible as the recompilation process enables

the linking of new libraries, patching unsupported instructions and compiling for a different ISA.

Dynamic

We note that the performance of the above approach is directly proportional to the total time

required for each recompilation run. This can be inefficient when, (1) the time required for an

individual lift-and-lower step is high, such as in the case of large binaries, (2) unseen control flows

are observed a long time from execution start.

To resolve this, we provide an optional and low-overhead Indirect Control Flow Target (ICFT)

tracer that can be used upfront to augment the statically recovered CFG. Given a set of inputs, it

observes concrete executions of the program and records all targets of indirect control tranfers. It

then merges information recorded across the different runs, providing the benefits of an entirely

dynamic recompiler.

Note that additive lifting complements the ICFT tracer module. Non-deterministic behaviors

may lead to certain program paths never being exercised even after extensive tracing, which

necessitates sound handling of the unknown control flows in the recompiled binary. As discussed

earlier, such behaviors are prevalent in multithreaded machine code because of the various thread

interleavings that are possible at runtime.
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4.2.3 Callbacks

Correct handling of callback functions is crucial to support multithreaded binaries that use

lightweight processes as a threading mechanism (as opposed to user-level threads). This is because

the underlying interface of clone, which is used to spawn threads on Linux, requires an entry

point for the new execution context. These are considered as external entry points, since the

control flow transfers from an external library to the binary program. Full-program recompilation

forces code layout changes, which makes existing code pointers invalid. To ensure correct support

for external entry points, recompilers need to identify and rewrite all instances of function pointers

passed to external procedures precisely. They must also implement the sound handling of the

execution context switch from external library code to the recompiled binary and back.

Rev.ng supports external entry points through static linking of libraries and treating them as

indirect calls. However, lifting all external library dependencies and linking them into one large

program is often undesirable, because it unnecessarily increases binary size andmakes it impossible

to rely on the system’s packagemanager to update such libraries. McSema andmctoll try to identify

function pointer arguments passed to external functions statically to rewrite them. However,

tracking pointer-values in machine code, especially if they are passed across function boundaries,

can be hard. Also, it may be impossible to solve this problem precisely using static analysis if

pointer values are materialized in registers or memory during execution.

BinRec does not rewrite function-pointer arguments and instead inserts trampolines at the original

address of function entry points. The trampolines divert control to helpers that marshal native

state into emulated state, execute the lifted code and then translate the emulated state back to

native before jumping back into external library code. Although this approach is sound, BinRec

does not handle the case where the entry point may be executed as part of a different thread.

Specifically, it does not correctly initialize the virtual CPU state and the thread-local emulated

program stack upon entry, which may cause faults at run time.
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External library calls take function pointers as arguments when, (1) performing callbacks, as

with qsort which requires a user-defined comparator function, (2) spawning new threads of

execution, as with pthread_create which requires an entry-point in the new execution context.

Statically identifying the values of the arguments to such calls is hard, as function pointers could

be materialized in registers or loaded from memory at run time. To remain general, recompilers

that recover functions must assume that any lifted function could be used as an external entry

point.

We insert trampolines at addresses of each of the function starts in the original binary that jump

to custom wrappers that enable transition of the execution context from the library code to the

lifted code. We implement them to support handling the case when the execution is part of a new

thread. This way, irrespective of whether we can statically identify if the original binary spawns

new threads, we perform correct recompilation. However, to achieve this, we need to mark all

lifted functions as external at the IR-level since LLVM could optimize away or inline functions

that act as possible external entry points. This increases the overall code size, becazse we need to

preserve all function bodies and their callback wrapper implementations during the recompilation

process. This approach also prevents inter-procedural compiler optimizations, which affects the

performance of the recompiled binary.

To that end, we implement a dynamic analysis based instrumentation pass, on top of the lifted IR,

that records the names of functions used as callbacks for a set of inputs. We merge information

collected across different runs and subsequently remove wrappers for functions that are not

observed as external entry points and mark them as internal instead. This makes them available

to the compiler for aggressive optimization, which benefits the recompiled output in terms of code

size and performance. Note that this is an optional optimization step, and that the recompiled

binary provided as input to this stage is a fully functional replacement of the original input.
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4.2.4 Per-Thread Stack

Polynima-lifted IR operates on a virtual CPU state that comprises registers, flags and stack memory,

that are represented as global variables. For lifted functions, we implement a conservative version

of the prototype recovery algorithm as described in Elwazeer et al. in [18]. Functions take as

arguments output registers (registers they may read and write to) and input registers (registers

they may only read from). All functions only rely on the validity of the stack pointer register

passed in as an argument, and do not make any other assumptions about the stack.

To support multithreaded binaries, we mark variables that represent the global state as thread-local

to ensure that each thread operates on its own copy of the virtual state. We repurpose the callback

wrappers to identify if the binary is in a new thread of execution, and use it to initialize relevant

thread-local CPU state such as the segment registers and flags. We allocate memory that acts

as the emulated stack for the call-graph starting at the thread-specific entry point, and copy

over caller-provided arguments from the native stack into it. The emulated stack pointer then is

initialized to point into this allocation.

4.2.5 Handling Atomic Instructions

Support for hardware-provided atomic instructions is necessary to handle multithreaded machine

code. A naïve approach to their translation is to decompose them into distinct loads and stores,

with all the accesses synchronized using a global lock. This maintains all the guarantees in terms

of exclusive access to memory and the ordering of accesses. But, a major drawback is that all

threads executing an atomic or non-atomic memory accessing instruction have to acquire the

same global lock, irrespective of whether the referenced memory locations alias.

To optimize this, we translate atomic instructions to the corresponding compiler built-ins at

the LLVM IR-level during lifting. Consider the translation of the lock cmpxchg dword ptr
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[rsi], ecx instruction in Listing 4.1. This instruction compares the value in the eax register

with the value stored in the destination operand (i.e., memory pointed to by rsi). If the two values

are equal, the second operand is loaded into the destination. Otherwise, the destination operand

is loaded into eax. The instruction also updates the zero bit of the EFLAGS register depending on

the result of the equality. Because the load and store through rsi are atomic, we need to hold the

lock for the duration of the entire instruction.

We optimize this in Listing 4.2 by using the corresponding cmpxchg LLVM IR instruction. Here,

we perform the update of the (virtual) eax as part of a separate instruction that depends on the

result of the cmpxchg. By marking the cmpxchg as sequentially consistent, we ensure that any

synchronization guarantees provided by the ISA are preserved. Since registers are not accessed

indirectly, no other thread will race to write to the storage location of the eax register.

Listing 4.1: Translation of the cmpxchg instruction using non-atomic instructions, protected by a

global lock.

1 lock(@global_lock)

2 %temp = *%rsi

3 if %eax == %temp:

4 %flags.z = 1

5 *%rsi = %ecx

6 else:

7 %flags.z = 0

8 %eax = %temp

9 *%rsi = %temp

10 unlock(@global_lock)

Listing 4.2: Optimization of the translation of cmpxchg using the appropriate atomic LLVM

instruction.

1 %tmp = cmpxchg *%rsi, %eax, %ecx seq_cst

2 %flags.z = %tmp == %eax

3 if !%flags.z:

4 %eax = %tmp
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4.2.6 Non-Atomic Loads and Stores

Since x86 implements with total store ordering a strong memory model, we need to ensure that the

recompiled binary preserves the original program semantics (see also Section 2.2.3). We considered

the fence insertion strategy formalized by Lasagne [42]. They formalize a memory model “LIMM”

(LLVM IR Concurrency Memory Model) based on fences that are inserted before and after stores

and loads, respectively, to prevent memory access reorderings at the IR-level. The fences used in

their memory model are designed to replicate the guarantees provided by the ARM ISA in order

to be efficient when cross-compiling programs from x86 to ARM. These fences have stronger

semantics than acquire/release fences in LLVM IR, but are weaker than sequentially consistent

fences. Except for sequentially consistent fences, fences in LLVM IR essentially are required to

be paired with another monotonically ordered atomic operation to ensure synchronization. This

is unnecessary in the LIMM model, where fences that are not sequentially consistent establish a

global happens-before relation between non-atomic memory accesses. They do not integrate their

memory-model fully into LLVM, since that would require updating the optimization passes to be

aware of the special semantics of these fences. However, their implementation inserts sequentially

consistent fence whenever a fence is required. We also noticed they do not mark loads and stores

themselves as atomic. This can lead to data-races, since the fences only prevent reordering, but do

not provide any guarantees about the atomicity of the memory accesses they surround.

Ignoring the issue of non-atomic memory-accesses, when recompiling x86 programs without the

aim cross-compilation, this approach imposes unnecessary overhead. The sequentially consistent

fences are lowered to the mfence instruction, which is a full memory barrier that prevents all

memory accesses from being reordered. The recompiled binary would be correct (assuming all

accesses are marked atomic besides inserting the fences), but would impose significantly stronger

ordering constraints than the original binary. Instead, we lift every x86 load to a sequentially

consistent load instruction, and every x86 store to a store instruction with release semantics. This

model ensures that the guarantees of TSO are preserved. The release semantics of stores prevent
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loads and stores being reordered past them. The sequentially consistent loads prevent reordering

with other loads, and that stores are observed in a consistent order by all threads. For x86, this is

a more efficient approach than inserting fences, because sequentially consistent loads and release

stores are lowered to the same regular mov instructions they were lifted from. It also prevents

LLVM from performing incorrect optimizations or removing seemingly unnecessary spin-loops

that could change the ordering semantics of the original program.

We note that we have not formally proven the correctness of our translation. However, we have

tested our approach on a wide range of multithreaded programs and have observed no issues.

Additionally, we have hand-verified our translation using the litmus tests outlined by the x86-TSO

memory model [44]. The alternative would be to mark every store as sequentially consistent.

This would be the most conservative approach, but would impose unnecessary overhead on the

recompiled binary, because sequentially consistent stores are lowered to the xchg instruction.

4.3 Evaluation

Our evaluation is guided by the following research questions:

• RQ1: Does Polynima make available the transformation infrastructure that is available as

part of LLVM to improve and recompile legacy multithreaded binaries?

• RQ2: Can we recompile a diverse set of complex real-world multithreaded binaries while

maintaining correctness and ensuring a reasonable performance cost?

• RQ3: Does our hybrid control flow recovery approach improve state-of-the-art?
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4.3.1 Environment and Software

We wrote a wrapper around the radare2 [4] disassembler to output a static (JSON-based) control

flow graph representation that includes functions and the basic blocks belonging to them. The ICFT

tracer, implemented as a Pin [35] tool, augments this representation with dynamically collected

indirect control transfers. We then invoke the translator module, which is built on top of S2E’s [16]

RevGen [15] utility. This provides us with the infrastructure to translate the individual machine

code basic blocks to LLVM IR (LLVM 14). S2E achieves this by first translating machine code

to QEMU’s TCG intermediate representation and then to LLVM IR. Our translations for atomic

instructions are implemented on top of the upstream S2E.

In the lifted IR, we stitch together the lifted basic blocks to create functions based on the recovered

control flows. Finally, the rest of our lifting pipeline builds on top of BinRec [3], leveraging passes

that enable us to deinstrument the IR emitted by the translator and its infrastructure for lowering

the lifted bitcode. Polynima can be accessed through a single command-line utility that provides

facilities for project management, disassembly, lifting and (additive) recompilation of binaries.

Users need only provide inputs that exercise control flows for the optional dynamic analyses.

We conducted our experiments on a Ubuntu 20.04 LTS system with an Intel i7-8700K CPU running

at a base clock of 3.70 GHz, 32 GB RAM, and 6 cores. To ensure stable performance, we disabled

frequency scaling, hyper-threading, and frequency boosting. We ran each input five times for

performance experiments, summed up their means, and calculated the normalized runtime as a

fraction of the baseline. We compiled all binaries with GCC 8, with stack-protector and position-

independent execution disabled (-fno-stack-protector -no-pie), and optimization level

O3, except for ConcurrencyKit, which defaults to O2.

77



4.3.2 Comparison with Other Lifters

We tried running other state-of-the-art lifters identified in Liu et al. [32] to lift the binaries that

we choose for our evaluation. The authors of RetDec [27] suggest that the tool is designed as a

binary lifter, instead of a recompiler, and that the IR is unsuitable for recompilation. Likewise,

McSema’s [48] authors conveyed that the tool’s primary focus is binary lifting and its overall

recompilation capabilities are experimental. To evaluate Rev.Ng [17], we used musl-gcc and

statically compiled a multithreaded version of the simple “hello world” program. Although

we recover a translated binary, we observe faults during execution of the do_fork procedure,

indicating a lack of support for multithreaded machine code. Lasagne [42], which builds on

top of mctoll [53], supports the lifting and recompilation of a subset of multithreaded binaries.

However, we could not lift any other binaries apart from those belonging to the Phoenix benchmark

suite using their prototype. We also note that the Lasagne was only evaluated on the Phoenix

benchmark suite, which does not contain any atomic instructions. This is despite the fact that the

key-contribution of Lasagne is a memory model that promises correct lifting of atomic instructions

in multi-threaded binaries and cross-compilation to weaker memory models. To our knowledge,

Polynima is the only binary recompiler that supports real-world multithreaded programs while

maintaining original program semantics.

4.3.3 Compatibility and Performance

We test Polynima on a large and functionally diverse set of binaries that comprises real-world

utilities and benchmark suites listed in Table 4.1. We report correct outputs across all the test cases

that we run.

memcached uses pthreads along with compiler built-ins for threading and synchronization. We

use the tool memaslap to check the correctness and benchmark the recovered binary performance

under load. We run memaslap for 2 minutes with the default configuration of the get/set request
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Table 4.1: Supported Benchmarks. Lasagne builds on top of mctoll.

Benchmark LOC Polynima Lasagne McSema BinRec Rev.Ng

memcached [50] 24.4k 3 7 7 7 7

mongoose [36] 7.4k 3 7 7 7 7

pigz [1] 6.4k 3 7 7 7 7

LightFTP [24] 2.4k 3 7 7 7 7

Phoenix [41] 4.4k 7/7 5/7 0/7 0/7 0/7

gapbs [12] 2.8k 8/8 0/8 0/8 0/8 0/8

CKit (spinloops) [2] 1.3k 11/11 0/11 0/11 0/11 0/11

proportion (0.9/0.1) with 2 and 4 threads in each case. In both cases, the recovered binary reports

a less than a 1% difference in the total number of operations performed.

pigz exclusively uses functions provided by pthreads. We benchmark pigz by compressing two

files with compression levels fast, default and slow and across the use of 1 / 2 / 4 threads. We

observe negligible differences in data processed (in mbs per second) and the total time required

for compression in each of the configurations.

We compilemongoose the default multi-threaded web-server example to test mongoose which

uses pthreads. We configure the siege utility to spawn 25 concurrent threads sending requests to

the server for 2 minutes. The average response time for the original server binary is reported to

be 2.02s v/s the 2.03s for the recovered one, indicating a minimal performance difference.

For LightFTP, which also uses pthreads, we stress test the upload and download speeds for the

original and recovered binary. We achieve this by sending concurrent upload and download

requests of 1 MB files for ~45 seconds. The average upload times differ by a margin of 2.4% and

the download times differ by 9%.

Table 4.2 contains the results for the Phoenix benchmark suite, which contains map-reduce

style programs that are used to benchmark parallel executions. Phoenix also uses pthreads for

synchronization and threading. Since we know the Phoenix benchmarks do not contain any atomic

instructions, we can evaluate the impact of missed optimization opportunities when non-atomic
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Table 4.2: Performance of Polynima recompiled binaries on the Phoenix benchmark suite. Results

in the NA columns report performance if loads and stores are not lifted as atomic instructions.

Benchmark O0 O0 NA O3 O3 NA

histogram 0.88 0.81 1.06 1.03

kmeans 0.95 0.54 1.32 1.26

linear_regression 0.90 0.82 1.27 1.20

matrix_multiply 1.01 0.95 1.02 1.02

pca 0.94 0.72 1.13 1.13

string_match 1.27 0.89 1.35 0.94

word_count 1.03 1.03 1.03 1.03

Geomean 0.99 0.81 1.16 1.08

loads and stores are marked as atomic. We use the provided small, medium, and large input

datasets to evaluate the performance of the recompiled binaries.

We highlight the performance of Polynima recompiled binaries for the O0 baseline. For unoptimized

binaries, recompiled binaries perform at par or better than the input with an average speedup of

0.99x, with a maximum speedup of 0.88x in the case of histogram. However, once we remove the

atomicity guarantees for loads and stores, we observe a significant average speedup of 0.81x. For

optimized binaries, we observe a slowdown of 1.16x, on average, with a maximum slowdown of

1.35x. When we remove the atomicity guarantees, we observe a smaller slowdown of 1.08x. In

these cases, we observe performance benefits as the compiler, (1) is effective in optimizing the

lifted IR, (2) is free to choose SIMD instructions available as part of the underlying hardware for

efficient lowering. These results show that Polynima could be useful as a post-release optimizer,

for binaries that were originally compiled with little to no optimizations for an older CPU version.

The gapbs benchmark suite contains reference implementations of various graph processing

algorithms. Programs use OpenMP for parellelization, specifically annotating loop bodies with

#omp parallel pragmas for concurrent execution. They also use primitives from std::atomic,

that lower to x86/x64 hardware atomic instructions, for synchronization.
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Table 4.3: Performance of Polynima recompiled binaries on the gapbs benchmark suite.

32-bit 64-bit

Benchmark O0 O3 O0 O3

bc 1.17 2.59 1.08 1.40

bfs 0.99 0.97 0.79 0.77

cc 0.74 0.94 0.83 1.32

cc_sv 0.89 1.01 0.82 1.25

pr 1.95 2.90 0.80 1.14

pr_spmv 2.01 2.68 0.72 1.22

sssp 0.72 1.06 0.52 1.08

tc 1.35 1.55 1.35 1.35

Geomean 1.14 1.53 0.83 1.17

We evaluate all gapbs binaries (Table 4.3) on integer inputs, for which we use uniform-random

graph inputs of size 220 for each binary. With gapbs, we observe similar trends as with Phoenix.

The performances for unoptimized binaries are closer or better than to originals, whereas we

observe greater slowdowns for the optimized versions. We observe a disparity in the performance

of the recompiled binaries for the 32-bit and 64-bit versions. This is because the 32-bit binaries

use the x87 FPU stack for floating-point operations, which are largely emulated in software. The

64-bit binaries, on the other hand, use the SSE registers for floating-point operations, for which

we have better support to lower them to the corresponding hardware instructions.

ckit. ConcurrencyKit implements custom concurrency primitives using compiler built-ins (C99)

that compile down to use hardware atomic instructions. We first successfully perform correctness

checks for all 11 spinlock implementations using the validation test suite. We then use the latency

benchmark test as part of the regressions suite to compute the average latency (in terms of the

number of clock cycles required) for each spinlock. Each individual test comprises a sequence of

lock and unlock operations, executed in a loop. As these involve the lifting and lowering of various

hardware atomic instructions, the results help us evaluate our approach to their translation. We
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report that the recompiled binary performance is close to the original in almost all cases (Table 4.4),

which validates our earlier claims of efficiency and correctness.

Table 4.4: Performance of the original and the recompiled output (in terms of number of clock

cycles required) on the latency tests in CKit.

Spinlock Native Recovered

ck_anderson 31 25

ck_cas 26 25

ck_clh 26 26

ck_dec 26 24

ck_fas 26 25

ck_hclh 57 57

ck_mcs 56 54

ck_spinlock 26 25

ck_ticket 36 49

ck_ticket_pb 36 35

linux_spinlock 26 23

We use the geometric mean of the results for the unoptimized (O0) and optimized (O3) Phoenix

and gapbs benchmark suites to compute the overall 1.12x slowdown. We now discuss the major

reasons for degradation in recompiled output performance for optimized binaries (O3) in gapbs

and Phoenix.

We recompiled the binaries without the stack-symbolization outlined in Chapter 3. Symbolization

of multi-threaded programs is not as reliable as for single-threaded programs, and our goal was to

generate binaries that are reliable and correct even in the presence of non-deterministic behavior.

As seen in the previous chapter, most optimizations in the LLVM ecosystem are designed to

work with an IR that distinguishes between program variables. Since we do not recover this for

multi-threaded binaries, LLVM has to treat the emulated stack as entirely opaque, which prevents

off-the-shelf optimizations from being fully effective.

We also notice the cost introduced by the non-optimal lifting of SIMD instructions and floating point

operations. Polynima relies on QEMU [13] helpers to provide translations for such instructions,

which are based on emulating them on the virtual CPU state. For certain vector instructions,
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LLVM can resynthesize them into intrinsics after lifting, but this translation is not optimal. The

performance impact is most visible in the linear_regression benchmark, where the core algorithm is

implemented as a packed sequence of SIMD instructions in the original binary. Before optimizing

vector instructions, this benchmark reported a slowdown of around 10x for the O3 version.

Finally, with OpenMP, each of pragma-annotated loops compile into a distinct function which acts

as an entry point into a new thread context. This involves handling a large number of callbacks,

which we identify to be another reason for the performance slowdown. Callback-handling includes

marshaling of the native registers, copying arguments to the emulated stack, and copying returned

registers back to the native state after execution of the lifted function.

We could not reliably recompile most of our benchmark programs with other recompilers. Polyn-

ima builds on top of BinRec which outperforms McSema and Rev.Ng recompiled binaries on

single-threaded benchmarks [3]. In our result, Polynima performs better on multi-threaded bina-

ries than BinRec on single-threaded ones. Lasagne reports performance results for a subset of

binaries from the Phoenix benchmark suite for the downstream task of cross-ISA translation to a

different architecture (ARM64), which we do not support yet.

4.3.4 Lifting Time

Overall lift time. We now compare the performance of our control flow recovery approach

with that of BinRec and McSema. As neither of the above recompilers supports multithreaded

binaries, we apply Polynima to O3-compiled binaries from the SPECint 2006 benchmark suite.

For Polynima, we statically collect the CFG and augment it with information from the ICFT Tracer,

which is driven with the ref inputs for each binary. We ensure the correctness of our control

flow recovery process by checking the output of the recompiled binary against the ref inputs.
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Table 4.5: Lifting Times (in s) the for SPECint 2006 binaries against ref inputs and the total

number of ICFTs (indirect control flows) recorded in the process

Benchmark Polynima BinRec McSema ICFTs

401.bzip2 47 69389 3385 21

403.gcc 1380 28468 7378 2350

429.mcf 130 227999 8 0

445.gobmk 634 72307 1063 1241

456.hmmer 427 144529 189 34

458.sjeng 1399 548342 368 69

462.libq. 425 176536 16 0

464.h264ref 1885 65202 586 116

473.astar 265 119436 18 2

483.xalanc. – – 17103 –

Geomean 445 137074 238 –

Our prototype could not handle 403.gcc and 483.xalancbmk because of failed IR translation

for certain superfluous code paths.

We report the total time taken to disassemble, trace, and recompile with Polynima in Table 4.5. We

refer to the BinRec paper [3] for relevant numbers for BinRec and McSema. Polynima performs

orders of magnitude faster than BinRec while also providing the same precision in terms of the

recovered control flow. Also, our performance is comparable to McSema, an entirely static lifter.

To highlight the importance of our hybrid approach, we also report the number of indirect control

flows recorded during the tracing process for each program. Consider the case of 429.mcf and

462.libquantum that contain no indirect transfers. In such a case, an entirely static approach

is efficient and preferable, as the disassembler generated output can be considered precise and

complete. However, BinRec performs poorly for both the benchmarks as it needs to trace through

the entire program before being able to generate the recompiled output.

For a program such as 445.gobmk, it is difficult for a static disassmbler to resolve such a large

number of indirect control transfers (1241) precisely. Recent work could not functionally ver-

ify McSema-recompiled binaries for more than half of the SPEC benchmark suite [32]. Here,
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Figure 4.2: Lifting times for BinRec’s Incremental lifting v/s Polynima’s Additive lifting for

401.bzip2

Polynima’s hybrid approach performs notably better than BinRec, while providing the same

precision.

Additive lifting. We lift all of our multithreaded benchmark binaries using additive lifting to

test the scalability and robustness of the approach. To evaluate its performance, we compare

against BinRec’s incremental lifting and report the results in Figure 4.2. We use the 401.bzip2

binary from the SPEC benchmark suite as it was chosen as the demonstrative example in the

original paper. We start our measurements by considering a recompiled binary that supports the

SPEC test inputs. We then measure the time taken (represented by the Y-axis) by both approaches

for increasingly complex input files (represented by X-axis).

To summarize, Polynima decouples the process of CFG collection from translating machine code

to IR. Performing the IR translation offline is key for recompilation to scale to large and non-

deterministic binaries. Unlike BinRec, that executes the input program inside a full-scale processor

emulator, we run the recompiled output natively. That way, we leverage the relatively low overhead

of the recompiled output and do away with the long startup times and emulation cost. Whenever
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Polynima discovers a new control transfer, it statically explores the CFG starting at this block and

retrofits discovered paths backs into the known CFG. As a result, we see recompilation loops only

triggered for chicken.jpg and input.program, where we explore yet unknown sections of the input

CFG.
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Chapter 5

Applications

The previous two chapters have developed novel techniques to make lifting binaries easier, reliable,

and accurate. This chapter aims to demonstrate the benefits of reconstructing precise program

semantics through dynamic analysis by showing how one can perform various analyses and

transformations on the lifted IR that are not as easily possible with any other binary recompiler.

5.1 Built-in LLVM Transformations

We demonstrated with Wytiwyg in Section 3.6.2 that lifting and recompilation of legacy binaries

can effectively modernize them. Beyond optimization, LLVM provides out-of-the-box a rich set

of sanitizers and transformations that can make the binary more secure and resilient to various

programming errors and issues introduced by stack symbolization.

One of the most popular sanitizers is AddressSanitizer [43], which detects memory corruption

bugs such as buffer overflows and use-after-free errors. The usage of AddressSanitizer is already

possible with programs lifted by BinRec without stack symbolization, but the sanitizer is not

as effective as it could be with stack symbolization. Since the emulated stack has no structure,
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AddressSanitizer does not know the boundaries between distinct stack variables. Without this

information, AddressSanitizer cannot detect buffer overflows, use-after-scope and use-after-return

errors that relate to incorrect usage of stack variables. However, if Wytiwyg is applied to the

binary, AddressSanitizer can be used to its full potential. To our knowledge, there is only one

other solution that can detect stack-based memory corruption bugs in binaries effectively, which

is MTSan [14]. However, MTSan requires ARM memory tagging support in the hardware, which

limits it to analysis of binaries for a single architecture. WithWytiwyg, activating AddressSanitizer

is as simple as passing the -fsanitize=address flag to the LLVM compiler.

Another popular sanitizer is SafeStack [28], which protects against stack-based memory corruption

bugs. SafeStack allocates a separate stack for each thread. Then it determines for each function-

local variable whether there can be any accesses to it that could lead to a memory corruption

bug. If the object is deemed at risk, it is moved to the separate stack. This way, SafeStack can

mitigate against some stack-based memory corruption bugs. Although overflows of stack-allocated

arrays are still possible, SafeStack can limit the impact of such bugs. In particular, it can prevent

return-oriented programming attacks, because the return address remains on the original stack

that holds only variables that are proven to be safe. Again, augmenting a binary lifted by Wytiwyg

with is as simple as passing the -fsanitize=safestack flag to the LLVM compiler. The authors

of BinRec already demonstrated SafeStack in their paper [3]. Since their implementation does

not recover any stack variables or functions, the SafeStack instrumentation can only relocate

unsafe variables within additional functions linked in during recompilation, but not for any of

the lifted code. Nevertheless, this transformation is not required to protect against stack-buffer

vulnerabilities overwriting return addresses in lifted code, because return edges in programs lifted

with BinRec are already protected by integrity checks.
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5.2 Thread Escape Analysis

In Section 4.2.6, we discussed how to preserve the synchronization semantics of regular loads

and stores in the lifted IR. Because x86 instructions have TSO semantics, virtually we had to

translate loads and stores with sequentially consistent and release semantics, respectively. On

x86, the impact of this translation is limited, because the compiler-backend will generate the same

code for both types of accesses. However, as we have shown in our evaluation in Section 4.3.3,

atomic memory accesses limit possible transformations within the optimization pipeline of the

compiler. This issue is even more pronounced when cross-compiling binaries to architectures with

weaker memory models, such as ARM. On ARM, a sequentially consistent load is compiled into

an ldar (“Load-Acquire”) instruction, and a release store is compiled to an stlr (“Store-Release”)

instruction. These instructions can be more expensive than regular loads and stores, depending

on the micro-architecture.

As mentioned in Section 2.2.3, Lasagne addresses this issue by treating all loads and stores that

directly access stack-allocated memory as regular non-atomic loads and stores (in their model,

they remove the fences surrounding these instructions). It is easy to construct an example that

shows that approach is not sound. Consider the example in Listing 5.1. The program creates

a thread that accesses a shared atomic variable x. The atomic variable is stack-allocated in the

function main and passed through a pointer to the thread. At a later point in the program, main

waits through a spin-loop for the value of x to be set to 1. As expected, on x86, this store is

compiled to a regular mov instruction to the stack slot of x. Since the load accesses the stack slot

directly, Lasagne would treat this load as a non-atomic load. As with the previous example in

Section 2.2.3, this could lead to the spin-loop being optimized away.

A better solution is to perform a thread escape analysis. The goal of this analysis is to determine

for each variable whether it can be accessed by a different thread. If it can be proven that the

variable is not accessed by a different thread, all accesses to this variable can be converted to
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Listing 5.1: Program with stack-allocated atomic.

1 #include <atomic>

2 #include <thread>

3

4 void thread_func(void* arg) {

5 std::atomic_int* x = reinterpret_cast<std::atomic_int*>(arg);

6 // ...

7 x->store(1, std::memory_order_release);

8 // ...

9 }

10

11 int main() {

12 std::atomic_int x{0};

13 std::thread t{thread_func, &x};

14 // ...

15

16 // .Lloop:

17 // mov eax, dword ptr [rsp + 8] // "non-atomic" load from stack

18 // cmp eax, 1

19 // jne .Lloop // jump back

20 while (x.load(std::memory_order_seq_cst) != 1);

21

22 // ...

23 t.join();

24 }

regular loads and stores. Since this works best when stack variables are symbolized, we modified

Wytiwyg to process multi-threaded programs. Since analysis performance of Wytiwyg was not a

concern, we protected all accesses to the tracing runtime with a global lock. The other change we

had to make was modifying the tracing runtime to be aware of multiple stacks.

To implement the escape-analysis, we mostly relied on facilities already present in LLVM. We

inspect all pointers passed to load and store instructions, and check whether they point to a non-

escaping stack-allocated object using LLVM’s built-in function isNonEscapingLocalObject.

If the object is not escaping, we can update the instruction to be non-atomic. For example,

symbolizing the kmeans benchmark reduces the number of number of atomic instructions from

364 to 162. However, this analysis is not perfect. When passing a pointer to a stack-allocated
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object to a function, the pointer is converted into an integer using a ptrtoint instruction. This

means that the escape analysis cannot track the object through function calls, even if the pointer is

not escaping within the called function. Generally, a more sophisticated static data-flow analysis

would be needed to track the object through function calls and loads and stores to different

variables. This analysis also does not need to be limited to stack-allocated objects. Heap-allocated

objects allocated through malloc and new also might not escape a thread and accesses to them

could be optimized to be non-atomic.

5.3 Pointer-Identification

The previous section already mentioned that the escape analysis could be more effective if integer

could be correctly typed as pointers. This would prevent the escape analysis from losing track

of objects passed to functions. However, this is not the only benefit for pointer-identification.

Providing correct types for integers that could be pointers is beneficial, because it allows the

compiler to perform analyses and optimizations that are targeted at pointers specifically.

Pointer identification also has a significant impact on the recompilation process itself. Recall the

example from Listing 2.1 where it was not clear whether the constant operand of a mov instruction

was a pointer or an integer. If pointers like that cannot be identified and symbolized relative to

the base-address of the original binary, the recompiled binary has to map original binary at its

original base address in every process. We achieve this with a target-specific linker script that

specifies a separate segment for the original binary. Having to map the original binary at its

original base address prevents us from compiling binaries as position-independent executables

(PIE), which is a security feature that makes it harder for attackers to exploit memory corruption

bugs. If all pointers to global variables can be identified, the original binary can be embedded in

the recompiled binary’s data segment without requiring special handling. Another advantage of

pointer-identification would be that if all values are correctly typed if they can hold a pointer, any
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kind of pointer-tracking instrumentation, like we did in Wytiwyg, could omit the instrumentation

of any non-pointer values. Depending on the program, this could reduce the runtime-overhead of

the instrumentation greatly.

As with stack symbolization, pointers need to be identified on a usage-basis. We built a prototype

that reuses the infrastructure from Wytiwyg to track values throughout the program. To identify

pointers, we first need to identify all base-pointers, i.e., stack-allocated objects, heap-allocated

objects, and constants that refer to global variables. The former two are addressed through our

stack symbolization and by providing signatures for calls to library functions. To identify constants

that refer to global variables, we track all constant integers that lie within the address ranges

mapped by the original binary. If a constant, or a value derived from a constant, is observed to be

used as the pointer operand to a load or store instruction, we record that. After tracing completes,

we replace these constants with pointers relative to the base-address of the original binary.

Identification of global variable pointers is fairly straightforward with dynamic analysis. Now, the

second step is to propagate all base pointers through the program. In many cases, this information

can be propagated statically in a way that is similar to type inference. This inference can operate in

two directions: backwards and forwards. If a value is guaranteed to be a pointer, this information

can be forward-propagated to all its uses. Backwards propagation is more complicated. Just

because a particular use of a value is a pointer, does not mean that the value itself is a pointer.

To not promote false positives, we backwards-propagate the type of a value conservatively. We

propagate, if either all uses of a value are pointers, or at least one post-dominating use of that

value.

Phi-instructions in loop headers are a special case. A use on the exit path of a loop post-dominates

the phi-instruction, but does not post-dominate the uses of the phi-instruction inside the loop.

Besides the post-dominating use, we check whether each back-edge of the loop is dominated

by a pointer-use. The alternative forward propagation rule is that if all incoming values of the

phi-instruction are pointers, we retype the phi itself as a pointer.
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After running static propagation, we try to fill in the gaps through dynamic analysis. We instrument

the remaining non-pointer instructions in the binary with another simple dynamic analysis that

tracks for each value whether it currently holds a pointer. As the program runs, we record for

untyped instructions, whether the values they operate on are pointers or integers. After the

dynamic analysis completes, we feed the additional information back into our simple inference

engine, that propagates and applies types to the remaining values.

5.4 Cross-Recompilation

With the proliferation of new hardware architectures, cross-recompilation can be an important

tool to migrate legacy-binaries to these new platforms. Instructing LLVM to generate code for

a different target architecture is as simple as setting the lifted module’s data-layout to match

the one of the target architecture, and passing the name of the target to the compiler when

generating an object file. The actual challenge is to ensure compatibility of the lifted IR with the

target architecture. For the most part, this means that pointers are required to have the same size

within the source and target architectures, and that calls to library functions are converted to

match the ABI of the target architecture. Both issues are related to the underlying problem, that

performing any changes to the data-layout of data-structures in the lifted program is significantly

harder than in the source program. For example, changing the size of a pointer in the lifted

program would require selective rewriting all structures that contain pointers, all instructions

that compute pointers to fields within these structures, and all constants that encode the size of

these structures (e.g., malloc or memcpy). This limitation not only applies to programs lifted from

machine code to IR, but also to programs that were compiled from source code to IR. Nevertheless,

binaries that only call library-functions with a consistent ABI across architectures can already be

cross-compiled without structural changes to the lifted IR. We have tested this by cross compiling

the mcf benchmark from the SPECint 2017 benchmark suite from 64-bit x86 to ARMv8. Similarly,
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we have cross-compiled the multi-threaded kmeans benchmark from the Phoenix benchmark

suite from 64-bit x86 to ARMv8.
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Chapter 6

Discussion

The previous chapter gave a glimpse into the potential applications of Wytiwyg and Polynima.

While they provide a solid foundation for recompilation, there are still limitations and challenges

that need to be addressed. This chapter discusses the limitations of our approach and compares it

to existing work.

6.1 Binary Compatibility

One of the key concerns for any user of a recompilation tool is whether a binary can be recompiled

into a functionally equal binary. The binary emulation approach used to lift binaries to LLVM-IR

is highly robust and can be used to recompile a wide range of binaries that are not confined

within the same structures as programs compiled from regular C or C++ code. By combining this

approach with tracing and online translation of executed instructions to LLVM IR, the original

design of BinRec can even recompile some binaries that generate code at runtime. However,

recovering higher-level information, such as function boundaries and stack variables as they are

represented in LLVM, might simply not be possible if the binary uses obfuscation techniques or
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implements different models for structuring control-flow and representing local memory. In such

cases, the lifted program can only be analyzed and transformed superficially (at least, without

targeted preprocessing). Our goal is to provide a recompilation tool that can be used for a wide

range of binaries that fit within the execution models of C or C++, and also conform to some

extent to the ABI of the target platform. We aim to support a wide range of legacy software, but

not binaries that are specifically designed to be difficult to analyze.

We do not yet support several constructs that can occur in binaries compiled from C or C++ code.

We do not handle lifting of the syscall instruction. Usage of this instruction in COTS-binaries

is uncommon, as software on Linux is usually dynamically linked with the system’s standard

library (such as glibc), which provides higher-level interfaces for system calls. However, some

programs might statically link the standard library. For example, programs written in Go rarely

use the standard C library, and link the Go runtime statically, which directly invokes system calls.

We also do not yet support binaries that use the longjmp function from the C standard library, or

exceptions in C++.

When lifting x86 programs, we assume that each thread has a single stack that grows downwards

and that the stack pointer register of that thread (esp/rsp) always points to its bottom. Our

implementation requires that functions have exactly one entry point, and that control transfers

between functions are implemented using call- and ret-instructions (except for tail calls). Since

our approach relies on observing how pointers are used throughout the program, pointer-values

need to be “trackable”. This means that any operations to derive new pointers from existing

ones can be simplified into terms comprising addition and subtraction only. We cannot correctly

analyze binaries employing code obfuscation techniques, such as mixed boolean-arithmetic [55],

to hide data-flow of pointers. We also do not support binaries with self-modifying code. Additive

lifting enables us to recompile binaries with overlapping instructions and obfuscated control flow

by design. However, we have not extensively tested our prototype on that capability.
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Finally, our implementation currently targets position-absolute ELF binaries without relocation

information. Extending our approach to support position-independent binaries is primarily

constrained by engineering effort. In fact, binaries linked as position-independent are easier to

recompile, because they do not rely on constants to refer to function addresses or global variables.

Instead, they use offsets relative to the value of the program counter (e.g., the rip register on

x86-64), which makes it easy to distinguish between integer constants and pointers.

6.2 Coverage

A primary concern of dynamically driven analyses is attaining comprehensive coverage across

the whole program. For Wytiwyg, achieving full coverage encompasses identification of all stack

objects and their sizes correctly, and association of all code references with those objects. Albeit

our approach yields functional binaries, our evaluation reveals that insufficient coverage results in

function layouts that miss some objects, split them, or assign insufficient space to them. At runtime,

this can cause out-of-bound accesses with inputs that were not traced. This affects especially

variable-sized stack objects (variable-length arrays and C-style alloca) as these are converted

into allocations of constant size by our implementation. Although this can be partially remedied

by augmenting the binaries with AddressSanitizer [43], this incurs a significant performance

penalty. For practical purposes, such errors are to be treated as incorrect recompilations.

However, previous work suggests that static approaches are plagued by similar problems. As

mentioned in Section 3.2, these approaches operate either conservatively (i.e., splitting only if

boundaries are provable) or heuristically (i.e., splitting based on assumption made by developers).

Particularly complex functions that would benefit the most from local variable symbolization are

also the most difficult to process for these tools. Conservative symbolizers are usually incapable

of symbolizing such functions, whereas heuristics will fail eventually and lead to a broken binary

with no recourse for fixing except manual intervention.

97



Lifters using static analysis for variable recovery are forced to choose between preserving program

functionality and achieving fine-grained variable recovery. The former prevents lifting of the

binary to an IR that details precise data-dependencies, inhibiting further processing of the program.

The latter is prone to alter program semantics in unpredictable ways, which introduces subtle

bugs that are amplified by subsequent optimizations. Wytiwyg provides a path forward in lifting

complex programs that exceed the capabilities of static approaches. Using dynamic analysis,

complex functions can be symbolized, and we can guarantee that the recompiled programs retain

the correct functionality for traced inputs. If new inputs exercise unknown behaviours in the

recompiled binaries, the programs can be easily fixed by incrementally reanalyzing it. Further, in

the scope of this work, we consider Wytiwyg purely in a vacuum. In practice, our approach could

be combined with a robust, heuristics-based static analysis. Such an integration would not only

provide the same functional guarantees, but would also minimize issues caused by insufficient

coverage.

We already demonstrate that approach in Polynima, where we use a combination of static and

dynamic analysis to lift multi-threaded binaries. Ideally, Polynima would lift binaries primarily

using dynamic analysis, and use static analysis to fill in the gaps. This way, Polynima benefits from

the availability of extensive test-suites for known programs and advancements in techniques such

as fuzzing and symbolic execution that recover coverage-inducing inputs for unknown binaries.

6.3 Type-Level Rewriting

We have demonstrated how to recover variables and objects from the stack of a binary using

dynamic analysis. These objects are devoid of any type information. As mentioned in Section 5.4,

this has only limited impact for reoptimization and recompilation when targeting the same

platform as the original binary. However, any modification to the program that changes the ABI
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or the data layout of objects (e.g., adding or removing fields from a struct) is not possible with our

current solution.

There is a significant body of work on recovering type information from binaries [30], [31], [46],

[47], [54]. These approaches aim to aid binary analysis and reverse engineering efforts, which

limits their applicability to recompilation. Even when type information for variables is fully

available and precise, symbolizing accesses through computed pointers in terms of these types is

a non-trivial problem. We have not yet explored how to recover type information for objects in

binaries in a way that is suitable for recompilation and leave this for future work.
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Chapter 7

Conclusion

Binary recompilation is a powerful technique for transforming legacy software into a form that

is usable with modern tools and techniques. Existing state-of-the-art recompilers relying purely

on static analysis, heuristics, and manual intervention have been known to produce binaries that

are prone to correctness issues and cannot be effectively reoptimized. Fully dynamic recompilers

can produce correct binaries, but they are often slow, provide insufficient coverage, and cannot

effectively reoptimize the lifted binaries as well. To address these limitations, this thesis has

proposed two novel binary recompilation techniques that leverage existing static and dynamic

recompilation capabilities to improve lifted binaries through advanced dynamic analyses.

We have presented Wytiwyg, the first binary recompiler capable of transforming COTS-binaries to

a compiler-level IR while recovering stack symbols accurately. By leveraging dynamic analyses to

recover source-level structures and iteratively refine lifted binaries, we surpass the limitations of

existing recompilers that depend on manually tuned heuristics. Our evaluation demonstrates that

the fine-grained partitioning of stack variables allows compilers to reoptimize binaries effectively

and achieve considerable speedups compared to previous state-of-the-art solutions. These results
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highlight the importance of precise stack variable recovery to lifting binaries to an IR that is useful

for downstream applications, and that Wytiwyg is highly effective.

Since non-determinism is a key limitation of dynamic approaches, we have also presented Polynima,

the first practical binary recompiler for multithreaded and non-deterministic x86/x64 binaries. We

designed a hybrid control flow recovery approach that combines the benefits of static and dynamic

techniques while also providing an efficient strategy for handling control-flow misses. Polynima

was evaluated on a wide range of real-world utilities and benchmark suites, demonstrating its

ability to lift complex multithreaded machine code correctly. The combined results of these

contributions provide a pathway for future research in combining static and dynamic analyses to

lift complex real-world binaries.
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Appendix A

Example Programs

A.1 Overlapping Instruction Sequence

#include <stdint.h>

#include <stdio.h>

#include <stdlib.h>

#include <string.h>

int add5(int val, uintptr_t target);

__asm__(

".p2align 4\n\t"

".globl  add5\n\t"

".type   add5, @function\n"

"add5:\n\t"

"movl  $0xbb0eeb00, %eax\n\t"

"movl  $0x5000000, %ecx\n\t"

"addl  %ecx, %eax\n\t"

"jmpq  *%rsi\n\t"

"leal  5(%rdi), %eax\n\t"

"retq\n\t"

"movq  secret@GOTPCREL(%rip), %rsi\n\t"

"jmpq  *%rsi");

int secret()

{
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puts("Secret message!");

return 42;

}

int main(int argc, char *argv[])

{

if (argc != 2)

{

fprintf(stderr, "Usage: %s <value>\n", argv[0]);

return 1;

}

uintptr_t target = (uintptr_t)add5 + 0xe;

if (strcmp(argv[1], "password") == 0)

target -= 12;

int result = add5(atoi(argv[1]), target);

printf("Result: %d\n", result);

return 0;

}

108


	LIST OF FIGURES
	LIST OF TABLES
	ACKNOWLEDGMENTS
	VITA
	ABSTRACT OF THE Dissertation
	Introduction
	Binary Recompilation
	IR-Level Program Recovery
	Disassembly and Control-Flow Recovery
	Function Boundary Detection
	Variable Identification and Symbolization

	Preservation of Program Semantics
	Instruction Emulation
	CPU Switching
	Load-/Store-Ordering


	Wytiwyg—Dynamic Stack-Layout Recovery for Binary Recompilation
	The Emulated Stack Analysis Hazard
	Usage-Based Variable Symbolization
	Overview of Wytiwyg
	Dynamic Stack Symbolization
	Stack Reference Identification
	Object Bounds Recovery

	Implementation
	Function Recovery
	Variable Argument Library Calls
	External Functions
	Non-Deterministic Code
	Untangling Large Stack Frames

	Evaluation
	Functionality
	Performance
	Splitting Accuracy


	Polynima—Practical Hybrid Recompilation for Multithreaded Binaries
	Lifting Non-Deterministic Programs
	Design and Implementation
	Compatibility
	Control Flow Recovery
	Callbacks
	Per-Thread Stack
	Handling Atomic Instructions
	Non-Atomic Loads and Stores

	Evaluation
	Environment and Software
	Comparison with Other Lifters
	Compatibility and Performance
	Lifting Time


	Applications
	Built-in LLVM Transformations
	Thread Escape Analysis
	Pointer-Identification
	Cross-Recompilation

	Discussion
	Binary Compatibility
	Coverage
	Type-Level Rewriting

	Conclusion
	Bibliography
	Appendix Example Programs
	Overlapping Instruction Sequence




