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Abstract 

Monolayer Transition Metal Dichalcogenide NanoLEDs: 

Towards High Speed and High Efficiency 

by  

Kevin Han 

Doctor of Philosophy in Engineering – Electrical Engineering and Computer Sciences 

University of California, Berkeley 

Professor Ming C. Wu, Chair 

 

 

On-chip optical interconnects promise to drastically reduce energy consumption compared to 
electrical interconnects, which dominate power dissipation in modern integrated circuits (ICs). 
One key requirement is a low-power, high-efficiency, and high-speed nanoscale light source. 
However, existing III-V semiconductor light sources face a high surface recombination velocity 
(SRV ~ 104 – 106 cm/s) that greatly reduces efficiency at nanoscale sizes. An alternative material 
system is the monolayer transition metal dichalcogenides (TMDCs), single-molecule-thick 
direct-bandgap semiconductors that are being investigated for a variety of applications in 
photonics and electronics. In particular, they are intrinsically nanoscale in one dimension and 
lack dangling bonds at the surface, leading to high optical efficiency. In addition, they can be 
electrically injected, transferred to arbitrary substrates, and processed in a top-down manner 
similar to traditional semiconductors. 
 
However, the development of electrically-injected light emitting devices based on TMDCs is still 
in an early stage, with relatively few reports of high-efficiency light emission. In this 
dissertation, we identify current decay over time as the main limitation preventing stable 
operation of lateral-junction TMDC light-emitting diodes (LEDs), particularly in ambient (non-
vacuum) conditions. To solve this, we propose operating WSe2 LEDs under pulsed voltage, 
which shows much more stable light emission over time than DC operation (hours vs. seconds of 
continuous device operation). Electroluminescence (EL) efficiency matches that of 
photoluminescence, confirming material-quality-limited efficiency. In addition, we demonstrate 
fast rise and fall times of ~15 ns, a record for TMDC LEDs. 
 
For nanoscale light emitters that require high efficiency at low input power, LEDs are preferred 
over lasers due to their lack of threshold requirement. The slow speed of LEDs can be greatly 
enhanced by coupling the emitter to an optical antenna, extending its optical transition dipole 
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length and resulting in possible ~100x-1000x enhancement of spontaneous emission rate. We 
experimentally demonstrate three electrically-injected antenna-coupled designs: the double-gate 
LED coupled to bowtie antennas, the light-emitting capacitor coupled to a slot antenna array, and 
the single-gate LED coupled to a nanosquare antenna array. The light-emitting capacitor shows 
very high polarization ratios >30x, and the nanosquare array shows >10x improved intensity 
over control devices, both indicators of strong antenna enhancement. We discuss the tradeoffs 
involved in each design. Finally, we theoretically investigate high-speed, highly scaled TMDC 
nanoLED devices and identify the limits to speed and efficiency. We conclude that edge 
recombination can be largely overcome with sufficient antenna enhancement, while exciton-
exciton annihilation ultimately limits efficiency at high injection levels. Under our model, high 
speeds >70 GHz can be achieved at modest quantum efficiencies >10%. However, much further 
work remains in improving material properties and devices. 
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Introduction 

 

Lasers have traditionally dominated optical communication due to the high speed of stimulated 
emission compared to spontaneous emission. However, the speed of spontaneous emission 
depends not only on the emitter, but also on its optical environment. In particular, by coupling 
the emitter to an optical antenna, we can increase its effective dipole length from ~1 nm to ~𝜆/2, 
and in doing so speed up spontaneous emission by hundreds or thousands of times, making light-
emitting diode (LED) speed competitive with lasers. For short-range communication that 
requires high efficiency at low power, and where broadband emission may be acceptable, LEDs 
become even more attractive due to their lack of threshold requirement. 
 
Bulk semiconductor emitters face an efficiency issue when scaled down to the nanoscale, in the 
form of non-radiative surface recombination. Surface passivation techniques exist but are 
challenging to implement in a practical nanoLED process. An alternative route is to look for new 
material systems – namely, low dimensional materials, which inherently avoid surface 
recombination while having a high surface to volume ratio at the nanoscale. In particular, 
monolayer transition metal dichalcogenides (TMDCs) are an emerging class of 2D materials that 
are direct band gap, show bright light emission, can be electrically injected, and are easily 
processed and transferred to arbitrary substrates. They feature novel excitonic physics that open 
new opportunities and challenges for nanoLED device design. 
 
This work will discuss the motivation and theory of spontaneous emission enhancement using 
optical antennas, present TMDCs as a promising active material for nanoLEDs, and analyze 
future prospects for efficient, high-speed modulation. Chapter 1 introduces nanoLEDs and 
spontaneous emission rate enhancement. Chapter 2 discusses helium-ion milling, a novel 
fabrication technique for creating high quality nanoantennas. Chapter 3 provides an overview of 
monolayer TMDCs. Chapter 4 presents results on pulsed injection of TMDC LEDs to achieve 
greater device stability and efficiency. Chapter 5 shows electroluminescence results of various 
antenna-coupled TMDC light emitters and discusses tradeoffs of each. Chapter 6 discusses 
challenges of device scaling to improve speed while preserving efficiency. Finally, Chapter 7 
concludes with a summary and future outlook. 



 1 

1 Optical communication at the nanoscale 
 
The steady progress of Moore’s law, in which transistor density doubles every 18 – 24 months, 
has led to highly scaled computing systems with billions of transistors per chip. However, as the 
transistors have become faster, smaller, and lower power, the interconnects have not kept up. 
Indeed, even in 2004, interconnects consumed over 50% of the power in a high-performance 
microprocessor [1], and this has likely risen to over 80% today [2]. Electrical interconnects face 
fundamental limitations on energy consumption that are not improved with scaling. These are in 
addition to the increased crosstalk, wave reflections, and other design issues that come with high 
frequency electrical signals [3]. 
 
One alternative to electrical wires that avoids these issues is optical interconnects. In fact, optical 
communication has a long history of displacing electrical wires at shorter and shorter distance 
scales as the loss of the wires increases at high frequencies (Figure 1). Modern datacenters 
already use inter-rack and inter-module connections due to higher energy efficiency, lower cost, 
and lower pin count limitations, and this trend is likely to continue down to the chip scale [4]. 
 

 
Figure 1. Evolution of optical interconnects from long-haul telecommunications to chip-chip or 

on-chip interconnects. Reproduced from [4]. 

 



 2 

1.1 Energy comparison of electrical and optical links 
 
Let us compare the energy required to send one bit for on-chip electrical versus optical links. For 
an electrical wire, this is essentially the energy it takes to charge the capacitance of the line. The 
capacitance per unit length of all well-designed electrical lines is 𝐶A ~ 2 pF/cm [3]. This basically 
arises because if we try to make the wire pitch smaller to reduce parallel-plate capacitance from 
the wire to the ground plane, the fringing-field capacitance to adjacent wires becomes larger, and 
vice versa [5] (Figure 2). Thus, for a 1 cm global interconnect, the energy is 
 

𝐸 =
1
2𝐶A𝑙𝑉

E ≅ 1	𝑝𝐽/𝑏𝑖𝑡 

 
One may wonder if this is really the energy cost to send a signal, as a capacitor does not dissipate 
power alone. However, it is easy to show with a series RC circuit connected to a step voltage 
signal that the energy dissipated in the resistor as the capacitor charges up is independent of the 
resistance, and equal to the final energy on the capacitor. For lower resistance, the initial current 
(power) is higher while the charging time is smaller, and vice versa. This suggests that one way 
to decrease the energy dissipated is to charge the capacitance more uniformly over time, using a 
constant current source instead of a voltage source, for example. Indeed, this is the idea of 
“adiabatic logic”, another avenue towards more energy-efficient computation [6]. This is outside 
of the scope of this work so we will not discuss it further here. 
 

(1) 
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Figure 2. Capacitance per unit length versus wire pitch (design rule). The minimum capacitance 

is around 2 pF/cm. Reproduced from [5]. 

 
For optics, the energy per bit is ideally the energy of the photons needed to send that bit. An 
ideal coherent state such as that output by a laser is described by Poissonian statistics. The 
probability of finding 𝑛 photons is [7]:	 
 

𝑃N(𝑛) = 𝑒RN S
𝑁U

𝑛! W 

 
where 𝑁 is the average (expected) number of photons in the mode. For intensity modulation, an 
“off” bit is represented by zero photons, while an “on” bit is a wave packet with 𝑁 average 
photons. Thus, the probability of a bit error is 𝑃N(0) = 𝑒RN, and the minimum number of 
photons/bit is determined by the bit error rate (BER) requirement:  
 

𝐵𝐸𝑅 = 𝑒RN 
 
For a low BER of 10-25, this gives ~58 photons/bit (or half of this, since half the bits are 0). At ~1 
eV/photon, this is a mere 9 aJ/bit, over 5 orders of magnitude lower than electrical links! 
 
Note that “thermal” light, such as that output by spontaneous emission or blackbody sources, 
follows Bose-Einstein statistics instead [7]:  

(2) 

(3) 
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𝑃N(𝑛) =
1

𝑁 + 1S
𝑁

𝑁 + 1W
U

 

 
This would seem to preclude any possibility of low power communication, since 𝑃N(0) =

[
N\[

, 
and we would require an enormous amount of power to ensure such a low BER. However, this is 
for a single mode (frequency). Of course, such sources are highly broadband, and in the limit of 
many modes, Poissonian statistics are recovered [7]. 
 
 

1.2 Choice of light source 
 
For most of the history of optical communication, lasers have been the preferred choice over 
other light sources. Lasers rely on stimulated emission (Figure 3b), producing highly narrowband 
emission that can be modulated quickly (10s of GHz), ideal for long distance communication. 
However, the requirements for on-chip links are very different. Here, we would like a light 
source that is efficient at low powers (~µW) and nanoscale (for high integration density). 
 
Unfortunately, lasers require a threshold current before light is emitted, which is >1 µA at room 
temperature even for state-of-the-art nanolasers [8]. This is closely related to the difficulty of 
making a nanoscale laser cavity. The primary way of shrinking an optical mode below the 
diffraction limit ~(𝜆 𝑛⁄ )^ is with plasmonics, which essentially stores energy in the kinetic 
energy of electrons instead of the magnetic field. This requires a material with negative 
permittivity, usually a metal. However, metals are highly lossy. For a typical noble metal, the 
velocity damping rate of electrons is 𝛾 	~ 1014 Hz [9]. This leads to a fundamental limit on the 
threshold current for a deep-sub-wavelength cavity of ~𝑞𝛾 ≅ 10	𝜇𝐴 [10]. This arises because 
energy is stored in the kinetic motion of electrons approximately half the time, and this energy is 
damped at the rate ~2𝛾  [9]. We must inject at least one photon (electron) in the cavity during 
this time to maintain the photon population, leading to the result above. We can avoid this to 
some extent by engineering the mode to remain in low-loss dielectrics adjacent to the metal [11–
13] or avoiding the deep-sub-wavelength regime [14, 15], but the metal loss problem remains 
challenging to overcome. Indeed, the lowest threshold electrical injection lasers experimentally 
demonstrated are photonic crystal lasers, which have large footprint (~10 µm) and complex 
fabrication process [8]. 
 
One alternative to lasers is the light-emitting diode (LED), which uses spontaneous emission 
(Figure 3a). LEDs can be made very efficient at low powers due to their lack of threshold 
requirement. Also, their broadband emission is not as much a concern at short distances where 
the effect of dispersion is minimal. However, they have not been used for traditional high-speed 
communications because spontaneous emission is generally slower than stimulated emission. 
Fortunately, the rate of spontaneous emission depends not only on the emitter itself but also on 

(4) 
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its optical environment. By properly engineering the optical density of states using a cavity 
(Figure 3c), the spontaneous emission rate can be greatly increased (>1000x), making it 
competitive with stimulated emission.  
 
 

 
Figure 3. Schematic of optical emitters. a) Spontaneous emission, b) Stimulated emission, c) 

Cavity-enhanced spontaneous emission. Reproduced from [16]. 

 

1.3 Rate enhancement 
 
In this section, we will review the standard theory of rate enhancement using the Purcell effect, 
present the equivalent classical picture using antenna theory, and discuss some practical 
considerations in trying to achieve high rate enhancement. 

 
1.3.1 The Purcell effect 
 
Fermi’s Golden Rule [17] states that the decay rate from an initial eigenstate |𝑖⟩ of the 
Hamiltonian to a set of final states |𝑓⟩, to first order in the perturbation 𝐻′, is given by: 
 

Γj→k =
2𝜋
ℏ
|⟨𝑓|𝐻o|𝑖⟩|E𝜌(𝜈) 

 
where 𝜌(𝜈) is the density of final states at the frequency 𝜈. For spontaneous emission, the initial 
state could be an excited atom, and the final state a ground state atom plus a photon. We can 
immediately see that the decay rate can be enhanced by increasing the density of final states 
(DOS). In the case of spontaneous emission, this includes the photonic DOS in the optical 
environment. 
 
Purcell [18] noted that by placing the emitter in a cavity, the photonic DOS can be enhanced by a 
factor ∝ 𝑄/𝑉 over free space, the famous “Purcell factor”. Recall that the free space density of 
photon states per unit volume per unit frequency is 
 

𝜌kt(𝜈) = 8𝜋𝜈E/𝑐^ 

(5) 

(6) 
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Assume the cavity has a Lorentzian lineshape:  
 

𝐿(𝜈) =
1
𝜋 x
1
2 Γy

(𝜈 − 𝜈{)E + x
1
2 Γy

E 

 
where Γ is the width. We have 𝑄 = 𝜈{/Γ, 𝐿(𝜈{) = 2 𝜋Γ⁄ = 2Q/πν{, so the cavity DOS at 
resonance is:  
 

𝜌~(𝜈{) =
𝐿(𝜈{)
𝑉 = S

2
𝜋𝜈{

W S
𝑄
𝑉W 

 
where 𝑉 is the volume of the cavity. The ratio of the two is:  
 

𝐹 ≡
𝜌~(𝜈)
𝜌kt(𝜈)

= S
3
4𝜋EW S

𝜆
𝑛W

^

S
𝑄
𝑉W 

 
where 𝐹 is the Purcell factor, and we have added a factor of three for the three polarization 
directions and accounted for a refractive index 𝑛. 
 
This shows that there are two ways to make spontaneous emission faster: increase the cavity Q or 
decrease mode volume. Since we would like to emit the cavity radiation quickly, increasing the 
cavity Q only works up to a point, since the cavity lifetime is 
 

𝜏~�� = 𝑄/𝜔 
 
Decreasing mode volume past the diffraction limit is possible with plasmonics as mentioned 
above. In this case, however, metal loss can be avoided by compromising on Q, i.e. creating a 
lossy mode where the energy is radiated quickly. An LED, unlike a laser, does not have a 
threshold so does not need a high Q. It turns out that this is a highly desirable tradeoff to make, 
leading to ultrahigh modulation rates with ultrasmall mode volumes ≪ (𝜆 𝑛⁄ )^ and modest Q 
factors ~10-50. This can be quickly seen by considering the total lifetime [16]: 
 

𝜏 ≅ �𝜏~��E + S
𝜏{

𝐹(𝑄, 𝑉)W
E
 

 
where 𝜏{ is the unenhanced lifetime. For a given mode volume 𝑉, speed is maximized when 
𝑑𝜏 𝑑𝑄⁄ = 0. After some algebra, this leads to 𝑄��� ∝ √𝑉, and 𝐹��� ∝ 1/√𝑉 [16]. Thus, the 

(7) 

(8) 

(9) 

(10) 

(11) 
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decrease in mode volume overtakes the decrease in Q, leading to higher speed. Figure 4 shows a 
more rigorous analysis of modulation bandwidth versus Q and V, assuming the unenhanced 
emitter can be modulated at 1 GHz. For a given mode volume, there is an optimal quality factor, 
above which the speed is cavity lifetime limited (grey). Conventional lasers operate with high Q 
and have difficulty reaching this ultralow mode volume regime. 
 

 
Figure 4. Modulation bandwidth versus quality factor and mode volume, for LEDs and lasers. 

Reproduced from [16]. 

 
 

1.3.2 Classical optical antenna picture 
 
To guide intuition and design real devices, a classical picture of rate enhancement based on 
antenna theory is often more useful than the quantum picture above. Most radiative transitions in 
nature are dipole transitions, so we will be most concerned with dipole emitters. It can be shown 
using an eigenmode expansion that the local optical density of states is related to the power 
emitted by a dipole placed at that location [19]: 
 

𝐿𝐷𝑂𝑆A(𝒙{, 𝜔) =
4
𝜋 𝜖
(𝒙{)𝑃A(𝒙{, 𝜔) 

 
where 𝑃A(𝒙{, 𝜔) is the power radiated by the current source 𝑱 = 𝒆𝒍𝛿(𝒙 − 𝒙{)𝑒Rj�� and 𝒆A is the 
unit vector in the direction 𝑙. Thus, to find the Purcell factor, we can simply look at the power 
radiated by a dipole at that location in the cavity and divide by the power from the same dipole 
without a cavity. 

(12) 
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The effective dipole length of an atomic emitter is ~0.3 nm, on the order of the atomic spacing. If 
we imagine the emitter oscillating with a frequency 𝜔, the current is simply 𝐼 = 𝑞𝜔. The 
radiation resistance of an infinitesimal dipole is [20]:  
 

𝑅��� = 𝜂 S
2𝜋
3 W S

𝑙
𝜆W

E

 

 
where 𝑙 is the dipole length and 𝜂 = �𝜇/𝜖. The power radiated is then 
 

𝑃kt =
1
2 𝐼

E𝑅��� = 𝑞E𝜔E𝜂 x
𝜋
3y S

𝑙
𝜆W

E

 

 
Since 𝑙 ≪ 𝜆, this is a relatively inefficient emitter. We can increase the effective length by 
coupling to an optical antenna. Consider placing the oscillating dipole between two conductors. 
By the Shockley-Ramo theorem [21], the current induced on the conductors is 
 

𝐼�U� = 𝑞𝜔 S
𝑙
𝑑W 

 
where 𝑑 is the distance between the conductors, i.e. the antenna feedgap. If these two conductors 
form the arms of a short dipole antenna with length 𝐿, then the total power radiated is  
 

𝑃�U� =
1
2 𝐼�U�

E 𝑅���,�U� = 𝑞E𝜔E S
𝑙
𝑑W

E

𝜂 x
𝜋
12y S

𝐿
𝜆W

E

= 𝑃kt
1
4 �

𝐿E

𝑑E� 

 
(Note that the radiation resistance of a short dipole is 1/4 that of an infinitesimal dipole.) Thus, 
the rate enhancement is simply 𝐿E/4𝑑E. It scales as the square inverse of the antenna gap, 
showing that small antenna gaps ≪ 𝜆 are required for high enhancement. For a half-wave dipole, 
the enhancement is ~𝜆E/16𝑑E, up to a factor since this is not a “short” dipole. For a typical 
wavelength of ~1 um and d ~ 10 nm, this leads to >500x enhancement! 
 
We can compare the power radiated from antenna theory to the result obtained from the Purcell 
effect by considering the limit of small gap d, or large gap capacitance. In this case, the mode is 
highly confined in the gap and the effective mode volume can be estimated as the volume of the 
gap capacitor (otherwise, it is difficult to calculate mode volume of a general dipole antenna). 
The simplified equivalent circuit is an RLC resonator shown in Fig. 5a, where R is the lumped 
resistance of the antenna and ohmic losses, and L is the lumped inductance. For large gap 
capacitance, the voltage on the capacitor is then 
 

(13) 

(14) 

(15) 

(16) 

(17) 
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𝑉 ≅
𝑞
𝐶¡
S
𝑙
𝑑W 

 
and the power dissipated in the resistor for large R is then 
 

𝑃 ≅
1
2
𝑉E

𝑅 =
1
2𝑅 ¢

𝑞
𝐶¡
S
𝑙
𝑑W£

E

=
(𝑞𝑙)E𝜔{
2𝜖{

S
𝑄
𝑉W =

3
4𝜋E 𝜆

^ S
𝑄
𝑉W𝑃kt 

 
where 𝑄 = ¤𝑅𝜔{𝐶¡¥

R[, 𝑉 = 𝐴𝑑, Cg = 𝐴𝜖{/𝑑, and A is the capacitor area. Pfs is the radiated 
power in free space found above. Thus, the power radiated by the dipole is enhanced by the 
Purcell factor derived above. 
 
Real antennas include many non-idealities such as the finite size of the metal, the metal loss, and 
the antenna reactance (including the kinetic inductance). One way to include these effects is 
through electromagnetic simulations, usually with finite-difference time-domain (FDTD) 
methods. By monitoring the total power radiated by a dipole in the cavity plus power dissipated 
in the metal, and comparing to the same dipole in free space, it is straightforward to find the rate 
enhancement and external quantum efficiency of the antenna. However, nonlocal effects such as 
the anomalous skin effect [22] cannot be easily included in FDTD simulations, so an alternative 
is to develop a circuit model for the antenna (Fig. 5b), as is commonly done in antenna design. 
This has proven successful in replicating the results from full-wave simulations as well as 
including the anomalous skin effect [23] (Fig. 6). 
 

(18) 
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Figure 5. a) Simplified circuit model for antenna to compare with Purcell factor. b) Circuit model 

of dipole antenna. c) Plot of resistances versus gap width. At small gap width, spreading 
resistance takes over and reduces efficiency. (b), (c) reproduced from [23]. 

 
 

 
Figure 6. Efficiency and enhancement from circuit model and FDTD simulation. Solid lines: 
circuit model. Solid squares: FDTD simulation. a) Dipole with vacuum in gap. b) Dipole with 

high-index semiconductor in gap. c) Comparison of blunt, rounded, and arch antenna geometries. 
Reproduced from [23]. 

 
From Fig. 6, we see that for dipole antennas with gaps of ~5-20 nm, we can achieve >50% 
efficiency, with enhancements of >104 for vacuum in the gap, and ~103 with high-index 
semiconductor. The enhancement is lower for semiconductor in the gap due to increased gap 
capacitance, which acts as a shunt path for the current. One way to remedy this is by making the 
antenna tips rounded, decreasing capacitance. Another way is to add an inductor in parallel to 
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form an LC matching network, increasing the impedance of this shunt path. This can easily be 
done using an arch dipole with metal connecting the two antenna arms. Both approaches restore 
high enhancement similar to the vacuum gap (Fig. 6c). 
 
Also note that at gaps <10 nm, although enhancement continues increasing, efficiency drops 
sharply due to spreading resistance. This is because the effective contact area of the atomic 
dipole emitter decreases as it is brought closer to the metal surface, increasing resistance. Thus, 
the optimal gap width for this design to obtain good efficiency and reasonably high enhancement 
is ~10-20 nm.  
 
 

1.3.3 Practical challenges 
 
Although we have shown that peak enhancement can be extremely high (>1000x) with good 
efficiency (>50%) limited by metal loss, real devices face many other challenges to achieving 
such high speed and efficiency. The model above was for a single dipole placed in the optimal 
location with the optimal polarization, emitting at a single frequency. A real semiconductor 
consists of randomly placed emitters, with random polarization, and typically broadband 
emission (> 2kT linewidth). We will investigate the effect of each of these in turn. 
 
Positioning of the emitter can be accounted for by defining a spatially-dependent enhancement 
𝐹(�⃗�), using FDTD simulation of dipoles in different locations, or an appropriate circuit model. It 
is also possible to find the approximate enhancement in a single simulation by looking at the 
mode profile induced at the antenna by a plane wave, assuming the antenna radiates mainly in 
that direction. The Lorentz reciprocity theorem states that [20]:  
 

∫ 𝐸[ ⋅ 𝐽E	𝑑𝑉 = ∫ 𝐸E ⋅ 𝐽[	𝑑𝑉 
 
where 𝐸[ is the field produced by the current source 𝐽[ and 𝐸E is the field produced by the source 
𝐽E. As shown in Fig. 7, if we take 𝐽[ as the current source for the antenna and 𝐽E as a current 
source in the far field with the correct polarization, the enhancement is proportional to |𝐸E|E. If 
𝐽[ is moved to a non-optimal location, the far field 𝐸[ will drop, and therefore so will the 
received field 𝐸E at that location. As an example, a cavity-backed slot antenna (Fig. 8a) has a 
mode profile along the length of the slot |𝐸|E ∝ cosE¤𝜋𝑥 𝑙¬kk⁄ ¥. The effective slot length 𝑙¬kk is 
slightly longer than the physical length (Fig. 8c), due to the field extending into the metal. 
 

(19) 
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Figure 7. Lorentz reciprocity for two current sources 𝐽[ and 𝐽E. 

 

 
Figure 8. a) Schematic of simulated cavity-backed slot antenna. b) Simulated electric field 

profile for a cavity-backed slot antenna under normal plane-wave excitation, in the x-z and x-y 
planes. The slot length (along x) is 300 nm and slot depth (along z) is 100 nm. c) Cross section of 
normalized |E| across the length of the slot. Red solid line: simulation. Black dashed line: fitting 

to sinusoid. Grey lines denote boundary between metal and air. 
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To account for polarization, recall Fermi’s Golden Rule, written here for band-to-band 
transitions in a semiconductor [17]:  
 

Γ =
2𝜋
ℏ
|⟨𝑐|𝐻o|𝑣⟩|E𝜌��(𝐸, �̂�) 

 
𝐻o = 𝑞𝐸{�̂� ⋅ 𝑟 

 
where |𝑐⟩ and |𝑣⟩ are the conduction and valence band wavefunctions. For a bulk material, the 
dipole matrix element 𝑟~� ≡ ⟨𝑐|𝑟|𝑣⟩ may point in any direction. Thus, for a given polarization �̂�, 
we must average over direction, giving a factor of 
 

∫ 𝑑Ω cosE(𝜃)
∫ 𝑑Ω

=
1
3 

 
compared to an optimally aligned dipole. This essentially cancels out the factor of 3 in the 
Purcell factor, since the other two polarizations can couple to free-space modes but not to the 
cavity mode. Similarly, if the dipole is mainly oriented in a plane, such as in monolayer materials 
or for the conduction-heavy hole (C-HH) transition in III-V quantum wells [1], we obtain a 
factor of ½. This is one motivation to move to lower-dimensional materials. 
 
Now let us consider the effect of a finite linewidth of the emitter. This can be written as a 
spectrally-averaged Purcell factor, assuming the carrier populations are in thermal equilibrium at 
all times. The total spontaneous emission rate is [17]:  
 

𝑅t� = ∫ 𝐶{(𝐸)𝜌¬A(𝐸)𝑓E(𝐸)¤1 − 𝑓[(𝐸)¥𝜌��(𝐸)𝑑𝐸 
 
where 𝐸 is the photon energy, 𝜌¬A(𝐸) is the reduced electronic density of states, 𝑓[(𝐸) and 𝑓E(𝐸) 
are the Fermi distribution functions for valence and conduction band respectively, 𝜌��(𝐸) is the 
optical density of states, and 𝐶{ is an overall constant that is weakly dependent on energy 
compared to the other terms. We obtain for the overall enhancement:  
 

𝐹��¡ ≡
𝑅t�,~��
𝑅t�,kt

=
∫ 𝐶{(𝐸)𝜌¬A(𝐸)𝑓E(𝐸)¤1 − 𝑓[(𝐸)¥𝐹(𝐸)𝜌kt(𝐸)𝑑𝐸
∫ 𝐶{(𝐸)𝜌¬A(𝐸)𝑓E(𝐸)¤1 − 𝑓[(𝐸)¥𝜌kt(𝐸)𝑑𝐸

 

 
where 𝐹(𝐸) is the enhancement spectrum, and 𝜌kt(𝐸) is the free space optical density of states. 
We can write the integrand in the denominator as the “intrinsic” spontaneous emission spectrum 
and obtain:  
 

(20) 

(21) 

(22) 

(23) 

(24) 

(25) 
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𝐹��¡ =
∫ 𝑅{(𝐸)𝐹(𝐸)𝑑𝐸
∫ 𝑅{(𝐸)𝑑𝐸

 

 
𝑅{(𝐸) ≡ 𝐶{(𝐸)𝜌¬A(𝐸)𝑓E(𝐸)¤1 − 𝑓[(𝐸)¥𝜌kt(𝐸) 

 
The emission spectrum in semiconductors is usually not an ideal Gaussian or Lorentzian 
lineshape, due to the thermal distribution of carriers and various broadening mechanisms. 
However, to ease computation and extract general trends, we will assume both 𝑅{(𝐸) and 𝐹(𝐸) 
are Lorentzian, and centered on the same energy 𝐸{:  
 

𝑅{(𝐸) =
Δ𝐸t
2𝜋

1
(𝐸 − 𝐸{)E + (Δ𝐸t 2⁄ )E	 

 

𝐹(𝐸) = 𝐹{
(Δ𝐸~)E

4
1

(𝐸 − 𝐸{)E + (Δ𝐸~ 2⁄ )E	 

 
where Δ𝐸t and Δ𝐸~ are the intrinsic and cavity linewidths respectively, and 𝐹{ is the peak 
enhancement. 𝑅{ is normalized so that ∫ 𝑅{(𝐸)𝑑𝐸 = 1. 𝐹��¡ is then simply:  
 

𝐹��¡ = 𝐹{
Δ𝐸~

Δ𝐸t + Δ𝐸~
 

 
We see that if Δ𝐸t ≪ Δ𝐸~, the average enhancement is indeed 𝐹{. We can also write this in terms 
of the cavity Q factor 𝑄~ = 𝐸{/Δ𝐸~ and intrinsic Q factor 𝑄t = 𝐸{/Δ𝐸t: 
 

𝐹��¡ =
3
4𝜋E S

𝜆
𝑛W

^ 1
𝑉

𝑄~𝑄t
𝑄~ + 𝑄t

	 

 
where we used the expression for the Purcell factor above. For a fixed 𝑄t, 𝐹��¡ saturates at 
 

𝐹��¡,`�² =
3
4𝜋E S

𝜆
𝑛W

^ 𝑄t
𝑉  

 
as 𝑄~ → ∞ [24]. Thus, for a broadband emitter and a single-mode cavity, there is little reason to 
use a cavity Q much higher than ~𝑄t. Taking the emission width as Δ𝐸t ≅ 2𝑘𝑇 = 51	𝑚𝑒𝑉 and 
𝐸{ ≅ 1	𝑒𝑉, this gives 𝑄t ≅ 20. Fig. 9 plots the spectrally-averaged enhancement versus 𝑄~, for 
various 𝑄t, assuming 𝑉¬kk = 10R^(𝜆 𝑛⁄ )^. We see that using a more narrowband emitter is 
desirable to increase the average enhancement. This provides another motivation to move away 
from bulk semiconductors with their broad density of states, to quantum-confined active 

(26) 

(27) 

(28) 

(29) 

(30) 

(31) 

(32) 

(33) 

(34) 

(35) 

(36) 
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materials or atomic/molecular systems with discrete energy levels. We will now consider the 
choice of active material in more detail. 
 

 
Figure 9. Spectrally-averaged enhancement versus cavity Q, for various 𝑄t, and 𝑉¬kk =

10R^(𝜆 𝑛⁄ )^. 

 
 

1.4 Choice of active material 
 
Many active materials have been used to achieve high Purcell enhancement, including molecules 
[25–27], III-V bulk ridges, quantum wells, and quantum dots [28–30], colloidal quantum dots 
[31], nanocrystals [32], and monolayer materials [33–36]. Molecular approaches are generally 
difficult to electrically inject, which is required for a practical LED. Colloidal quantum dot LEDs 
have shown high internal quantum efficiencies ~90% under electrical injection [37], although 
they appear to be relatively unexplored for optical communication applications. Their low 
conductivity and mobility [38] may limit the device modulation speed and maximum current 
density. 
 
III-Vs are the most commonly used option for communications, and their material properties and 
processing technology are well understood. However, one disadvantage is their high rate of non-
radiative recombination due to dangling bonds at the surface. This is characterized by the surface 
recombination velocity (SRV), which reaches ~104-106 cm/s for InP [39] and ~106 cm/s for 
GaAs even with oxide passivation [40]. For comparison, Si has shown extremely low SRV <10 
cm/s [41, 42]. Sulfur-based chemical treatments have been shown to reduce the SRV to <103 
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cm/s in GaAs [43], but these are challenging to incorporate into a nanoLED process. High 
surface recombination competes with radiative recombination and can drastically reduce the 
device efficiency at small surface-to-volume ratios. For example, for a ridge 20 nm wide in its 
smallest dimension, the non-radiative lifetime is 
 

𝜏U� ≅
𝑑
2𝑣t

= 10	𝑝𝑠 

 
for a surface recombination velocity 𝑣t = 10¸ cm/s. If the SRV can be made low (103 – 104 
cm/s) or enhancement is sufficiently high, good efficiency can still be achieved [44]. 
 
Another promising approach is given by monolayer transition-metal dichalcogenides (TMDCs), 
a recently discovered material system with many novel physical properties. In particular, they are 
intrinsically nanoscale in one dimension, and their pristine surfaces contain no dangling bonds, 
leading to high optical quantum yield. We will discuss TMDCs and their use in optical antenna-
coupled nanoLEDs further in Chapter 3 and the remainder of this work. 
 
  

(37) 
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2 Helium ion milling of slot antennas 
 
 
Achieving high enhancement requires fabricating small antenna gap widths <30 nm, a 
challenging task. The most common fabrication method is electron-beam lithography (EBL), in 
which a high-energy (~20-100 keV) electron beam is focused onto a resist layer, followed by 
resist development and either liftoff or etching to transfer the pattern underneath. Electrons have 
a much smaller effective wavelength (𝜆 = ℎ 𝑚𝑣⁄ ≅ 0.004 − 0.01	𝑛𝑚) than photons, allowing 
feature sizes <20 nm to be produced. However, edge roughness from the resist and metal 
deposition/etching, as well as poor dose repeatability, degrade performance at small scales. 
 
In this chapter, we investigate helium-ion milling (HIM) as an alternative, high-resolution 
method for creating optical slot antennas. Helium ions are more massive than electrons (4 u vs. 
0.0005 u), leading to even smaller effective wavelength. In addition, the interaction volume with 
the sample can also be much smaller compared to electrons due to lower backscattering [45] 
(Fig. 10). 
 

 
Figure 10. Monte Carlo plots showing scattering of various particles in a Si substrate. 

Reproduced from [45]. 

 
Past work with HIM has focused on dipole antennas using a combination of EBL and HIM to 
create the gaps [4,5]. Extremely small gap widths <5 nm have been achieved (Fig. 11) [46, 47]. 
In practice, slot antennas are more attractive for optoelectronic devices due to easier electrical 
injection and higher enhancement compared to dipole antennas with similar dimensions [2,3]. 
He-ion milling is similar to gallium focused-ion beam milling (Ga-FIB), in that the unwanted 
material is directly sputtered away instead of patterned using lithography followed by etching or 
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liftoff. HIM allows for higher resolution that Ga-FIB, due to the larger probe size of the liquid-
metal Ga-ion source versus the atomic He-ion source, and the larger interaction volume of the Ga 
ions with the specimen (Fig. 10). We demonstrate HIM slot antennas with controllable 20 nm 
gaps, which show extremely high polarization ratios and resonance shifts with antenna length. 
As shown above, gaps much smaller than ~20 nm tend to suffer from low antenna efficiency due 
to spreading resistance, despite high rate enhancement. In addition, we compare the optical 
quality of He- and Ga- milled antennas with larger gap widths. 
 

 
Figure 11. Dipole antennas fabricated using a combination of EBL and HIM to form the gaps. 

Scale bar is 50 nm for a) and 100 nm for b). Reproduced from [46, 47]. 

 

2.1 Antenna design and fabrication 
 
Fig. 12a shows a schematic of our antenna design. Slot antennas are milled into 23 nm Au layer 
deposited on a Borofloat glass substrate using electron-beam evaporation. The slot width is 20 
nm for HIM slots, while antenna length is varied between 70-150 nm. In addition, 35 nm wide 
slots are milled using HIM and Ga-FIB to compare antenna quality, as Ga-FIB was unable to 
achieve 20 nm widths after successive focusing steps. The relatively thin Au layer allows for 
faster milling times and minimizes redeposition of sputtered material inside the slot. HIM is 
performed using a Carl Zeiss ORION NanoFab He/Ne/Ga triple-beam ion microscope, while Ga-
FIB is performed using an FEI Quanta dual-beam SEM/FIB. Fig. 12b,c show electric field 
profiles inside the slot for vertical and horizontal cross sections, respectively. 
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Figure 12. a) Antenna schematic showing substrate and light emission from slot. b, c) Simulated 

electric field inside the slot. 

 
One of the main challenges with HIM is the tendency for He ions to collect in the substrate, 
which can cause substrate swelling and interfere with the sputtering process. In extreme cases, 
this can even cause large blisters to form in the substrate. Fig. 13 shows He ion milling results of 
150 nm Au on Si using various doses. At low dose, there is no visible interaction with the 
substrate, while at higher doses, swelling and eventually blistering occurs. This can be avoided 
by choosing a substrate with higher He diffusion rate, such as glass in this work.  
 

 
Figure 13. He ion milling results of 150 nm Au on Si, using various He ion doses shown. 
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Fig. 14a shows images of the milled 20 nm slots for various He ion doses. Fig. 14b shows a close 
up of the three doses. The antenna is observed to “shrink” as dose increases, most likely due to 
redeposition or He ion implantation. Fig. 14c compares the 20 nm HIM slot with the 35 nm HIM 
slot and 35 nm Ga-FIB slot. The 35 nm Ga-FIB slot exhibits rounded corners compared with the 
35 nm HIM slot. 
 

 
Figure 14. a) 20 nm HIM slots with various doses. Scale bar: 100 nm. b) Close up of the three 
doses. Scale bar: 20 nm. c) Comparison of 20 nm HIM, 35 nm HIM, and 35 nm Ga-FIB slots. 

Scale bar: 40 nm. Images of 20 nm HIM slots were taken with the helium-ion microscope, while 
35 nm HIM and 35 nm Ga-FIB slot images were taken using a scanning electron microscope 

(SEM). 

One drawback of milling techniques is that there is no simple way to determine the milled depth 
without damaging the sample. Due to the small dimensions, atomic force microscopy or optical 
methods are difficult. In our case, overetching partly into the glass substrate will cause a slight 
shift in the antenna resonance. Fig. 15 shows FDTD simulated resonances of 110 x 20 nm slots, 
for varying overetch depths. An overetch of 5 nm causes a ~20 nm blueshift in the resonance. 
The resonance shift saturates at ~50 nm for overetch depths of >20 nm, since the optical mode 
only extends a finite depth into the glass. 
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Figure 15. Simulated antenna resonances for varying overetch depth into the glass, of a 110 x 20 

nm Au slot on glass. 

 

2.2 Measurement results 
 
Polarization-dependent scattering measurements were performed using a dark-field microscope 
setup. White light was focused onto the sample with a 100x objective, and the scattered light was 
filtered by a polarizer and collected in a grating spectrometer with a silicon CCD (Fig. 16). The 
polarization ratio between light scattered orthogonal to the slot versus parallel to the slot is 
related to antenna quality, since rough or uneven edges can cause excess scattering from the 
parallel polarization.  
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Figure 16. Schematic of dark-field scattering setup for measuring antenna resonance and 

polarization ratio. 

Fig. 17a-c show scattering spectra of the orthogonal (antenna) polarization collected from the 
He- and Ga- milled antennas. Resonance shifts with length are observed for all three sets of 
antennas. Shorter antennas have a smaller scattering cross section, so the intensity decreases 
along with the length. All spectra were normalized by subtracting the background scattering from 
a nearby area on the sample, dividing by the measured spectrum of a uniform scatterer. In 
equation form:  
 

𝑆U��`(𝜆) =
𝑆�U�(𝜆) − 𝑆»¡(𝜆)
𝑆¼½j�¬(𝜆) − 𝑆�kk(𝜆)

 

 
where 𝑆U��`(𝜆) is the final normalized spectrum, 𝑆�U�(𝜆) is the measured antenna spectrum, 
𝑆»¡(𝜆) is the background scattering, 𝑆¼½j�¬(𝜆) is the measured spectrum of a Lambertian 
scatterer, and 𝑆�kk(𝜆) is the measured spectrum with the lamp off, to eliminate the effect of dark 
counts. White paper was used here as the uniform scatterer here, as it exhibits near-Lambertian 
scattering. As shown in Fig. 17b,c insets, the maximum polarization ratio was about 17 for the 
35-nm HIM slots and 15 for the Ga-FIB slots. Fig. 18 shows the scattering spectra of the 35 nm 
HIM and Ga-FIB slots at the two polarizations, for varying lengths. 

 

(38) 
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Figure 17. Normalized scattering intensity of antenna polarization, for all three antenna arrays. a) 

20-nm HIM antennas. b) 35-nm HIM antennas. Inset: spectra for both polarizations of 110-nm 
length antenna. c) 35-nm Ga-FIB antennas. Inset: spectra for both polarizations of 140-nm length 

antenna. 

 

 
Figure 18. Scattering spectra for antenna polarization (solid curves) and polarization parallel to 

the slot (dotted curves), for 35 nm Ga-FIB (a-c) and HIM antennas (d-f) of varying lengths. 

 
Fig. 19a-c show CCD images for all three antenna arrays at antenna (top) and parallel (bottom) 
polarizations. Scattering from the parallel polarization is visible in the CCD images for the 35-
nm HIM and Ga-FIB antennas, but was extremely weak for the 20-nm HIM slots, making it 
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difficult to calculate polarization ratio using the spectra. By fitting a sine curve to the CCD spot 
intensity at different polarizer angles (Fig. 19d), we estimate a polarization ratio of ~37x. 
 

 
Figure 19. a-c) CCD images of all three antenna arrays for antenna polarization (top panels) and 
parallel polarization (bottom panels). d) Intensity of single antenna spot with varying polarizer 

angle. 

 
Both HIM and Ga-FIB antennas show similar resonance wavelength to that predicted by 
simulation (Fig. 20). We observed a small uniform blue shift for 35-nm and 20-nm HIM 
antennas compared to simulation, likely due to slight milling into the substrate, as described 
above. The apparent blue shift for both sets of antennas above 900 nm is due to the detector 
cutoff.  
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Figure 20. Measured and simulated antenna resonance wavelength vs antenna length, for 20 nm 

HIM (a) and 35 nm HIM and Ga-FIB (b). 

 
Finally, we note that cavity-backed slot antennas may be preferred to the non-cavity-backed slots 
shown above, due to higher mode confinement, higher enhancement, and directional emission. 
However, as mentioned previously, milling depth is hard to control and hard to characterize 
without damaging the sample. One way to monitor the depth in-situ is with endpoint detection 
using two material layers with different secondary electron (SE) yield [48]. By monitoring the 
SE yield during the milling process, milling can stop when it reaches the second material. This 
requires two materials with significantly different SE yield. The two most common antenna 
metals, Au and Ag, have relatively similar SE yield at He ion energy of 30 keV (Fig. 21). On the 
other hand, Ti has a ~2.5x lower SE yield than Au and Ag, so it may be an effective endpoint 
monitor. In a cavity-backed slot, the electric field at the bottom of the slot is relatively small 
(Fig. 8a), so loss of antenna efficiency can be minimized if Ti is used as the bottom layer, or 
integrated as the middle layer in a trilayer stack. Fig. 22 shows preliminary results of He ion 
milling on a trilayer stack of Au/Ti/Ag. We use a milling area of 100x100 nm2 and monitor the 
total integrated image intensity within the milling area over time. We observe an initial decrease 
of image intensity caused by shadowing as the gold is milled away, followed by an increase in 
intensity, and finally another decrease. This suggests that the endpoint detection is working as 
intended, although further work is needed to confirm milling depth. 
 



 26 

 
Figure 21. Secondary electron yield vs. He ion energy, for Au, Ag, and Ti. Reproduced from 

[49]. 

 
Figure 22. Integrated image intensity in milling area vs milling time, for trilayer stack of 

Au/Ti/Ag. Left inset: schematic of substrate. Right inset: Secondary electron image during the 
milling process. 

 
In conclusion, helium-ion milling is a promising fabrication technique to produce nanoscale 
structures with ultimate resolution limit smaller than e-beam lithography and other types of 
focused-ion beam. Our results show that HIM is capable of producing high quality slot antennas 
with smaller gap widths than Ga-FIB and very large polarization ratios of ~37x. Wider HIM 
antennas exhibit similar polarization ratios and resonance wavelength behavior to their Ga-FIB 
counterparts. For producing cavity-backed slot antennas, endpoint detection may be an effective 
way to control slot depth. Some drawbacks of HIM include the redeposition of sputtered material 
when milling depth is large or dose is too high, the swelling of certain substrates due to He 
implantation, and the low throughput compared to Ga ion milling. 
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3 Transition metal dichalcogenide monolayers 
 
As mentioned in Chapter 1, one challenge of traditional III-Vs nanoLEDs is their large surface 
recombination velocity, which leads to high non-radiative recombination and low efficiency as 
the device size decreases. This motivates the switch to lower dimensional materials where at 
least one dimension is intrinsically nanoscale, with chemically pristine surfaces lacking dangling 
bonds. In the rest of this work, we focus on the monolayer transition metal dichalcogenides and 
their use in nanoLEDs. This chapter will review past work on TMDCs and discuss the relevant 
carrier dynamics for high-speed modulation. 
 
Transition metal dichalcogenides are a class of layered materials formed from one transition 
metal atom (W, Mo, etc.) and two chalcogen atoms (S, Se, or Te). Like graphite, they occur 
naturally as single-molecule layers loosely bonded by van der Waals interactions. A schematic of 
the layer structure of MoS2 is shown in Fig. 23.  
 

 
Figure 23. Layer structure of MoS2, a commonly-studied TMDC. Reproduced from [50]. 

When thinned down to a single layer, they exhibit a dramatic change in optical and electronic 
properties, including emergence of a direct band gap (typically 1 – 2 eV) and huge exciton 
binding energy, up to 100s of meV [51]. In contrast to bulk semiconductors, excitons dominate 
the optical properties of TMDCs even at room temperature. These tightly-bound excitons arise 
from the reduced dielectric screening and stronger spatial confinement in 2D compared to 3D 
[52]. Optical absorbance can reach >5% even for a single atomic layer, due to the strong 
excitonic light-matter interaction [53]. 
 
Since the discovery in 2010 [51] of the first monolayer TMDC, MoS2, these materials have been 
intensely explored for electronic and optoelectronic applications, which we will review below. 
From a practical standpoint, monolayer TMDCs are easily produced through mechanical 
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exfoliation or chemical vapor deposition. They exhibit good air and chemical stability, and can 
be easily transferred onto arbitrary substrates and processed using traditional semiconductor 
fabrication methods. 
 

3.1 Applications in electronics 
 
For transistors, their monolayer nature results in good electrostatic control over the channel. 
However, several challenges remain. Experimental carrier mobility is usually low (<200 cm2/Vs 
for MoS2), thought to be limited by defects and interface scattering [54]. This is less important in 
nanoLEDs, where in fact high mobility may not be desired due to increased carrier overshoot or 
ballistic transport across a nanoscale device. 
 
In addition, ohmic contacts, desired for any electrically-injected device, still prove difficult to 
achieve. The lack of dangling bonds on the surface can result in a weak chemical interaction 
between the metal and semiconductor, leading to a tunnel barrier and high contact resistance 
(Fig. 24a, b) [55]. Some metals are predicted to hybridize with the monolayer and form a 
“metallized” region (Fig. 24c, d). However, even in this case there exists a lateral Schottky 
barrier between the metallized region and the uncovered TMDC (Fig. 24d). The Schottky barrier 
is high for most contacts due to Fermi-level pinning [56]. Some approaches to improve contact 
resistance include chemical doping, plasma-induced doping, and use of low/high work function 
metals (for electron and hole injection respectively) [55, 57–60]. Note that these doping methods 
only work for one type of doping (P or N) at a time; integrating both types of doping of a single 
material in the same device is a significant processing challenge. Contact resistance is mainly 
important in nanoLEDs to reduce operating voltage and thus increase energy efficiency, which 
may be low even if quantum efficiency is high. However, doping may not be necessary for 
carrier confinement due to the extremely fast exciton formation time, as we will discuss later. 
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Figure 24. Metal-TMDC contact mechanisms. a) Schematic with van der Waals gap between 
metal and TMDC. b) Corresponding band diagram showing tunnel barrier (TB) and Schottky 

barrier (SB). c) Schematic with hybridization between metal and TMDC. d) Corresponding band 
diagram. Reproduced from [55]. 

 
Another long-recognized challenge in TMDC electronics is the large hysteresis in TMDC field-
effect transistors (FETs). The cause of this hysteresis has been studied extensively, with some 
results pointing to charge trapping caused by adsorption of water and oxygen on the monolayer 
surface [61–63], and others to intrinsic defects [63, 64]. In lateral-junction LEDs, electrostatic 
gating is needed to form a P-N junction, and so the same problem is encountered, as we will 
show in the next chapter. In FETs, hysteresis manifests as a shift in the Id-Vg curve as gate 
voltage is swept in opposite directions. At a constant gate bias, this is seen as a decay in current 
over time [61, 63]. Although past work on TMDC electroluminescence has shown high 
electroluminescence (EL) quantum efficiencies, these are reported only in high-vacuum 
conditions, where hysteresis is partially mitigated. 
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A simple alternative approach is pulsed voltage bias, which has been shown to yield hysteresis-
free FET characteristics in ambient conditions [65–67] (Fig. 25), as well as bright 
electroluminescence using the LEC structure above. In the next chapter, we show that pulsed 
injection is also effective for lateral-junction TMDC LEDs, yielding stable EL from monolayer 
WSe2 devices in ambient conditions. 
 

 
Figure 25. a) Conductance vs back gate voltage for WSe2 FET, showing large hysteresis. b) 

Pulsing scheme for pulsed gate voltage sweep. c) Conductance vs back gate voltage using pulsed 
voltage, showing no hysteresis. Reproduced from [66]. 

3.2 Applications in optoelectronics 
 
Due to their direct bandgap and novel excitonic physics, TMDCs are also attractive for 
optoelectronics. Various optoelectronic devices using TMDCs have been demonstrated, 
including LEDs, solar cells, and photodetectors [33, 68–79]. For nanoLEDs, the optical quantum 
yield (QY) is an important figure of merit, as this will ultimately limit the quantum efficiency 
(QE) of the device. The QY of unprocessed TMDCs is generally ~0.1-1% [80, 81] but can be 
raised to ~100% using a superacid treatment [81] (Fig. 26). 
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Figure 26. Quantum yield versus generation rate for as-exfoliated and superacid-treated MoS2. 

Reproduced from [81]. 
 

3.2.1 Electrically-injected light-emitting devices 
 
Electrically-injected TMDC LEDs in literature can be divided into two main types: lateral 
junction and vertical junction. Lateral junction LEDs were the first type demonstrated and the 
main focus of this work. In these devices, similar to TMDC field-effect transistors (FETs), the 
monolayer channel is formed laterally atop a gate dielectric, and gate voltage is used to 
electrostatically dope the channel P and N type near the two separate contacts (Fig. 27a). These 
have shown quantum efficiencies ranging from 0.01 – 1% [68–70]. More recently, vertical tunnel 
junction structures have also shown efficient light emission. In these structures, the TMDC is 
sandwiched between two tunnel barriers of hBN (~2 – 3 nm), and contacted on top and bottom 
by graphene electrodes (Fig. 27b). The tunnel barriers provide carrier and exciton confinement, 
and these structures have shown QEs of 1 – 5% [71, 82]. One disadvantage of this structure for 
electrical modulation is the high capacitance resulting from the very thin injection region (~5 
nm), leading to large RC time. 
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Figure 27. Left: schematic and electroluminescence spectra of lateral-junction LED. Separate 

voltages are applied to the split gates to electrostatically dope one side with holes and the other 
with electrons. Reproduced from [68]. Right: schematic of vertical-junction LED. Adapted from 

[71].  

 
Recently, a new type of structure has also shown bright emission in TMDCs: the light-emitting 
capacitor (LEC) [83]. This device consists of a monolayer atop a gate oxide, contacted by a 
single contact (Fig. 28). By pulsing gate voltage between the two terminals, electrons and holes 
are injected in alternating cycles, and light is emitted near the contact. For efficient emission, the 
gate voltage must be pulsed quickly (ideally rise time of <~ns) to avoid carriers diffusing back 
into the contact before they can form excitons. Due to its ease of fabrication, and since it only 
requires one contact, this structure has been used for large-area (~mm) visible light emission 
with potential applications for displays [83]. 
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Figure 28. a) Schematic of light-emitting capacitor. b) EL image when one or both contacts are 
grounded while the gate is pulsed (the ungrounded contact is left floating). Reproduced from 

[83].  

3.2.2 Optical cavity-coupled devices 
 
There have been several reported demonstrations of TMDC monolayers coupled to optical 
cavities to enhance the light-matter interaction. Peak rate enhancements of >300x have been 
demonstrated using WSe2 coupled to slot antennas [84]. Other examples include patch antennas, 
nanodisc arrays, and slot cavities [35, 36, 85]. Almost all of these devices are optically injected; 
to our knowledge, only one other demonstration has used electrical injection, with vertically-
injected LEDs coupled to a photonic crystal cavity [33] (Fig. 29). This showed a relatively low 
enhancement of ~4x, and rise and fall times of ~400 ns, limited by the high capacitance of the 
vertical injection structure. We will discuss optical cavity coupling further in Chapters 5 and 6. 
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Figure 29. WSe2 LED coupled to photonic crystal cavity. a) Optical image without cavity. b) 
Optical image with cavity. c) Schematic of device and measurement setup. Reproduced from 

[33]. 

 

3.3 Carrier and exciton dynamics 
 
Now we discuss the carrier and exciton dynamics in TMDC monolayers, with an eye towards 
achieving high speed electrical modulation of light emission. Due to the high exciton binding 
energy, light emission in TMDC monolayers is dominated by excitons even at room temperature. 
Thus, to make a fast light emitting device, the exciton formation time as well as the exciton 
radiative lifetime must be made fast. Pump-probe studies show exciton formation time <1 ps for 
a variety of TMDCs and carrier densities [86–88]. For example, in [86], differential reflectance 
of a probe pulse with varying pump-probe delay is used as a sensitive measure of exciton and 
carrier density. A fast sub-ps delay in differential reflectance is observed at early times (Fig. 
30a), which is attributed to exciton formation. Free carriers are more efficient than excitons at 
saturating the exciton oscillator strength [86], so differential reflectance drops as free carriers 
become excitons. 
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Figure 30. a) Differential reflectance Δ𝑅/𝑅{ versus probe delay for MoSe2. b) Fast decay time 

versus pump fluence. Reproduced from [86]. 

Exciton formation in semiconductors can occur through two mechanisms [89]: (a) bimolecular 
(Bexn2) formation from electron and hole populations, or (b) direct (geminate) formation from an 
injected electron-hole pair through emission of longitudinal optical (LO) phonons [90], for which 
the rate is proportional to the injection density. Bimolecular formation has been observed in Si 
and the coefficient Bex measured [91], while geminate formation has been observed in CdS [92]. 
For TMDCs, the constant decay time with respect to pump fluence in experiment suggests 
geminate formation [90]. In optical injection experiments, each photon creates a resonant 
electron-hole pair with matching momentum, which can then directly form an exciton. However, 
electrically injected carriers follow a thermal distribution, so we expect a bimolecular formation 
rate. The exciton formation coefficient Bex has not been directly measured in experiment, 
although one report obtained a very high value ~104 cm2/s in MoS2 by fitting the 
photoluminescence (PL) quantum yield versus pump power to a rate equation model [81]. In III-
V quantum wells, Bex has been measured at low temperatures (2-10 K) to be ~5-15 cm2/s [91, 93, 
94]. Here, we adopt a conservative approach and derive it using the direct formation time 𝜏¬², in 
a similar manner as the standard derivation of spontaneous emission rate [17, 95]. We assume 
only electron-hole pairs with matching momentum can form an exciton, at the measured rate 
1/𝜏¬². We then sum over momentum states 𝑘 = (𝑘², 𝑘¾), weighted by the electron and hole 
Fermi factors:  
 

𝑅 =
2

𝜏¬²𝐴
¿𝑓(𝐸¬ − 𝐹U) x1 − 𝑓¤𝐸½ − 𝐹�¥y
À

 

 
where R is the total exciton formation rate (cm-2 s-1), A is the area of the crystal and f(E) is the 
Fermi distribution function: 

𝑓(𝐸) =
1

1 + 𝑒Á ÀÂ⁄  

 
and 

(39) 

(40) 
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The factor of 2 is for spin. Assuming a Boltzmann distribution for carriers: 
 

𝑛 = 𝑘𝑇𝜌E�¬ 𝑒(ÄÅRÁÆ)/ÀÂ 
𝑝 = 𝑘𝑇𝜌E�½ 𝑒¤ÁÇRÄÈ¥/ÀÂ 

 
with the 2D density of states 

𝜌EÉ
¬,½ =

𝑚¬,½
∗

𝜋ℏE  

we arrive at the result: 
 

𝑅 = �
𝜋ℏE

𝑘𝑇(𝑚¬
∗ + 𝑚½

∗ )𝜏¬²
� 𝑛𝑝 

 
so the exciton formation coefficient is: 
 

𝐵¬² =
𝜋ℏE

𝑘𝑇(𝑚¬
∗ + 𝑚½

∗ )𝜏¬²
 

 
This expression is very similar to the bulk (3D) radiative recombination coefficient Brad,3D [95]: 
 

𝐵���,^É =
1
2𝜏{

�
2𝜋ℏE

𝑘𝑇(𝑚¬
∗ + 𝑚½

∗ )�
^/E

 

 
where 𝜏{ is the lifetime from Fermi’s golden rule. The 3/2 power arises for the bulk case. The 
(𝑚¬

∗ + 𝑚½
∗ ) in the denominator comes the Boltzmann distributions for electrons and holes 

contributing a factor of 1 𝜌E�¬⁄ ∝ 1/𝑚¬
∗  and 1 𝜌E�½⁄ ∝ 1/𝑚½

∗  respectively, while the integration 
over k gives a factor of reduced mass 𝑚�

∗ = (1 𝑚¬
∗⁄ + 1 𝑚½

∗⁄ )R[, resulting in 𝑚�
∗ 𝑚¬

∗𝑚½
∗⁄ =

1 (𝑚¬
∗ + 𝑚½

∗⁄ ). For 𝜏¬² = 0.5 ps, 𝑚¬
∗ = 𝑚½

∗ ≅ 0.5	𝑚{ [96], we obtain 𝐵¬² ≅ 0.1 cm2/s at room 
temperature. This is a conservative estimate since we have neglected the interaction of electrons 
and holes with different momenta. We can compare this value to the radiative recombination 
coefficient of traditional semiconductors by multiplying by the monolayer thickness, to get 
𝐵¬²,^É ≅ 𝐵¬² ∗ 1	nm ≅ 10RÊ cm3/s. In GaAs, the radiative recombination coefficient Brad ≅ 10-

10 cm3/s. Thus, the effective exciton formation coefficient is much greater than the radiative 
recombination coefficient of traditional materials. This will act as a carrier confinement 

(41) 

(42) 

(43) 

(44) 

(45) 

(46) 

(47) 
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mechanism and reduce carrier overflow even without carrier confinement layers, as we will 
investigate in Chapter 6. 
 
Once excitons are formed, they will then recombine through radiative and non-radiative 
channels. A first-principles study predicts exciton radiative lifetimes of a few ps at 4 K, which 
increases linearly with temperature, rising to ~1 ns at 300 K [97]. This agrees with 
experimentally observed lifetimes [98–100], and is also similar to the lifetime of traditional 
semiconductors [101]. Thus, coupling to an optical cavity is necessary to achieve high 
modulation speeds >1 GHz. 
 
Next, we consider some aspects of TMDC physics that may limit device efficiency: dark 
excitons, edge recombination, and exciton-exciton annihilation. Dark exciton states are present in 
all typical TMDC monolayers (WSe2, MoS2, etc.) [102]. The conduction and valence band edges 
are located at two inequivalent points in k-space, ±K. Due to the lack of inversion symmetry and 
strong spin-orbit coupling, these valley degrees of freedom couple to spin (spin-valley coupling). 
Both the conduction and valence bands split into bands of opposite spin in each valley. The 
valence band splitting can be ~100s of meV, while the conduction band splitting is ~10s of meV 
[103]. For molybdenum-based TMDCs, electrons in the lowest conduction band have the same 
spin as holes in the highest valence band, and thus the lowest excitonic state is bright (since 
interaction with a photon cannot flip the spin). For tungsten-based TMDCs, the lowest 
conduction and highest valence bands have opposite spin, so the lowest exciton state is dark 
[103]. Fig. 31 illustrates the four basic exciton states. The lowest state is the A exciton, and can 
be bright or dark. Note that there are theoretically many other exciton states above the A exciton, 
but most of them are dark [97, 103]. 
 

 
Figure 31. Schematic of basic exciton states in TMDCs: bright (A) and dark (AD) A excitons, 

bright (B) and dark (BD) B excitons. Conduction band spin splitting is not shown here. 
Reproduced from [97]. 

These dark exciton states will reduce the effect of antenna enhancement, since they do not get 
enhanced by the antenna and are only affected by non-radiative recombination mechanisms. The 
coupled rate equation for bright and dark excitons is [102]: 
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where Nb and Nd are the bright and dark exciton densities, τ is the total lifetime, τnr is the non-
radiative lifetime, τdb and τbd are the scattering times from dark-to-bright and bright-to-dark 
excitons, and Bb and Bd are the exciton generation coefficients for bright and dark excitons. τdb 
and τbd are related by 𝜏�» = 𝐾𝜏»�, where 𝐾 ≡ 𝑒ÍÁ ÀÂ⁄ , and Δ𝐸 = 𝐸» − 𝐸� is the bright-dark 
energy splitting. In photoluminescence experiments, only bright excitons are injected since only 
they couple to light. In electroluminescence experiments, we expect to inject bright and dark 
excitons following a thermal (Boltzmann) distribution; thus, we have 𝐵» =

[
Î\[

𝐵 and 𝐵� =
Î

Î\[
𝐵, where B = Bb + Bd is the total generation coefficient. We will solve these coupled rate 

equations and discuss the implications for modulation speed and efficiency in Chapter 6. 
 
Although the surfaces of TMDC monolayers are in principle pristine, their edges contain 
dangling bonds that lead to non-radiative recombination. Just as with surface recombination in 
bulk materials, this can be described by an edge recombination velocity (ERV) ve, defined using 
the boundary condition at the edge:  
 

𝐷
𝑑𝑁
𝑑𝑥 (𝑥`�²) = −𝑣¬𝑁(𝑥`�²) 

 
at the +x boundary, for example. For devices smaller than the exciton diffusion length, this leads 
to an effective non-radiative lifetime 

𝜏¬ ≅
𝑑
2𝑣¬

 

 
where d is the smallest lateral size of the device. The ERV has been measured in WS2 to be 
~4 × 10Ð cm/s [104] (Fig. 32), comparable to passivated InGaAs [105]. Edge passivation 
techniques may be able to decrease the ERV, but as of today little work exists on this topic. 
 

(48) 

(49) 

(50) 

(51) 
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Figure 32. Exciton decay rate versus inverse disk diameter of etched WS2 disks. Reproduced 

from [104]. 

 
For radiative recombination to overtake edge recombination, we require 
 

𝜏�{
𝐹 ≤

𝑑
2𝑣¬

 

 
where 𝜏�{ is the unenhanced radiative lifetime (~1 ns) and F is the enhancement. The required 
enhancement versus d is plotted in Fig. 33 for ve = 4 × 10Ð cm/s. Good efficiency can be 
achieved even for very small device sizes. For an average enhancement of 100, the device size d 
need only be larger than ~8 nm for radiative recombination to dominate. 

 
Figure 33. Required enhancement to overcome surface recombination, versus smallest dimension 

d. 

(52) 
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Due to the strong coulomb interaction in TMDCs, excitons exhibit rich many-body interactions, 
the most important of which is exciton-exciton annihilation (EEA) [106, 107]. This can be 
included in the exciton rate equation as a –CN2 term [99, 108]: 
 

𝑑𝑁
𝑑𝑡 = 𝐺 − 𝐴𝑁 − 𝐶𝑁E 

 
where C is the EEA coefficient. Similar to Auger recombination in conventional materials, this 
will limit the device efficiency at high exciton densities, which ultimately limits the output 
power of the device. C ~ 0.1 cm2/s in most substrate-supported TMDCs [106, 107], although 
WS2 fully-encapsulated in hBN has notably shown much smaller 𝐶 ≅ 6 × 10R^ cm2/s [106]. 
This shows that unlike the fixed Auger coefficient of traditional semiconductors, the EEA 
coefficient in TMDCs can be tuned by the environment. EEA will dominate over radiative 
recombination when 𝐶𝑁 ≅ 𝐴�. The output power is given by:  
 

𝑃�Ó� = 𝜂¬²(ℏ𝜔)𝐴�𝑁𝑎 
 
where 𝜂¬² is the overall extraction efficiency, ℏ𝜔 is the photon energy, 𝐴� is the radiative rate, 𝑁 
is the exciton density, and 𝑎 is the area of the device. For a highly scaled antenna-coupled 
device, we use 𝐶 = 0.1 cm2/s, 𝐴� = 1000/(1	𝑛𝑠), ℏ𝜔 = 1	𝑒𝑉, 𝑎 = (20	𝑛𝑚) × (200	𝑛𝑚), 
𝜂¬² = 1, and obtain 𝑁 = 𝐴�/𝐶 = 10[^ cm-2 and Pout = 6.4 μW. At a modulation rate of 40 Gbps, 
this is 1000 photons/bit, well above the quantum shot noise limit. Inefficiencies in waveguide 
coupling, waveguide loss, and detector sensitivity will raise the output power requirement, so 
strategies such as encapsulation to decrease the EEA coefficient should be further explored. The 
output power can also be increased by using multiple antenna devices in parallel, although the 
presence of multiple modes can hamper efficient waveguide coupling. We will discuss these 
issues further in Chapter 6. 
 
  

(53) 

(54) 
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4 Monolayer WSe2 light-emitting diode 
 
In this chapter, we will study what limits the efficiency and stability of large-area (~1-10μm) 
electrically-injected lateral-junction WSe2 light-emitting diodes. This must be understood before 
shrinking the device area to the nanoscale, as is eventually desired. We show that lateral-junction 
WSe2 LEDs suffer from severe decay in current at constant bias in ambient conditions. We will 
demonstrate that pulsed voltage operation can overcome this problem and result in greatly 
stabilized light emission over time. Quantum efficiency of EL matches that of PL, indicating 
efficient exciton generation with injected carriers. We demonstrate ~15 ns EL rise and fall times, 
a record modulation speed for TMDC LEDs. We will discuss the causes of the current decay in 
our devices and show that hole traps are responsible for current decay even in vacuum 
conditions, while atmospheric moisture contributes to both hole and electron current decay in 
ambient conditions. 
 

4.1 Device design and fabrication 
 
Our device design (Fig. 34) is a back-gated WSe2 FET structure operated as a p-n diode. This is 
similar to previous lateral-junction structures [68–70], but with only a single gate rather than 
dual gates with separate gate voltages applied. This sacrifices the ability to control doping level 
independently of the source-drain bias, but we will show that high quantum efficiency can still 
be achieved. Also, this simpler fabrication process allows a smooth gate oxide (thermally grown 
SiO2 on Si in our case) to be used. Fabrication of split gates usually involves first depositing the 
two metal gates, then depositing the oxide. If this is done using standard atomic-layer deposition 
(ALD) or chemical vapor deposition (CVD), the surface roughness of the metal gates is 
transmitted through the oxide, resulting in a rough monolayer/oxide interface that may degrade 
device performance [109]. 
 

 
Figure 34. Schematic of WSe2 lateral-junction LED. 
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Our gate stack is either thermally grown 50 nm SiO2 on a p++ Si substrate, or 20 nm Al2O3 
deposited by ALD on an ITO (280 nm)/glass substrate. Devices on both substrates showed bright 
light emission. 
 
The thickness of the oxide greatly affects the light outcoupling efficiency due to constructive or 
destructive interference from the substrate [110] (Fig. 35). The optimal thickness of SiO2 on Si 
for maximum outcoupling at 750 nm is ~100 nm, but a lower thickness is desired for efficient 
gating of the device. Since the source-drain voltage is not controlled separately from the gating 
voltages, a larger source-drain voltage is needed for a thicker gate oxide, which will increase 
power consumption and degrade energy efficiency. Thus, we chose 50 nm SiO2 as a compromise 
between thinner for better gating and thicker for better outcoupling. The light outcoupling 
efficiency for 50 nm SiO2 on Si is calculated from FDTD simulation to be 10% for the emission 
wavelength of 750 nm. For the devices on Al2O3, the substrate materials are nearly transparent, 
so interference effects are not as severe, and the oxide can be made thinner. FDTD simulation 
predicts a 7% outcoupling efficiency for this substrate. For optimal outcoupling efficiency, metal 
back mirrors or distributed Bragg reflectors (DBRs) can be used [111], but in this study we are 
primarily interested in the internal quantum efficiency of light emission. 
 

 
Figure 35. a, b) Interference effects for light absorption or emission of WSe2 on SiO2/Si 

substrate. c) Map of outcoupled intensity versus SiO2 thickness and emission wavelength. 
Reproduced from [110]. 
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For the active material, WSe2 was chosen due to its ambipolar nature [112], required for bipolar 
carrier injection. In addition, WSe2 shows higher unprocessed quantum yield than most other 
TMDCs, particularly the most commonly-studied MoS2 (Fig. 36).  

 
Figure 36. Relative PL intensity and absorbance of various 2D materials. Reproduced from 

[113]. 

 
After preparing the gate stack, CVD-grown WSe2 is transferred using a pick-and-place method. 
Monolayer WSe2 flakes ~50-100 µm in size are grown on a quartz substrate [114]. For transfer, a 
thick (>5 µm) poly(methyl methacrylate) (PMMA) film is first spun on an SiO2 substrate, then 
~100x100 µm slabs are cut out and placed atop the flakes on the growth substrate. This is then 
heated to 160 C for 3 min to adhere the PMMA slabs to the flakes. The slabs are then picked up 
and placed on the target surface, followed by another heating cycle at 160 C for 3 min to adhere 
the flakes to the target substrate. Finally, the PMMA is removed using dichloromethane (DCM) 
for 5 min. DCM was found to give better adhesion of the flakes after transfer compared to 
acetone. The target substrate is then placed in acetone for ~5 min to clean any remaining PMMA 
residue. 
 
For SiO2/Si substrates, acetone also releases strain in the monolayer. Residual tensile strain can 
greatly reduce the PL intensity and redshift the spectrum [114], and a >30x boost in the PL 
intensity was observed after this acetone treatment (Fig. 37a) [115]. The strain is released in the 
first few seconds of immersion in acetone [115]. However, note that the acetone treatment does 
not work on all substrates. Fig. 37b,c show the results of acetone treatment on WSe2 transferred 
on Al2O3/Si and HfO2/Si substrates respectively. The highest PL enhancement is measured on as-
grown flakes (on quartz) and transferred flakes on SiO2. Flakes on HfO2 showed a small (~2x) 
enhancement, and on Al2O3 show no enhancement or small decrease. The reason is not known 
but is likely related to surface roughness or different surface adhesion forces. The RMS 
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roughnesses were 5Å for SiO2/Si, 14Å for Al2O3/Si, and 10Å for HfO2/Si, measured using 
atomic force microscopy (AFM). 
 

 
Figure 37. Spatial PL maps of monolayer WSe2 after transfer on various substrates, before (left) 

and after (right) immersion in acetone. a) SiO2 (50 nm)/Si, b) Al2O3 (80 nm)/Si, c) HfO2 (30 
nm)/Si. 

 
After transfer, contacts are patterned using electron-beam lithography (EBL) followed by 
thermal evaporation of Ni (15 nm) and liftoff for 30 min in acetone. Electron-beam evaporation 
was found to severely damage the monolayer, even without any lithography beforehand. A 
decrease in PL intensity of ~15x was observed (Fig. 38). This is presumably due to X-ray 
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radiation or free electron radiation from the electron beam striking the metal target. 
Backscattered electrons have been shown to cause resist blistering and peeling during e-beam 
evaporation in a high-electron mobility transistor (HEMT) process [116]. Thermal evaporation 
only resulted in a minor decrease in PL intensity (Fig. 38). 
 

 
Figure 38. Spatial PL maps before and after e-beam (top) and thermal (bottom) evaporation. No 

lithography was done, and the metal film was completely removed during liftoff. 

 

4.2 Setup efficiency calibration 
 

In order to accurately assess the internal quantum efficiency of the device using the measured 
light at the detector, it is important to take all optical loss mechanisms into account from the 
device to the detector. For electroluminescence measurements, these include the light 
outcoupling efficiency out of the device, the collection efficiency of the objective, the 
transmission efficiency of the optics, and the efficiency of the detector. For photoluminescence, 
this also includes the absorption efficiency of the pump light. As mentioned above, the simulated 
light outcoupling efficiency is ~10% for the device on SiO2 and ~7% for the device on Al2O3. 
Schematics of the EL and PL measurement setups are shown in Fig. 39. The beamsplitter for EL 
is only used to couple white light from a lamp for imaging the sample; this lamp is turned off 
during EL measurement. 
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Figure 39. Schematic of electroluminescence measurement setup (left) and photoluminescence 

measurement setup (right). The spectrometer is enclosed and includes mirrors, grating, and CCD. 

 
To find the efficiency of the setup, including objective, mirrors, lenses, and CCD, we use the 532 
nm laser incident on a Spectralon sample, which simulates an ideal Lambertian scatterer, and 
measure the ratio of incident power to collected power on the CCD. The setup is shown in Fig. 
40. 
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Figure 40. Schematic for measuring absolute setup efficiency at 532 nm. 

 
A Lambertian scatterer is one in which scattered intensity scales as the cosine of the angle from 
the normal, regardless of the incident angle of the light. This is necessary since the actual LED 
will have wide angle emission. However, the LED emission pattern will only be approximately 
Lambertian. Fig. 41 shows the simulated far field pattern of a dipole placed on the 50 nm SiO2/Si 
substrate (a, b) as well as the 20 nm Al2O3/280 nm ITO/glass substrate (c, d), for angular slices 
parallel and perpendicular to the dipole. In fact, for SiO2/Si, both the parallel and perpendicular 
patterns are very close to a “dipolar” 𝐼 ∝ cosE(𝜃) emission pattern rather than 𝐼 ∝ cos(𝜃). For 
Al2O3/ITO, both are in between cosE(𝜃) and cos(𝜃). We can find the theoretical collection 
efficiency for a given numerical aperture in each case. For Lambertian emission, it is given by 
 

𝜂Õ =
∫ cos(𝜃) sin(𝜃) 𝑑𝜃Ö×
{

∫ cos(𝜃) sin(𝜃) 𝑑𝜃Ø/E
{

=
1
2
(1 − cos(2𝜃{)) = (𝑁𝐴)E 

 
where 𝑁𝐴 = sin(𝜃{) is the numerical aperture. For “dipolar” emission, it is:  
 

𝜂É =
∫ cosE(𝜃) sin(𝜃) 𝑑𝜃Ö×
{

∫ cosE(𝜃) sin(𝜃) 𝑑𝜃Ø/E
{

= 1 − cos^(𝜃{) = 1 − (1 − 𝑁𝐴E)^/E 

 

(55) 

(56) 
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For our 20x objective, NA = 0.42, giving 𝜂Õ = 17.6% and 𝜂É = 25.3%, which are fairly close. 
Surface roughness in real devices may cause multiple reflections and make the emission pattern 
closer to Lambertian [117]. The SiO2 surface and SiO2/Si interface are very smooth here (~nm), 
so this is not expected to play a significant role. 
 

 
 

Figure 41. Simulated far field intensity patterns for dipole on SiO2/Si substrate and 
Al2O3/ITO/glass substrate. a) SiO2 substrate, perpendicular to dipole. b) SiO2 substrate, parallel 

to dipole. c) Al2O3 substrate, perpendicular to dipole. d) Al2O3 substrate, parallel to dipole. 

 
First, to confirm that the Spectralon is operating as expected, we compare the relative scattered 
power from the Spectralon and the gold mirror. The gold mirror is a near-ideal reflector, so the 
reflected angle equals the incident angle and all light should be collected by the objective. We 
measure a ratio of 16.8%, very close to the ideal 17.6%. 
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For the setup efficiency, we must also divide by the transmission of the beamsplitter, which will 
not be present in PL measurements. The beamsplitter transmission spectrum is shown in Fig. 42, 
along with the transmission of the dichroic mirror and long pass filter used in PL. The 
beamsplitter has ~45% transmission at 532 nm. We finally obtain 𝜂t¬�Ó� = 3.6 × 10R^ at 532 
nm using this method.  
 

 
Figure 42. Transmission efficiency spectra of various components. a) 50:50 beamsplitter, b) 532 

nm dichroic mirror, c) 645 nm long pass filter. 

 
Next, to find the setup efficiency at other wavelengths, we use a blackbody source with a known 
spectrum to find the relative efficiency spectrum, and use the absolute efficiency at 532 nm to fix 
the final spectrum. The setup is shown in Fig. 43a, along with the blackbody spectrum from the 
datasheet (Fig. 43b), and the final efficiency spectrum (Fig. 43c). 
 



 50 

 
Figure 43. a) Schematic for measuring relativity spectral efficiency using a blackbody source. b) 
Emission spectrum of blackbody source from datasheet [118]. c) Final absolute setup efficiency 

spectrum. 

 
The final spectrum in Fig. 43c does not include the beamsplitter, dichroic mirror, or long pass 
filter. For EL (Fig. 39a), we can multiply by the beamsplitter transmission (Fig. 42a), and for PL 
(Fig. 39b), we multiply by the dichroic and long pass filter transmission (Fig. 42b, c). 
 
To find PL IQE, we also need the absorbance of the monolayer WSe2. For a monolayer on a 
transparent substrate, it is possible to calculate absorbance from a differential reflectance 
measurement, using the formula [113]: 
 

𝛿Û(𝜆) =
4

𝑛tÓ»E − 1
𝐴(𝜆) 

 
where 𝛿Û(𝜆) is the differential reflectance, 𝐴(𝜆) is the absorbance, and 𝑛tÓ» is the refractive 
index of the substrate. 𝛿Û(𝜆) is given by 
 

(57) 
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𝛿Û(𝜆) ≡ 1 − 𝑅ÜÝ¬E/𝑅tÓ» 
 
where 𝑅ÜÝ¬E is the reflectance of the monolayer on the substrate and 𝑅tÓ» is the reflectance of 
the bare substrate. To measure reflectance, a white light source was shone on the sample and the 
reflected light was spatially filtered and passed into a grating spectrometer. The measured 
differential reflectance of as-grown CVD WSe2 on quartz is shown in Fig. 44a, along with the 
literature values for exfoliated flakes. The peak at 750 nm in the literature and 780 nm here is 
due to the A exciton resonance. It is redshifted here due to strain in as-grown CVD flakes, as 
mentioned above. At 532 nm, the pump wavelength, the result agrees reasonably well with 
literature. The calculated absorbance is shown in Fig. 44b. We have also plotted the FDTD 
simulated absorbance using literature values for the complex refractive index (𝑛, 𝑘) of 
monolayer WSe2 [119], and see a good agreement at 532 nm. The lack of peaks in the simulated 
absorbance is due to limitations of the simulation software, which must model the dielectric 
constant using a finite-order fitting scheme. 
 

 
Figure 44. a) Differential reflectance for CVD WSe2 on quartz (blue) and literature values for 

exfoliated flakes (orange). b) Calculated absorbance from measured reflectance (blue) and FDTD 
simulated values (red). 

 
For non-transparent substrates such as our gate stacks of interest, there is no simple formula for 
the absorbance in terms of the reflectance. However, due to the good agreement of the FDTD 
results with the calculated absorbance above, we can use FDTD simulation to find the 
absorbance in these other cases. We obtain an absorbance at 532 nm of 13.7% on SiO2/Si and 
6.12% on Al2O3/ITO/glass. 
 
 
 

(58) 
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4.3 Measurement results 
 
Now that we have described the design and fabrication process as well as the measurement setup 
and efficiency calculation, we turn to the measurement results. First, to confirm the ambipolar 
nature of the monolayers, Id-Vg measurements are taken with the devices operated in FET mode. 
Indeed, most devices were ambipolar or slightly p-type in their Id-Vg characteristics (Fig. 45, 
left). Identical structures using monolayer MoS2 showed only n-type Id-Vg and no light emission 
(Fig. 45, right). For diode operation, one contact is designated as the P contact with alternating 
voltage between Vp and Vg. The other (N) contact alternates between Vn and Vg, with Vn < 0 
(Fig. 46a). Light is emitted only during the on period ton. Fig. 46b shows the EL spectrum of the 
device overlaid with the PL spectrum of the same device. The clear peak at ~1.65 eV shows that 
EL and PL are both due to the usual recombination of A excitons, and confirms the monolayer 
nature of the flakes. Fig. 46c shows the light emission overlaid on an image of the device, 
confirming emission comes from the channel region. 
 

 
Figure 45. Id-Vg curves at Vd = 1V for WSe2 (left) and MoS2 (right) FETs in ambient conditions. 
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Figure 46. a) Schematic of pulsing scheme. b) EL and PL spectra. c) Optical micrograph and EL 
spatial map of device on Al2O3 when device is on (voltage applied) and off (no voltage applied). 

 
To illustrate the need for pulsed bias, we measure EL versus time and current versus time for 
both DC (step) voltage and pulsed voltage at 5 kHz. Bright emission is observed under both DC 
and pulsed bias. Note that the emission mechanism in our devices is clearly distinct from the 
pulsed light-emitting capacitor reported previously [83], since continuous light emission is seen 
on a scale of ~seconds, as opposed to the ~10 ns pulses that only occur during voltage 
transitions. However, under DC bias, both emission and current rapidly decay by orders of 
magnitude within a few seconds (Fig. 47a, b). Past reports on current decay in MoS2 FETs show 
roughly comparable time constants ~10 s [61, 63]. We will return to the cause of this current 
decay later. 
 
The ratio of light emission to current, which is proportional to the efficiency, remains roughly 
constant over time, showing that the decay in current is responsible for the decay in light 
emission. In contrast, pulsed bias yields extremely stable light emission and current over >1000s 
(Fig. 47c, d). Most devices under pulsed bias showed no decrease or small decrease (<2x) in 
light emission in the first few minutes, then stayed stable for the remaining duration of the 
applied bias, with the longest test performed being >3 hours (Fig. 48). 
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Figure 47. a) DC bias scheme, with Vp = -Vn = 4 V. b) EL (top) and current (bottom) under DC 

bias.  

 

 
Figure 48. Emission intensity over longer duration, for device on Al2O3 substrate. Black: 

pulsing at 20 kHz. Green: DC bias. Inset: close up of DC bias. 
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The frequency response is shown in Fig. 49. Here, emission intensity is defined as the average 
intensity over 10s, starting 5s after the pulsed bias is applied. Above ~1 kHz, emission intensity 
is relatively stable with frequency, while below ~1 kHz, current decay causes EL to drop very 
quickly. However, note that the stability also depends on duty cycle, which is fixed at 50% here. 
For very low duty cycle (long 𝑡Þßß), emission intensity can still be stable at low frequencies ~1 
Hz (Fig. 50). 
 

 
Figure 49. Frequency response of device on Al2O3 under pulsed bias with 50% duty cycle, Vp = -

Vn = 4.5 V. EL is defined as the average intensity over 10s, starting 5s from when the pulse is 
applied.  
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Figure 50. EL intensity during a series of pulses, with fixed ton = 0.5 and varying toff. For toff > 

10s, emission intensity fluctuates but does not decrease overall. 

Next, we study the emission characteristics under varying bias to extract the optimal bias 
condition. The relative injection level of electrons and holes, and thus the exciton formation 
efficiency, depends on the voltages (𝑉� − 𝑉¡) and (𝑉U − 𝑉¡) applied to the contacts. If 
à𝑉� − 𝑉¡à ≫ |𝑉U − 𝑉¡|, holes will be predominantly injected and will simply diffuse across the 
channel to the opposite contact without forming excitons, and vice versa for à𝑉� − 𝑉¡à ≪ |𝑉U −
𝑉¡| (Fig. 51a). We determine the optimal bias condition by keeping ¤𝑉� − 𝑉U¥ constant and 
sweeping 𝑉¡ from 𝑉U to 𝑉� while tracking the EL and current. 
 
Fig. 51b shows the EL intensity of a device on SiO2 versus gate voltage, where Vp and Vn are 
fixed at 𝑉� = 5	𝑉 and 𝑉U = −5	𝑉, along with the current and EL efficiency. Each point 
corresponds to one on period 𝑡�U = 0.5s, and current and emission intensity are defined as the 
time-average during the on period. An off time of toff = 10s is used to recover the device between 
pulses, as shown in Fig. 50. The relatively long on period is chosen due to the ease of measuring 
current at low frequencies. The brightest emission occurs near Vg = 0 V, where both holes and 
electrons are injected. The minimum current point at 𝑉¡ ≅ 1.8	V corresponds to the most bipolar 
injection, and coincides with the highest internal quantum efficiency ~1%. à𝑉� − 𝑉¡à < |𝑉U − 𝑉¡| 
at this point, indicating slightly p-type characteristics typical of monolayer WSe2. We obtain an 
L-I curve at optimal bias conditions by first setting 𝑉¡ = 1.25 V, approximately the point of 
maximum efficiency above, where current is also not too low. Then we increase the source-drain 
bias while keeping |𝑉� − 𝑉¡|/|𝑉U − 𝑉¡| constant at ~0.6. For comparison, we also take an L-I 
curve with Vg = 0 (i.e. equal |𝑉� − 𝑉¡| and |𝑉U − 𝑉¡|). L-I and IQE are plotted in Fig. 51c, along 
with the corresponding PL L-L curves. PL shows a roughly constant IQE of ~1.6%, while EL at 
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optimal bias shows a peak of ~1.3% at low current and decreases slightly at higher currents, 
possibly due to variation in optimal bias condition with voltage. In contrast, EL at equal P and N 
bias is low (~0.3%) at low current and stays below ~0.8% throughout. 
 

 
Figure 51. a) Operating regimes: hole injection only (left), bipolar injection and light emission 
(center), and electron injection only (right). b) EL intensity, current, and EL IQE versus gate 

voltage, for constant Vp = -Vn = 5 V. c) Output power (top) and IQE (bottom) versus injection 
rate, for PL and EL at two different bias conditions. 

 
Next, we study the modulation speed of the device by performing time-resolved measurements 
using time-correlated single-photon counting (TCSPC). Fig. 52 shows the measurement setup. 
Devices on the transparent Al2O3 substrate are used since our TCSPC setup requires backside 
emission. The device is excited using two synchronized function generators that also output a 
trigger pulse going to the TCSPC electronics. Emission is collected through a 20x objective and 
focused onto a silicon avalanche photodiode (APD), which is also connected to the TCSPC 
electronics. It is important that the emission is dimmed enough that only a maximum of one 
photon per pulse is collected by the APD. From the delay between the trigger pulse and the APD 
signal, a histogram of photon counts over time is built up. The instrument response is measured 
using a Ti:Sapphire femtosecond laser to be ~40 ps, well under the relevant times measured here. 
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Figure 52. Schematic of TCSPC setup. 

 
Fig. 53 shows time-resolved electroluminescence at 1 MHz, together with the P and N voltage 
pulses measured on an oscilloscope. The pulses are offset so that part of the period is hole 
injection only, part is electron injection only, and part is bipolar injection. Indeed, emission only 
occurs when both P and N voltage are applied, confirming that bipolar carrier injection is 
required for light emission. The emission intensity is nearly constant during the entire P/N 
voltage overlap period. The rise and fall times shown in the inset are ~12 ns and ~18 ns 
respectively. We note that this rise/fall time is ~20x faster than monolayer LEDs using vertical 
tunnel injection heterostructures [33], which is likely due to the lower capacitance of the lateral 
injection scheme used here. To our knowledge, this is the fastest direct modulation speed 
reported for TMDC LEDs. 
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Figure 53. Time-resolved electroluminescence at 1 MHz. Top: P and N voltage pulses. Bottom: 

Normalized EL. Insets: rise and fall times. 

 

4.4 Causes of current decay 
 
We have shown that pulsed bias effectively overcomes current decay in ambient conditions, 
resulting in stable EL with good quantum efficiency. We now study the causes of this current 
decay. As mentioned before, current decay at fixed bias is related to hysteresis in Id/Vg sweeps. 
Indeed, sweeping the gate voltage faster also reduces hysteresis in our devices (Fig. 54). 
Although few reports directly study current decay, there has been extensive work on hysteresis in 
TMDC FETs,  
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Figure 54. Id-Vg curves for monolayer WSe2 FET for various sweep rates. From red to black: 1.8 

V/s, 8.9 V/s, 163 V/s.  

 
To distinguish between environmental causes of current decay we studied the device in vacuum 
(3x10-5 Torr) and after annealing at 140 C for 2 hours to remove adsorbates, followed by cooling 
back to room temperature. The current under electron injection (Vds = 1V, Vg = 8V) becomes 
highly stable while the hole current (Vds = 1V, Vg = -10V) still decays (Fig. 55a). In ambient 
conditions for the same device, both electron and hole currents decay similarly (Fig. 55b). In 
addition, the Id/Vg curve shows decreased hysteresis in vacuum, and a shift in threshold voltage 
for electrons but not for holes (Fig. 56). Therefore, we attribute the current decay in ambient to 
both adsorbed molecules on the surface of the monolayer, as well as additional hole traps that 
remain after removing adsorbates, possibly due to interface traps or intrinsic defects [64, 120]. 
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Figure 55. (a) Current decay in vacuum (10-5 Torr) and after annealing (140 C), for electrons 

(blue) and holes (green). (b) Current decay in ambient conditions, for electrons (blue) and holes 
(green). 

 
Figure 56. Id-Vg curve in vacuum and ambient conditions. 

 
This shows that pulsing is still necessary in vacuum to obtain stable bipolar current injection. In 
air, H2O and O2 are the primary constituents possibly responsible for current decay. To test the 
relative contributions of H2O and O2 on the device, we measured hysteresis in ambient air, dry 
air (21% O2, 79% N2), and pure N2 (Fig. 57). The hysteresis for both electrons and holes is 
higher in ambient than the other cases, while almost identical for dry air and pure N2. Therefore, 
adsorbed water is likely the primary factor affecting the device in ambient conditions, similar to 
MoS2 FETs [61, 62]. 
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Figure 57. Hysteresis in ambient conditions, dry air (79% N2, 21% O2), and pure N2. (a) Id-Vg 

curves. Black: ambient, red: dry air, blue: N2. (b) Hysteresis voltage between upsweep and 
downsweep, for holes (h+) and electrons (e-). Hysteresis is measured at Id = 1 nA. 

 
In conclusion, we have shown that the hysteresis and current decay commonly seen in TMDC 
transistors also play an important role in light-emitting diodes. Pulsed injection is an effective 
way to circumvent this issue, yielding bright and stable EL using a simple back-gated FET 
structure, with efficiency near that of PL. We show how to extract the optimal bias condition for 
efficient bipolar injection, and study the high frequency behavior of light emission. A fast ~15 ns 
rise/fall time is observed, indicating strong potential for high speed light modulation. Pulsed 
emission is stable over hours of operation. Further improvements in efficiency will come from 
contact optimization to enable lower voltage operation, as well as advances in CVD growth to 
improve intrinsic material quality. Higher speed can be obtained by coupling to an optical cavity 
to enhance spontaneous emission rate [33, 36, 85, 121]. 
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5 Electrically-injected antenna coupled WSe2 
emitters 

 
Now we turn to antenna coupling of electrically-injected light emitting devices. We first present 
results on coupling large-area devices to isolated bowtie antennas. Some evidence of 
enhancement is observed, but enhancement is difficult to quantify due to the small area fill factor 
of the antenna feedgap compared to the total monolayer size. This motivates the switch to 
antenna arrays with higher fill factor. We demonstrate slot antenna arrays coupled to electrically 
injected WSe2 light-emitting capacitors, with very high polarization ratios >30x. Finally, to 
achieve high efficiency together with high enhancement, we combine the pulsed single-gate 
light-emitting diode presented in Chapter 4 with nanosquare antenna arrays, and show >10x 
higher intensity for antenna-coupled devices. 
 

5.1 Double-gate LED with bowtie antennas 
 
As mentioned in Chapter 2, one common structure for electroluminescence in TMDCs is the 
double-gate LED, with two separate back gates for electrostatic doping of P and N to form a P-I-
N junction. We can easily incorporate antennas into the intrinsic region of this structure by 
including them in the same metal deposition step as the gates. Fig. 58a shows the device 
operating mechanism. A negative voltage Vgp on the P back gate dopes the P side, while a 
positive voltage Vgn on the N back gate dopes the N side. In the off state, the source-drain voltage 
Vds = 0, while in the on state a positive Vds injects electrons and holes into the center “intrinsic” 
region where light is emitted. Fig. 58b shows the schematic of the antenna-coupled device. We 
use hexagonal boron nitride (hBN) as an atomically smooth gate dielectric atop gold back gates. 
Pt and Ni are used for P and N contacts respectively. Bowtie antennas are deposited between the 
back gates in the same deposition step. An aluminum back mirror provides additional light 
directivity. 
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Figure 58. a) Device band diagram in off state (Vds = 0) and on state (Vds > 0). b) Device 

schematic with bowtie antennas between back gates. 

 
The fabrication flow is as follows. First, 60 nm Al is evaporated onto a Si substrate, followed by 
100 nm Al2O3 deposited using ALD. 15 nm Au back gates and bowtie antennas and patterned 
and evaporated using e-beam evaporation. 6 nm hBN is transferred atop the gates using the dry 
transfer process described in Chapter 4, followed by the WSe2 monolayer. Finally, Pt hole 
contacts are patterned and evaporated, and Ni electron contacts are also patterned and 
evaporated. Fig. 59 shows an image after the WSe2 transfer step. The WSe2 shows very little 
contrast with the substrate so is not easily visible. Four bowtie antennas were placed between the 
gates and are visible in the microscope image. 
 

 
Figure 59. Optical microscope image of double-gate antenna device after transfer of WSe2. 

Bowtie antennas are simulated using FDTD to find theoretical rate enhancement for both 
polarizations. Fig. 60a shows the emission rate enhancement at resonance for both antenna and 
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perpendicular polarizations. A peak enhancement of ~100x is found at the hotspot. In addition, 
enhancement exists at the sharp edges of the bowtie, for both antenna and perpendicular 
polarization. Thus, bowties may be more promising than dipoles if enhancement at both 
polarizations is desired. Fig. 60b shows scanning electron micrographs of the fabricated bowties. 
Gap widths of ~10 nm are achieved. 
 

 
Figure 60. a) Simulated emission rate enhancement spatial map for antenna (left) and 

perpendicular (right) polarizations. b) SEM of fabricated antennas. 

 
Dark field scattering was performed on the antennas to verify their resonance properties. The 
dark field setup is shown in Fig. 16. White light from a halogen lamp is incident on a patch stop 
to block the center of the beam, and reflected onto the sample. Reflected light is then filtered so 
that only scattered light passes through the linear polarizer to the Si spectrometer. To correct for 
the scattering from the bare substrate, the spectra are then processed using the formula:  
 

𝑆U��`(𝜆) =
𝑆�U�(𝜆) − 𝑆»¡(𝜆)
𝑆¼½j�¬(𝜆) − 𝑆�kk(𝜆)

 

 
where Snorm is the final normalized spectrum, Sant is the measured scattering from the antenna, Sbg 
is the scattering from the substrate, Swhite is the scattering from an ideal Lambertian scatterer 
(white paper used in this case), and Soff is the scattering when the light source is off. Fig. 61 
shows the normalized spectra for four sample bowtie antennas, for both antenna polarization 
(blue solid lines) and perpendicular polarization (red dashed lines). A broad resonance peak is 
observed in most cases, with matching resonance wavelength for both polarizations. Note that 
the perpendicular polarization also shows significant scattering comparable to the antenna 
polarization, in general agreement with simulation (Fig. 61). The peak is centered around 700 – 
750 nm, close to the target luminescence wavelength of 750 nm. 
 

(59) 
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Figure 61. Scattering spectra for four different bowtie antennas, in antenna polarization (blue 

solid lines) and perpendicular polarization (red dashed lines). 

 
Light emission is observed when the device is biased at >100 nA. The L-I curve is shown in Fig. 
62. EL intensity is very weak for low current, and grows exponentially with current. Note that 
the device was not pulsed here, so light emission is weak and decays rapidly. Fig. 63 shows a 2D 
map of light emission versus position along the width of the channel (vertical axis) and 
wavelength (horizontal axis). Three distinct peaks are observed with the same positional spacing 
(1.5 µm) as the antennas. Thus, we attribute this light emission to antenna enhancement. The 
extracted peaks are plotted on the right, and occur at the typical A exciton wavelength of 750 
nm. 
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Figure 62. L-I curve for double-gate device. 

 

 
Figure 63. Left: 2D map of EL intensity versus position (vertical axis) and wavelength 

(horizontal axis). Right: extracted spectra. 

 
Although some indications of antenna enhancement were observed, it is difficult to quantify the 
enhancement due to the small areal fill factor of the antennas and the optical resolution limit. 
Assuming the feedgap of each antenna is ~20 nm x 40 nm = 800 nm2, and the size of the intrinsic 
region is 1 µm x 4 µm = 4 µm2, the fill factor is a mere 0.08%. Thus, to quantify rate 
enhancement, it is important to either shrink the device to the size of a single antenna, or use 
dense antenna arrays with high fill factor. 
 

5.2 Light-emitting capacitor with slot antenna array 
 
The light-emitting capacitor was introduced in Chapter 2 as a simple way to achieve 
electroluminescence in TMDCs. By applying pulsed voltage to a capacitor structure, electrons 
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and holes are injected in alternating cycles and recombine to emit light. One way to integrate this 
structure with an antenna array is by embedding slot antennas in the contact, as in Fig. 64. By a 
self-aligned etching process that removes the WSe2 not covered by the contact, the emission is 
confined under the contact and should only occur in the antenna feedgaps. Upon applying pulsed 
bias, light is emitted downward through the Al2O3 gate oxide and the ITO back gate. 
 

 
Figure 64. Schematic of light emitting capacitor with slot antenna array. 

To fabricate the slot antennas, it is desirable to avoid electron-beam lithography directly on the 
monolayer, since the electron beam can damage 2D materials [122]. This is especially important 
since the lithography is done directly where the active region lies, in the feedgap of the antennas. 
Therefore, we fabricate the contacts separately and then transfer them on top of the material. 
Transferred metal contacts have shown nearly ideal contact behavior free of Fermi-level pinning 
in MoS2 [123]. To investigate the contact quality for monolayer WSe2, we fabricate FETs using 
transferred gold contacts (without antennas) and measured Id-Vg and pulsed EL characteristics. 
Au was chosen since it is chemically inert, so is not susceptible to oxidation during the transfer 
process. The Au contacts were patterned and deposited on an SiO2/Si substrate, followed by 
liftoff in acetone. No adhesion layer was used. The Au adhesion was found to be sufficient to 
allow successful liftoff, while poor enough to allow transfer using the same pick-and-place 
process for monolayers, described in Chapter 4. After the transfer, the device is annealed for 2 
hours at 130 C in a 200 Torr Ar atmosphere to improve contact adhesion. An image of the 
fabricated device is shown in Fig. 65a. The Id-Vg curve is shown in Fig. 65b, with Vd = 1 V. The 
device showed p-type characteristics, with the magnitude of the current similar to contacts 
fabricated using conventional e-beam lithography and thermal evaporation (Fig. 54). Fig. 65c 
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shows a spatial map of EL when only the top contact is pulsed, with the bottom contact left 
floating. EL occurs around the edges of the contact, as expected. 
 

 
Figure 65. a) Optical microscope image of WSe2 FET with transferred contacts. b) Id-Vg 

characteristics with Vd = 1 V. c) Spatial EL map using pulsed injection with bias on top contact. 
The bottom contact is left floating, so no light is emitted next to it. 

For the antenna devices, the slot antenna dimensions as designed were 240 x 20 nm, and the 
array spacing was 420 x 240 nm. Note that since the array spacing is subwavelength in both 
dimensions, no scattering is expected, due to the grating equation: 
 

𝑑𝑛 sin(𝜃) = 𝑚𝜆 
 
where d is the array spacing, n is the refractive index of the substrate, m is the grating order and 
𝜆 is the free-space wavelength. For d = 420 nm, n = 1.65, and 𝜆 = 750 nm, this gives sin(𝜃) =
1.08 for the first-order scattered wave. Thus, only the (0, 0) order scattering can be excited, i.e. 
reflection. 
 

(60) 
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Slots are patterned with e-beam lithography using PMMA as a negative resist [124]. PMMA is 
typically a positive resist, but at very high doses it becomes relatively insoluble and can be used 
as a negative resist. Sub-20 nm features are easily achieved with negative PMMA (Fig. 66). 
Development is done using acetone at 70 C for 10 min. Heated development helps to reduce 
residue, as shown in Fig. 66.  
 

 
Figure 66. Scanning electron micrographs of PMMA ridges patterned using negative PMMA 
process. Left: unheated development in acetone, with visible residue near slot. Right: heated 

development at 70 C, with no visible residue. 

After development, contacts are patterned on the array using e-beam lithography and gold is 
evaporated using angled evaporation to conformally cover the slots, followed by liftoff. 
Separately, CVD-grown WSe2 on quartz is transferred onto a Al2O3/ITO gate stack identical to 
that used in Chapter 4. The slot antenna arrays are then transferred on top of the WSe2 using the 
same transfer process. EL is measured under pulsed voltage before and after etching, for both 
antenna and perpendicular polarizations. Fig. 67a,b shows EL spatial maps under pulsed voltage 
of 4.5 V at 5 MHz. Before etching, emission occurs mainly in the region adjacent to the contact 
for both polarizations. The polarization ratio P = Iant / Iperp is 2.5, likely due to scattering from 
the edge of the metal contact. The spectra for both polarizations is also identical (Fig. 67c). 
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Figure 67. EL before etching. a, b) EL spatial map overlaid on optical image of device, for 

antenna polarization (a) and perpendicular polarization (b). c) Normalized EL intensity for both 
polarizations. 

After this, the WSe2 not covered by the array is etched using vapor XeF2, completing the 
fabrication. Fig. 68a,b shows the EL spatial maps for both polarizations after the etch, under 
pulsed bias of 6.5 V at 5 MHz. Bright EL is observed in the antenna polarization, while the EL in 
the perpendicular polarization is below the noise floor (note scale bar in Fig. 68b). Thus, we 
estimate a polarization ratio of >30x. Fig. 68c shows the EL spectra in the antenna polarization 
before and after the etch. A clear peak shift is observed, showing that the antenna is modulating 
the emission spectrum of EL. 
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Figure 68. EL after XeF2 etching. a, b) EL spatial map overlaid on optical image of device, for 

antenna polarization (a) and perpendicular polarization (b). c) Normalized EL intensity for 
antenna polarization before and after etch. 

 
These results show that the slot antenna array integrated with light-emitting capacitor is effective 
for injecting carriers mainly inside the antenna feedgap and significantly enhancing the 
spontaneous emission rate, as shown by the extremely high polarization ratio. However, due to 
the small active region and the unipolar injection mechanism of the LEC, most of the injected 
carriers diffuse back into the contact quickly before recombining, so the device efficiency is 
rather poor. A high voltage (6.5 V) is needed to observe significant light emission, and the 
device dimmed quickly after ~10 min measurement, likely due to device heating. For higher 
efficiency and more controllable electrical modulation, bipolar injection using light-emitting 
diodes is still needed. Therefore, we now discuss integrating antenna arrays with the pulsed 
LEDs introduced in Chapter 4. 
 

5.3 Single-gate LED with square antenna array 
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Integrating an antenna array with an electrically-injected device while preserving high efficiency 
presents some challenges. First, as mentioned in the previous section, it is not desirable to have 
metal directly contacting the monolayer, since that will cause loss of carriers into the metal. An 
insulator is needed to separate the antenna from the monolayer. This insulator should be thick 
enough to suppress leakage if a field is applied across it, such as in a gate dielectric. At the same 
time, close proximity to the metal is desired for high antenna enhancement. Thus, there is a 
tradeoff between high antenna enhancement using a thin oxide, and low leakage using a thick 
oxide. Fig. 69a shows the simulated enhancement spectra for a cavity-backed slot antenna with 
varying thickness of an Al2O3 spacer above the feedgap. The spectrum redshifts slightly with 
higher spacer thickness due to higher effective index surrounding the antenna. More importantly, 
enhancement decreases rapidly with oxide thickness, as shown in Fig. 69b. 
 

 
Figure 69. a) Simulated radiative rate enhancement for a cavity-backed slot antenna with varying 
spacer thickness tox between the feedgap and the dipole. b) Extracted peak enhancement versus 

spacer thickness. 

On the other hand, thin gate oxides suffer from leakage at high voltage. Due to the Schottky 
contacts in our LEDs, high voltage across the channel (Vds ~ 8 V) is still required to overcome 
the Schottky barrier and allow sufficient current injection. Fig. 70a plots the leakage current 
density of a metal-insulator-metal (MIM) capacitor using a Ni/Al2O3 (5 nm)/ITO stack. 
Reasonable agreement is found with literature values for 6 nm Al2O3 grown on GaAs [125]. 
WSe2 diodes using this gate oxide were fabricated alongside the capacitors, with the standard 
structure presented in Chapter 4 (Fig. 34). Although the leakage current is relatively low in a 
single-sweep measurement of Fig. 70a, it was found that in the LED devices, applying Vox > 2 V 
caused oxide breakdown after a few measurements. However, the maximum current for Vp = 2 V 
and Vn = -2 V was only ~1 nA (Fig. 70b). 
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Figure 70. a) I-V curve of fabricated Ni/Al2O3 (5 nm)/ITO MIM capacitors (green solid line) 

with comparison to [125] (blue dashed line). b) Id versus Vp of WSe2 LED device using the same 
gate oxide, with Vn = -2 V. 

Therefore, either contact optimization is needed to enable low voltage operation, or the source-
drain voltage must be separated from the gate voltage. As discussed in Chapter 3, although many 
doping methods exist for monolayers, it is challenging to make good P and N contacts 
simultaneously to the same material in the same device. One simple way to separate Vds from Vg 
is by separating the antenna layer from the gate by a capacitive divider (Fig. 71a). The antenna 
array consists of electrically isolated metal regions and is covered by a thin gate oxide. The 
antenna metal and gate metal form a vertical capacitive divider with the voltage dropped as 
𝑉��� 𝑡���⁄ = 𝑉¡/𝑡¡, where 𝑉��� is the voltage across the top oxide, 𝑡��� is the thickness of the top 
oxide, 𝑉¡ is the voltage across the gate oxide, and 𝑡¡ is the thickness of the gate oxide (Fig. 71b). 
For a thick gate oxide and thin top oxide, the top voltage Vtop is now low while the total source-
drain voltage Vds can be high. Note that this requires the antennas to be electrically isolated at 
least once along the channel, or the antenna array will form a continuous gate itself and the 
structure would be the same as using a thin gate oxide. 
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Figure 71. a) Schematic of antenna-coupled LED design with low gate leakage and high 

enhancement. b) Capacitive divider to avoid high voltage across thin top oxide. 

We implement this design using a nanosquare array, shown in Fig. 72. The primary antenna 
mode occurs in the gaps of the array, and by varying the pitch and antenna gap the resonance 
wavelength can be tuned. The antenna mode is either a dipole-like mode when the pitch is small, 
or a 3rd-order slot-like mode when the pitch is large (Fig. 73a,b). Due to the close proximity of 
the antennas, the mode couples to adjacent antennas, spreading out the mode and decreasing 
enhancement. However, the fill factor is much higher than isolated antennas: ~26% for the as-
designed 210 nm pitch array with 30 nm gaps. The power radiated into the top half-space by a 
dipole in the antenna gap relative to a dipole on the bare substrate reaches ~20 for the 1st order 
mode and ~17 for the 3rd order mode (Fig. 73c). 
 

 
Figure 72. Schematic of nanosquare antenna array device. a) Top view. b) Side view. 
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Figure 73. a) Mode profile of square array with 75 nm pitch at 1st order resonance (𝜆 = 750 nm). 
b) Mode profile of square array with 210 nm pitch at 3rd order resonance. c) Enhancement into 

top half-space relative to bare substrate, for mode in (a) (red) and mode in (b) (black). 

The fabrication process starts with the Al2O3 (20 nm)/ITO (280 nm)/glass gate stack used in the 
previous section. The antennas are patterned using e-beam lithography followed by e-beam 
evaporation of Ge (0.3 nm)/Au (20 nm) and liftoff. WSe2 is then transferred atop the antennas, 
and Ni contacts (15 nm) are patterned and deposited with thermal evaporation. 
 
To estimate rate enhancement, we compare the EL intensity for an antenna-coupled device with 
the intensity for a detuned array with the same fill factor. The detuned array is scaled up by 3x in 
each dimension (630 nm pitch with 90 nm gap). Fig. 74a, c shows optical images of the detuned 
and on-resonance arrays respectively, after WSe2 transfer but before contact deposition. Fig. 74b, 
d show spatial maps of EL for both arrays.  
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Figure 74. a,c) Optical microscope images of WSe2 on detuned antenna array and on-resonance 

antenna array. b,d) Spatial EL maps for both arrays. 

Both devices show bright light emission. However, the EL IQE for the on-resonance array is 
~1%, while the IQE for the detuned array is ~0.1%. This IQE is similar to that observed with 
previous devices on the bare Al2O3 substrate, since acetone treatment has no effect on this 
substrate (Fig. 37) resulting in ~10x lower observed QY. The spectra normalized to injection 
current are compared in Fig. 75. We attribute the ~11x brighter emission of the on-resonance 
array to antenna enhancement. This high-fill-factor array structure thus provides effective 
spatially-averaged enhancement for large-area devices, and is an important step in realizing 
efficient electrically-injected nanoLEDs. 
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Figure 75. Comparison of emission spectra normalized to injection current for on-resonance 

array (red) and off-resonance (detuned) array (black). 

  



 79 

6 High-speed modulation of TMDC nanoLEDs 
 
In this chapter we discuss the challenges of achieving high-speed and high efficiency TMDC 
nanoLEDs, building on what we have discussed in past chapters. As mentioned in Chapter 3, the 
intrinsic radiative lifetime of excitons is ~1 ns at room temperature, so the modulation speed is 
limited to <1 GHz. Thus, to achieve speeds in the 10s to 100s of GHz, coupling to an optical 
antenna with high rate enhancement is required. The first consideration is whether to use an 
antenna array or a single antenna. The main tradeoffs are as follows: 
 

1) Waveguide coupling efficiency. Using a single-mode waveguide is desirable since 
typical silicon photonic multimode waveguides suffer from high modal dispersion 
[126], ultimately limiting bandwidth. However, it is not possible to perfectly couple 
the multiple modes of an antenna array into a single mode due to the second law of 
thermodynamics; in fact, the maximum coupling efficiency from N modes to 1 mode 
is simply 1/N [127].  

2) Mutual antenna coupling. The mutual coupling between closely spaced antennas 
will spread out each antenna mode and greatly decrease peak enhancement, as we 
have seen in Chapter 5. 

3) Carrier confinement. The main challenge of using a single antenna is carrier and 
exciton confinement in a small active region. If the active region is made larger than 
the antenna, the fill factor is poor and average enhancement is low. For small active 
regions, carrier overshoot, exciton edge recombination, and exciton dissociation all 
decrease efficiency. 

 
Due to the first two issues with using an antenna array, in this chapter, we focus on the single 
antenna device and investigate whether high efficiency can still be achieved with a small device 
size and high antenna enhancement. We perform device simulations to study exciton formation 
efficiency, and use a spatially-dependent rate equation model to study exciton diffusion and 
recombination. We also experimentally measure PL and EL efficiency of devices with varying 
channel length to verify some aspects of our model. 
 
The general device design we simulate is shown in Fig. 76. The TMDC flake sits atop a single 
Ag cavity-backed slot antenna, separated by a thin back gate oxide. For concreteness in the 
simulations, we take it to be 5 nm Al2O3, although hBN may be more desirable as it is atomically 
smooth to reduce disorder. The antenna designed below is optimized for WSe2 (~750 nm) since 
this is the most well-studied TMDC for bipolar devices. However, other TMDCs may be 
preferred, e.g. MoTe2, which emits in the infrared (~1150 nm) and has a lowest exciton state 
which is bright [102]. The TMDC is contacted by graphene or metal electrodes (graphene shown 
here). The channel length Lc and the channel width Wc are varied in our design.  
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Figure 76. Schematic of TMDC nanoLED coupled to single slot antenna. The TMDC is 

separated from the Ag antenna by an Al2O3 back gate oxide. 

 
The optimized cavity-backed slot antenna studied here is 140 nm x 20 nm in size with a depth of 
96 nm. Simulation shows good resonance overlap with the intrinsic PL spectrum of WSe2 (Fig. 
77a). The peak radiative enhancement is ~1500 and peak non-radiative enhancement is ~1000, 
for a total of ~2500 peak rate enhancement (Fig. 77b), for a dipole at the center of the slot. 
Radiative enhancement is defined as the total enhancement times the fraction of power coupled 
to free space, while non-radiative enhancement is the fraction of power lost in metal. Thus, the 
antenna efficiency is ~60%. 
 

 
Figure 77. a) Normalized antenna enhancement spectrum (red) and PL spectrum of WSe2 

(black). Dipole is at the center of the slot with optimal polarization. b) Radiative enhancement 
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(blue dashed line), non-radiative enhancement (green dashed line) and total enhancement (red 
solid line). 

As shown in Chapter 1, the overall enhancement is given by the weighted average over the 
intrinsic emission spectrum:  
 

𝐹��¡ =
∫ 𝑅{(𝐸)𝐹(𝐸)𝑑𝐸
∫ 𝑅{(𝐸)𝑑𝐸

 

 
This brings the enhancement down from ~2500x to ~1700x. An additional factor of 2 for 
polarization gives a final enhancement of 850x. 
 
Light emission in TMDCs comprises two steps: exciton formation and exciton radiative 
recombination. We first study exciton formation using device simulations with varying channel 
length and material parameters. For small channel lengths, carrier overflow to the opposite 
contact is the main concern that limits exciton formation efficiency at low current density. At 
high current density, the Bexn2 exciton formation term dominates and efficiency is high.  
 
After excitons are formed, exciton diffusion plays a central role in determining device efficiency 
and modulation speed. We introduce a spatially-dependent rate equation model for excitons and 
solve it for varying channel length and width. 
 
Finally, we experimentally study the effect of channel length on PL and EL efficiency. We fit 
our data to an exciton diffusion model, and also perform photocurrent measurements to study the 
effect of exciton dissociation. 
 

6.1 Exciton formation rate and efficiency 
 
Exciton formation in TMDCs is extremely rapid due to the strong Coulomb interaction, with 
sub-ps exciton formation times measured in pump-probe studies. We derived the bimolecular 
exciton formation coefficient Bex using the measured exciton formation time in Chapter 3, and 
obtained a conservative estimate of 𝐵¬² ≅ 0.1 cm2/s. Exciton formation competes with carrier 
overflow to the opposite contact, defining the injection efficiency:  
 

𝜂jUã = 1 −
𝑒𝑠𝑐𝑎𝑝𝑒𝑑	𝑐𝑎𝑟𝑟𝑖𝑒𝑟𝑠
𝑖𝑛𝑗𝑒𝑐𝑡𝑒𝑑	𝑐𝑎𝑟𝑟𝑖𝑒𝑟𝑠 = 1 −

à𝐼�Uà + à𝐼U�à
à𝐼��à + |𝐼UU|

 

 
where Ipn is the p current on the n contact, Ipp is the p current on the p contact, etc. We perform 
2D device simulations using Sentaurus TCAD to estimate the injection efficiency versus current 
density for various channel lengths Lc. In addition, we vary the Schottky barrier heights for the 
contacts, using either 𝜙» = 1 eV on both sides (ambipolar contacts, since Eg = 2 eV), or 𝜙» = 0 

(61) 

(62) 
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eV on both sides (Ohmic contacts). These are the worst-case and best-case scenarios 
respectively. The device schematic is shown in Fig. 79a. WSe2 is contacted on the sides by 
voltages Vp and Vn, and gated by a 5 nm thick Al2O3 gate oxide. The material parameters are 
given in Table 1. Since reported mobilities for TMDCs vary widely (~1-100s cm2/Vs), we test 
both 10 cm2/Vs and 100 cm2/Vs for both carriers. 
 
First, we compare our model to measured Id-Vg characteristics of WSe2 FETs. We simulate a 
channel length of 1 μm and Al2O3 thickness of 20 nm to match our fabricated devices on ITO. 
We assume ambipolar contacts (𝜙» = 1 eV). The result is shown in Fig. 78. The absolute on-
current and degree of ambipolar behavior of measured devices varies widely depending on 
fabrication imperfections, but we observe reasonable agreement with simulation for our highest 
on-current devices (Fig. 78, black curve). The simulated mobility was found to have a negligible 
effect on current (1 vs 10 cm2/Vs tested) since the current is limited by tunneling over the 
Schottky barriers. Thus, the magnitude of the current in our simulation seems to be generally 
realistic. 
 

 
Figure 78. Id-Vg characteristics for measured (black) and simulated (red) WSe2 FETs, with Vds = 

1 V. 

Next, we return to our device of interest, the nanoLED. The simulated band diagram for Vp = 3 V 
and Vn = -3 V is plotted in Fig. 79b, for 𝜙» = 1 eV and channel length of 160 nm. The field is 
strongest near the contacts due to the thinning of the Schottky barrier from the gate, with a 
relatively uniform field throughout the rest of the channel. The exciton formation rate is plotted 
in Fig. 79c. Most excitons are formed in the center of the channel, as expected. Although 
excitons are neutral particles, they may dissociate under high fields ~20 V/μm [128]. Fig. 79d 
plots the electric field for the same device. While the field is relatively uniform and small in the 
channel, the field near the contacts can easily exceed this value. Once the excitons dissociate, the 
high field near the P contact will quickly cause electrons to escape into the contact, and vice 
versa for the N contact. This is essentially another form of carrier overshoot that will greatly 
reduce the efficiency, as our experimental results will show. 
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Table 1. Material parameters for exciton formation simulation. 

Parameter Description Value 
Eg Bandgap 2 eV [129] 
𝑚¬
∗  Electron effective mass 0.5 m0 [96] 

𝑚½
∗  Hole effective mass 0.5 m0 

Bex Exciton formation coefficient 0.1 cm2/s 
𝜇½ Hole mobility 10 cm2/Vs OR 100 cm2/Vs 
𝜇¬ Electron mobility 10 cm2/Vs OR 100 cm2/Vs 
tox Oxide thickness 5 nm 

 

 
Figure 79. a) Device schematic for TCAD simulation. Red lines denote contacts. b) Simulated 

band diagram for a 160 nm device with 1 eV Schottky barriers, with Vp = 3 V, Vn = -3 V. c) 
Exciton formation rate for the same device. d) Electric field for the same device. Dashed line: 

exciton dissociation threshold. 
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The exciton formation efficiency versus current is plotted in Fig. 80 for different channel lengths. 
We test the effect of 10 cm2/Vs mobility (a,b) and 100 cm2/Vs (c,d) as well as ohmic (a,c) and 
Schottky (b,d) contacts. Both parameters have a large effect on injection efficiency. Highest 
efficiency is obtained with low mobility and ohmic contacts. Ohmic contacts help since the 
voltage and field are lower for a given current, so the carrier density is higher (𝐽U =
𝜇U𝑛

�ÄÅ
�²
, 𝐽� = 𝜇�𝑝

�ÄÈ
�²

). For a typical channel width of ~100 nm and current of ~1 µA, the current 
density is ~10 µA/µm. The 100 nm long device has decent efficiency >40% at this current 
density for all models except (100 cm2/Vs, 𝜙» = 1 eV). Thus, it may be desirable to decrease 
mobility, by choosing an oxide with high charged impurity density for example [54]. However, 
care must be taken to not introduce extra trap states that cause increased non-radiative 
recombination.  
 

 
Figure 80. Injection efficiency versus current, for 100 cm2/Vs mobility (a,b) and 10 cm2/Vs (c,d) 
as well as ohmic (a,c) and Schottky (b,d) contacts. Red: Lc = 50 nm. Black: Lc = 100 nm. Green: 

Lc = 300 nm. Blue: 1 µm. 
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6.2 Spatially-dependent exciton rate equation model 
 
Once excitons are formed, they do not experience a force under an electric field (except under 
high field conditions, as mentioned above). Thus, the dominant transport mechanism for excitons 
is diffusion. For a spatially inhomogeneous device where the antenna feedgap may not occupy 
the entire area, it is important to account for the spatial exciton distribution. The full rate 
equations, including diffusion, bright and dark excitons, and exciton-exciton annihilation (EEA), 
are [102]: 
 

𝑑𝑁»
𝑑𝑡 =

𝑁�
𝐾𝜏»�

−
𝑁»
𝜏»�

−
𝑁»
𝜏�
− 𝐶𝑁»E + 𝐺» + 𝐷∇E𝑁» 

𝑑𝑁�
𝑑𝑡 =

𝑁»
𝜏»�

−
𝑁�
𝐾𝜏»�

− 𝐶𝑁�E + 𝐾𝐺» + 𝐷∇E𝑁� 

 
where Nb, Nd are the bright and dark exciton densities, 𝜏»� is the bright-to-dark scattering 
lifetime, 𝐾 = 𝑒(ÁçRÁè)/ÀÂ is the Boltzmann factor for the bright-dark energy splitting, 𝜏� is the 
radiative lifetime, 𝐺» is the generation rate for bright excitons, D is the exciton diffusion 
coefficient, and C is the EEA coefficient. We assume there are no non-radiative recombination 
mechanisms aside from edge recombination. Note that 𝜏� and 𝐺» depend on position. To solve 
these coupled non-linear differential equations, we first ignore EEA and linearize the equations 
in the frequency domain, 𝑑/𝑑𝑡 = 𝑖𝜔. This lets us find the spatial exciton distribution 
𝑁»,�(𝑥, 𝑦, 𝜔) versus frequency. We can then calculate the modulation efficiency, defined as the 
total radiative recombination divided by the total generation:  
 

𝜂(𝜔) =
∫ 𝑑𝐴	𝐴�(𝑥, 𝑦)|𝑁»(𝑥, 𝑦, 𝜔)|

∫ 𝑑𝐴	𝐺(𝑥, 𝑦)
 

 
where 𝐺 ≡ (1 + 𝐾)𝐺» is the total generation rate. The rate equations become:  
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Edge recombination is implemented as the boundary condition:  
 

𝐷¤∇𝑁»,� ⋅ 𝑛î¥ = −𝑣¬𝑁»,� 
 

(63) 

(64) 

(65) 

(66) 

(67) 
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where ve is the edge recombination velocity and 𝑛î is the outward-pointing unit normal (parallel 
to the monolayer). We take ve at the sides of the channel as 4 x 104 cm/s [104]. On the other 
hand, we found the field near the contacts can far exceed the required field for exciton 
dissociation. Therefore, we assume the worst case effective edge recombination velocity equal to 
the thermal velocity, vt ~ 107 cm/s. The material parameters used are listed in Table 2. 
 

Table 2. Material parameters for exciton diffusion simulation. 

Parameter Description Value 
D Exciton diffusion coefficient 1 cm2/s [130] 
𝜏»� Bright-to-dark scattering time 100 fs [102] 
vee Edge recombination velocity 

at exposed edges 
4 x 104 cm/s [104] 

vec Effective edge recombination 
velocity at contacts 

107 cm/s 

 
 
We discretize the equations on a spatial grid and solve them numerically using a sparse matrix 
solver. First, we simulate an example 200 x 200 nm device with and without antenna. The 
antenna enhancement is taken as a cos(y) variation along the slot (Fig. 81a). We also neglect 
dark excitons for now. The exciton density is plotted with and without antenna in Fig. 81b and 
81c respectively. Clearly, the antenna acts as an exciton sink and lowers the exciton density 
substantially. The modulation efficiency is plotted in Fig. 81d with (black) and without (red) 
antenna. The antenna enhances both efficiency and speed. However, since the area fill factor is 
still low, the speed enhancement is modest, with a 3dB frequency of 16 GHz compared to 8 GHz 
without antenna. (3dB frequency is defined as the frequency where the modulation efficiency 
reaches half of its DC value.) Even without the antenna, the speed is boosted due to the enhanced 
non-radiative rate from edge recombination. However, this of course comes at a sharp cost in 
efficiency. The DC efficiency is 32% and 2.8% with and without antenna respectively. 
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Figure 81. a) Rate enhancement map for 200 x 200 nm2 antenna-coupled device. b) Simulated 

exciton density for antenna device. c) Simulated exciton density without antenna. d) Modulation 
efficiency for antenna device (black) and no antenna device (red). 

 
We then sweep the channel length Lc from 20 nm to 200 nm, and channel width Wc from 20 nm 
to 200 nm. The 3dB frequency is plotted in Fig. 82a, and DC efficiency is plotted in Fig. 82b. 
We see that both f3dB and efficiency improve with shrinking channel width, due to increasing fill 
factor in the antenna. Shrinking channel length improves efficiency up to a point, until it 
becomes smaller than the high enhancement portion of the antenna (~100 nm), then edge 
recombination decreases efficiency. The 100 x 20 nm2 device achieves an f3dB of 240 GHz and 
efficiency of 70%. 
 
Next, we include the effect of dark excitons. Fig. 82c,d show f3dB and efficiency versus Lc and Wc 
for a bright-dark energy splitting of Δ𝐸 = 𝐸» − 𝐸� = −30 meV, similar to some literature 
values for MoTe2 [102]. The lowest energy state is still bright, but there is a small decrease in 
efficiency and 3dB frequency. For the same device, the DC efficiency is 66% and f3dB = 195 
GHz. Fig. 82e,f show f3dB and efficiency versus Lc and Wc for a bright-dark energy splitting of 
Δ𝐸 = 𝐸» − 𝐸� = 30 meV, similar to literature values for WSe2 [102]. In this case, the lowest 
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energy state is dark, which leads to a significant decrease in speed and efficiency, since the dark 
excitons are not affected by the antenna enhancement. The 100 x 20 nm2 device now has 
efficiency of 44%, and the 3dB frequency is reduced to 86 GHz. 
 

 
Figure 82. a,c,e) 3dB frequency versus channel length Lc and channel width Wc, without EEA. 
b,d,f) DC efficiency. a,b) No dark excitons (Δ𝐸 = 𝐸» − 𝐸� → −∞). c,d) Lowest energy state is 

bright, Δ𝐸 = −30 meV. e,f) Lowest energy state is dark, Δ𝐸 = 30 meV. 
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Finally, we include the effect of exciton-exciton annihilation. Our approach is to summarize the 
parameters extracted above into the (non-spatially-dependent) rate equation:  
  

𝑑𝑁
𝑑𝑡 =

𝐼𝜂jUã
𝑞𝑎 −

𝑁
𝜏�
−
𝑁
𝜏U�

− 𝐶𝑁E 

 
where N is the exciton density, I is the current, 𝜂jUã is the injection efficiency, a is the device 
area, 𝜏� is the effective radiative lifetime, 𝜏U� is the effective non-radiative lifetime, and C is the 
EEA coefficient. 𝜏� and 𝜏U� are justified as follows. The spatially-dependent analysis above 
showed that the frequency response is nearly a single-pole function (Fig. 81d). Therefore, we 
may extract an averaged radiative lifetime 𝜏� and non-radiative lifetime (due to edge 
recombination) 𝜏U�, determined by:  
 

𝜂Éï,{ =
𝜏U�

𝜏� + 𝜏U�
 

𝑓{ =
1
2𝜋 S

1
𝜏�
+

1
𝜏U�

W 

 
where 𝜂Éï,{ is the simulated DC efficiency without EEA and 𝑓{ is the simulated corner 
frequency where modulation efficiency 𝜂(𝑓{) = 1/√2. These are defined so that the frequency 
response of the rate equation without EEA matches the response of the spatially-dependent 
model above. We solve the rate equation for (Lc, Wc) = (100 nm, 20 nm). The steady-state 
radiative efficiency, including edge recombination and EEA, can be shown to be:  
 

𝜂��� = 2S
𝜏U�

𝜏� + 𝜏U�
Wð1 + �1 +

4𝐼𝜂jUã𝐶
𝑞𝑎𝐴E ñ

R[

 

 
where 𝐴 = 1 𝜏�⁄ + 1/𝜏U�. The radiative efficiency is plotted in Fig. 83 versus injected current 
𝐼𝜂jUã, for no dark excitons (red), Δ𝐸 = −30	𝑚𝑒𝑉 (black), and Δ𝐸 = 30	𝑚𝑒𝑉 (blue). We assume 
C = 0.1 cm2/s. EEA starts to decrease efficiency at ~200 nA for the worst case (lowest dark state) 
device, and around ~1 μA for the other two cases. The higher enhancement decreases the steady 
state exciton density, allowing for higher injection rates before EEA dominates. 
 

(68) 

(69) 

(70) 

(71) 
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Figure 83. Radiative efficiency 𝜂��� versus injected current 𝐼𝜂jUã for no dark excitons (red), 

Δ𝐸 = −30	𝑚𝑒𝑉 (black), and Δ𝐸 = 30	𝑚𝑒𝑉 (blue). 

 
To summarize, given sufficient currents ~0.1-1 μA, exciton formation efficiencies >40% can be 
achieved, with exciton radiative efficiencies of ~40-70%. At low currents, the bimolecular 
exciton formation rate is not high enough to overcome carrier overshoot, while at high currents 
EEA dominates. The optimal device size in our simulations for high speed with decent efficiency 
is ~100 x 20 nm. The 3dB frequency can be as high as ~80-200 GHz. The channel width can be 
shrunk to the size of the antenna, since high enhancement can overcome the relatively low ERV 
at the sides. However, assuming worst-case effective ERV at the contacts, the channel length 
should be longer to avoid edge recombination there. 
 
 

6.3 Efficiency versus channel length of large-area devices 
 
Finally, we experimentally study the effect of varying channel length on EL and PL efficiency in 
order to confirm some aspects of our model. Devices (without antenna) were fabricated on the 
same Al2O3/ITO substrate as above. Four different flakes were tested, each with 6 devices of 
channel length 5, 3, 1, 0.5, 0.3, 0.1 μm. The channel width was ~10 μm. The flakes were etched 
using XeF2 vapor after contact deposition to confine the current in the channel. First, we measure 
relative PL efficiency versus channel length. Fig. 84a shows a close up optical image of part of 
one flake with different channel length. Fig. 84b shows the corresponding PL map with color 
scale magnified to show the weakest emission (at Lc = 0.3 μm). No detectable emission was 
observed at Lc = 0.1 μm.  
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Figure 84. a) Optical image of devices with varying channel lengths. b) PL map with magnified 

color scale to show emission of 0.3 μm device. 

 
Since the channel length can be below the diffraction limit, the measured PL is spread over a 
larger area than the channel length. Therefore, the relative PL efficiency is calculated as:  
 

𝜂� = 𝐾
𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑒𝑑	𝑐𝑜𝑢𝑛𝑡𝑠	𝑛𝑒𝑎𝑟	𝑐ℎ𝑎𝑛𝑛𝑒𝑙

(𝑐ℎ𝑎𝑛𝑛𝑒𝑙	𝑤𝑖𝑑𝑡ℎ	𝑖𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑒𝑑	𝑜𝑣𝑒𝑟)(𝑐ℎ𝑎𝑛𝑛𝑒𝑙	𝑙𝑒𝑛𝑔𝑡ℎ) 

 
where K is a normalization factor. Since the channel width is larger than the field of view, PL 
images were taken at different locations and the results are averaged for each flake. The results 
are plotted in Fig. 85a for the four different flakes. The relative PL QE stays roughly constant for 
0.5 – 5 μm channel lengths, but drops sharply (~10x) for 0.3 μm channels. The EL QE was also 
measured for all devices. Since the efficiency depends on bias condition, a Vg sweep was 
performed with fixed Vp and Vn using the same procedure as in Chapter 4, and the peak QE was 
found for each sweep. In addition, the source-drain bias Vp – Vn was varied between 6 - 14 V. 
For each device, the current was found to stop increasing after a certain bias. Also, small channel 
lengths exhibited much higher current at the same bias. Generally, the highest efficiency was 
found for the highest injected current. The EL internal quantum efficiency (IQE) is plotted in 
Fig. 85b for all flakes, as well as the current at peak EL IQE in Fig. 85c. Contrary to the PL QE, 
we see a sharp decrease at 0.5 μm, in addition to the decrease at 0.3 μm. No EL was observed for 
the 0.1 μm channel, with the exception of one flake.  
 

(72) 
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Figure 85. a) Relative PL QE versus channel length for the 4 flakes. b) EL IQE versus channel 

length. c) Current at peak EL IQE versus channel length. 

Both the PL and EL QEs do not follow simple models for edge recombination, which predict 𝜂 ∝
𝐿~ or 𝜂 ∝ 𝐿~E depending on the diffusion coefficient. However, the data shows a faster decrease 
in efficiency closer to 𝜂 ∝ 𝐿~^. The 1D diffusion equation for excitons is: 
  

𝑑𝑁
𝑑𝑡 = 𝐺 − (𝐴� + 𝐴U�)𝑁 + 𝐷

𝑑E𝑁
𝑑𝑥E  

  
For a uniform generation rate G = G0, this can be solved exactly with the edge recombination 
boundary condition above, yielding:  
 

𝜂 =
𝐴�
𝐴 −

2𝑣¬𝐴�
𝐿~𝐴E

ö
sinh x�𝐴 𝐷⁄ 𝐿~ 2⁄ y

sinh x�𝐴 𝐷⁄ 𝐿~ 2⁄ y + 𝑣¬
√𝐴𝐷
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ø 

 
where ve is ERV and A = Ar + Anr. For fast diffusion, 𝐷 ≫ 𝑣¬E/𝐴 and 𝐷 ≫ 𝐴𝐿~E/4, this reduces 
to:  

𝜂 =
𝐴�

𝐴 + 2𝑣¬ 𝐿~⁄  

 
as expected. For small channel lengths 𝐿~ ≪ 2𝑣¬/𝐴, this gives 
 

𝜂 ≅
𝐴�
2𝑣¬

𝐿~ 

 
On the other hand, if diffusion is slow, 𝐷 ≪ 𝑣¬E/𝐴, and at small channel length, 𝐿~ ≪ 2�𝐷/𝐴 
and 𝐿~ ≪ 2𝑣¬/𝐴, we obtain to leading order:  
 

𝜂 ≅
𝐴�
8𝐷 𝐿~

E 
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For non-uniform exciton generation such as a delta function distribution in the center, the 
efficiency is scaled but the channel length dependence remains the same. 
 
A possible explanation is anomalous diffusion due to disorder in the system caused by the 
substrate supporting the monolayer. Under normal diffusion from a point source, the mean 
squared deviation (MSD) increases linearly with time as 〈𝑥E〉 = 2𝐷𝑡. For an exciton generated at 
the center, this gives an expected time to reach the edge as 𝜏 = 𝐿~E/8𝐷, in agreement with the 
analysis above. However, recent work [131] on monolayer WSe2 on SiO2 has shown anomalous 
diffusion of excitons, 〈𝑥E〉 = Γ𝑡û, where Γ and 𝛼 are known as the transport factor and 
anomalous coefficient respectively [132]. This anomalous diffusion is well-known in other 
disordered systems [132]. For normal diffusion, 𝛼 = 1 and Γ = 2𝐷. In the sub-diffusive regime, 
𝛼 < 1. In [131], WSe2 on SiO2 showed 𝛼 = 0.785 and Γ = 0.2 µm2/nsα. The effective diffusion 
coefficient is now time dependent [131]:  
 

𝐷(𝑡) =
1
2
𝑑⟨𝑥E⟩
𝑑𝑡 =

1
2 Γ𝛼𝑡

ûR[	 

 
We fit our measured PL and EL QE data to a simple model based on this anomalous diffusion. 
Assume excitons are generated in the center of the channel. The expected time to reach the edge 
is now 𝜏 = (𝐿~E 4Γ⁄ )[ û⁄ . Once an exciton reaches the edge, it encounters an effective linear 
density of traps Nst (1/cm) with capture cross-section 𝜎t (cm). The probability of capture 
is	𝑃�~𝑁t�𝜎t. This agrees with the conventional definition of surface recombination velocity 
[133]:  
 

𝑣t = 𝑁t�𝑣�½𝜎t 
 
If the entire edge (or surface) is taken up by traps, Pr = 1 and vs becomes the thermal velocity. 
The lifetime is scaled by this probability, giving 𝜏 = (𝐿~E 4Γ⁄ )[ û⁄ /𝑃�. The efficiency is then 
given by:  
 

𝜂 =
𝐴�

𝐴 + 1 𝜏⁄ =
𝐴�

𝐴 + 𝑃�(4Γ 𝐿~E⁄ )[ û⁄  

 
We assume Pr = 1 for EL due to the high field, so that every exciton that reaches the edge will be 
lost. We then fit Pr to the PL data. Also, we take the lifetime as 1 ns, so A = 109 s-1. We obtain a 
good fit for PL and EL with Γ = 7 × 10R[{	𝑚E/𝑠û, 𝛼 = 0.4 and Pr = 0.08. This anomalous 
coefficient is somewhat lower than that reported in [131], likely due to the higher roughness of 
the Al2O3 oxide used here compared with SiO2. The effective diffusion coefficient is plotted in 
Fig. 86a. It ranges from ~0.4 to 3 cm2/s, within the ~1-10 cm2/s range commonly reported in 
literature [130]. The fits to the PL and EL data are shown in Fig. 86b and 86c respectively (grey 

(78) 

(79) 

(80) 
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lines). (The fit for EL IQE has an overall scaling factor from non-radiative carrier recombination 
Bnrn2 versus exciton formation Bexn2 [81, 104]). We also fit it to the normal diffusion model for 
uniform generation given above, with D = 1 cm2/s and ve = 107 cm/s for EL and 𝑣¬ = 𝑃�𝑣�½ =
8 × 10¸ cm/s for PL, shown in Fig. 86b and 86c (orange lines). The anomalous diffusion model 
provides slightly higher efficiencies than normal diffusion at intermediate channel lengths, while 
decreasing efficiency at lower channel lengths (although the single bright 0.1 µm device is close 
to the orange curve). Thus, to obtain more favorable length scaling 𝜂 ∝ 𝐿~ or 𝜂 ∝ 𝐿~E, control of 
disorder in the system is required, possibly by using an atomically smooth oxide such as hBN. 
The rate equation model for exciton diffusion above could then be applied, which showed that 
antenna enhancement can overcome edge recombination even for ERVs at the thermal velocity. 
 

 
Figure 86. a) Calculated effective exciton diffusion coefficient versus time. b) Relative PL QE 
versus channel length, with fit to anomalous diffusion model (grey line) and normal diffusion 

model (orange line). c) EL IQE versus channel length, with same fits. 

 

6.3.1 Photocurrent measurements 
 
The decrease in the EL QE compared to the PL QE could be due to carrier overshoot or 
increased exciton dissociation at high field regions. To investigate exciton dissociation, 
photocurrent measurements were performed on the same devices. Positive and negative pulsed 
bias was applied to individual contacts to isolate the effects of each. Either Vp = 4V, Vn = 0V, or 
Vp = 0V, Vn = -4V was applied, and the current was measured during the pulse with and without 
laser excitation. 4V was chosen to be close to the voltages used in EL. The difference in current 
with and without the laser was taken as the induced photocurrent. Fig. 87 shows an example 
pulse for the 0.1 μm device. 
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Figure 87. Photocurrent versus time for a 0.1 μm device, with a 0.2 s voltage pulse applied: Vp = 

0V, Vn = -4V. 

We estimate the IQE of photodetection using:  
 

𝜂j =
ℏ𝜔
𝑞

𝐼
𝑃𝜂�»t𝜂��¬�A��

	 

 
where P is the laser power, I is the current, 𝜂�»t is the absorption (estimated as ~6% from 
simulation), and 𝜂��¬�A�� is the overlap of the laser spot with the channel. A 20x objective was 
used due to space constraints with the electrical probes, so the laser spot is much larger than the 
small channels. Although excitons are excited outside the channel region, the current collected 
was nearly equal and opposite on source and drain contacts, confirming current flow across the 
channel region only. The overlap was estimated using an image of the laser spot together with an 
optical image of the devices, by integrating the laser power over the channel region and dividing 
by the total power of the laser spot. The current vs power curves are shown in Fig. 88 for 0.1 and 
0.3 μm devices. Generally, applying a negative bias resulted in much higher IQE, which may be 
due to the metal work function being closer to the valence band, resulting in higher field when 
applying a negative bias. A peak IQE of 65% was estimated for the 0.1 μm device with Vn = -
4V. The high field region is clearly large enough to cause substantial photocurrent generation, 
and thus exciton dissociation for EL. 
 

(81) 
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Figure 88. Photocurrent versus optical power absorbed for 0.1 μm (a,b) and 0.3 μm (c,d) devices, 

with Vn = -4V (a,c) or Vp = 4V (b,d). 

 
We plot the peak IQE versus channel length for both Vp = 4V and Vn = -4V in Fig. 89. The IQE 
as a function of channel length can be simply estimated as:  
 

𝜂j =
𝐿½k
𝐿~

 

 
where Lhf is the length of the high field region, assuming all carriers generated in this region are 
collected. This gives a reasonable fit to the data, with Lhf = 60 nm for Vn = -4V and Lhf = 6 nm 
for Vp = 4V. 
 

(82) 
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Figure 89. IQE versus channel length for Vp = 4V pulses (black) and Vn = -4V pulses (red). Solid 

lines: data. Dashed lines: fit. 

In our exciton rate equation model, exciton dissociation is included by taking the ERV to be the 
thermal velocity near the contacts. Thus, if this is indeed the major cause of low efficiency in our 
experimental results, sufficient antenna enhancement should be able to overcome this. However, 
the high field region was estimated as ~60 nm, which can be a substantial fraction of the channel, 
while the ERV model is only an edge effect. Thus, contact optimization is necessary to lower the 
field strength near the contacts. 
  
To summarize, we have studied the efficiency and modulation speed of single-antenna devices. 
We showed that given the assumptions of our model, decent exciton formation efficiencies >40% 
and exciton radiative efficiencies 40-70% can be achieved at currents of ~0.1 – 1 μA. At low 
current, carrier overshoot limits efficiency, while at high currents EEA dominates. Modulation 
speed can reach ~80-200 GHz with 100 x 20 nm2 devices. We measured the PL and EL 
efficiencies of devices with varying channel lengths, and showed a sharp decrease in efficiency 
below 0.3 μm for PL and 0.5 μm for EL. We performed photocurrent measurements to study the 
effect of high fields, and showed efficient photocarrier collection for small channel lengths, 
pointing to exciton dissociation as a cause of low EL efficiency. 
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7 Conclusion 
 
In this dissertation, we have shown that antenna-enhanced nanoLEDs are a promising route to 
achieve high-speed, high-efficiency on-chip light emitters, with potential to drastically reduce 
power consumption in modern electronics. NanoLEDs with high spontaneous emission 
enhancement feature speeds competitive with lasers together with high quantum efficiencies 
~50% theoretically limited only by metal loss. We have shown that helium-ion milling is a 
promising technique to fabricate the required nanoscale gaps (~10-20 nm) with high precision, 
demonstrating slot antennas with extremely high scattering polarization ratios ~37x. We have 
introduced monolayer transition metal dichalcogenides as an active material for nanoLEDs, 
which have pristine surfaces with no dangling bonds. They feature novel excitonic physics due to 
the strong Coulomb interaction in 2D, opening up new challenges and opportunities for 
nanoLED design. We introduce pulsed injection as a method to stabilize light emission of 
TMDC LEDs in ambient conditions, greatly extending device lifetime. We study the causes of 
current decay in ambient and vacuum conditions. We also demonstrate antenna-coupled light 
emitting devices: a light-emitting capacitor with high polarization ratios >30x, and a light-
emitting diode with >10x enhanced EL intensity. Finally, we theoretically study highly-scaled 
TMDC light emitters coupled to single antennas, and show that high speed (>80 GHz) is possible 
with moderate efficiencies (>10%). While there has been rapid advances in theoretical and 
practical understanding of TMDC light emitters in recent years, much work remains to be done 
to realize this optimistic picture. These include: 
 

1) Improved EL QE. The highest reported QEs for TMDC LEDs in literature are ~1-10%, 
limited by the internal quantum yield of the material. Improved material growth must be 
undertaken, or chemical treatments such as superacid integrated into a practical nanoLED 
process. 

2) Improved contact resistance. While work on the nanoelectronics front has shown 
numerous doping methods for TMDCs, it is challenging to incorporate both types of 
doping in a single device. Contact resistance will degrade the energy efficiency of the 
device even if quantum efficiency is high. One possibility on this front is lateral or 
vertical heterojunctions, where materials amenable to hole or electron injection are 
integrated together. 

3) Further demonstration of antenna-enhanced devices. Few demonstrations of cavity or 
antenna-coupled electrically-injected TMDC LEDs exist. Antenna coupling is 
challenging due to the small device size or high area fill factor required. Therefore, 
further work on mode engineering (for antenna arrays) or device scaling (for single 
antennas) is required, as well as process improvements for better transfer yield and 
nanoscale patterning. 
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Finally, the sensitivity of TMDCs to their environment may be a blessing as well as a curse. 
Unlike bulk semiconductors, material properties such as mobility, exciton-exciton annihilation 
coefficient, band gap, exciton binding energy, and dielectric constant can be tuned by tailoring 
the surrounding environment. Creative use of such knobs may solve some of the present and 
future issues raised here. The field of 2D material optoelectronics is sure to have many exciting 
advances in science and engineering for years to come. 
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