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Abstract
Normative Approaches to the Analysis of Neural Dynamics and Connectivity
by
Ankit Kumar
Doctor of Philosophy in Physics
University of California, Berkeley
Dr. Kristofer E. Bouchard, Co-chair

Professor Michael DeWeese, Co-chair

Brain functions, ranging from perception to cognition to action are produced by the col-
lective dynamics of populations of neurons. Our ability to simultaneously record from and
map the connectivity between large numbers of neurons across brain areas has increased
substantially over the past decade. In contrast, our understanding of the resulting com-
plex and dynamic data in terms of principles of brain computations is lacking. This thesis
presents theory and statistical methods that address this gap. I first describe a novel, nor-
mative theory of neural population dynamics based on control theory. I introduce novel
dimensionality reduction methods that identify subspaces of neural activity that are most
amenable to feed-forward (i.e. open-loop) control vs. feedback control (i.e. closed-loop)
control. Through new theorems/simulations, I demonstrate that for systems exhibiting non-
normal dynamics, generically present in cortex due to Dale’s Law, directions most important
for feedforward vs. feedback control are geometrically distinct. I then analyze neural record-
ings from macaque primary motor and somatosensory cortices and show that the dynamics
that are most feedback controllable are aligned with those that generate reaching behavior.
These feedback controllable dynamics are shown to be mediated by the functional interac-
tions between a population of neurons whose characteristics map to known features of Layer
5 intratellenchephalic neurons. Lastly, I show that feedback controllability provides a nor-
mative account for the presence of rotational dynamics in motor cortex. Next, I present an
approach an analysis of the Drosophila hemibrain connectome using novel maximum entropy
models of random graphs inspired from statistical physics. I provide preliminary results in-
dicating that the controllability of Drosophila brain networks relies on emergent principles of
connectivity between neurons. Finally, I report on work that characterizes the performance
of statistical estimation of sparse linear models in the case when model features exhibited
correlated variability, a common issue in neural data analysis. The results provide practical
guidelines relevant for the estimation of functional connectivity.
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Neural population dynamics generating diverse naturalistic behaviors

are produced by feedback loops across spatiotemporal scales. (a) Feed-

back loops are ubiquitous in the nervous system across spatiotemporal scales. At

the highest level, there is feedback between perception and action by the organism

(left). (Center) The architecture of interactions between distributed brain areas

also contains many feedback loops. A prominent example of this architecture is

provided by the circuits underlying reaching, which are comprised of both feed-

forward pathways (premotor (PM) to primary motor (M1) to somatosensory (S1)

cortices), but crucially also feedback pathways from sensory to motor areas that

enable online error correction of behavior (e.g., S1 — M1). (Right) At the scale of

individual cortical columns, recurrent connections within canonical microcircuits

are prolific, providing an anatomical substrate for feedback control at local scales.

(b,c) A dynamical system may be controlled either in a feedforward or open loop

sense (b), where system inputs (left grey box) drive a dynamical system (green

box) without dependence on system outputs (right grey box), or in a feedback or

closed loop sense (c), where system outputs can be used by a feedback controller

(red) to modify system inputs.|. . . . . .. ...

Controllable Subspaces of Neural Population Dynamics The firing rates of

observed neural dynamics lie in a high dimensional state space (visualized here in 3

dimensions). This high dimensional space can be segregated into subspaces in which

dynamics are most feedforward controllable (FFC) and feedback controllable (FBC).

Noisy system inputs combine with recurrent dynamics to produce noisy firing rates (blue

trace). FFC subspaces (black 1D trace) contain high variance activity that amplifies

both signal and noise. FBC subspaces (red 1D trace) contain activity that produces

the most accurate, denoised reconstructions of the full state trajectory (red high di-

mensional trace) through a state filtering step and is most enable to state regulation

via feedback (dashed blue trace). Dale’s law gives rise to a finite angle (0) between

FFC and FBC subspaces.| . . . . . . . . . . . o

In principle, a controller of dimension as large as the neural state space may be required

to effectively regulate dynamics within a FBC subspace (a). However, subspaces op-

timized to minimize either the rank, or more practically, the trace of P() will require

controllers of lower dimensionality to achieve near-optimal performance (b).| . . . . .
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1.4

(a) Dale’s law imposes block constraints on excitatory/excitatory (E-E), excitatory/inhibitory |

(E-I, I-E) and inhibitory/inhibitory (I-I) connectivity that give rise to a non-normal

synaptic connectivity matrix, A. (b, left) Depiction of the eigenvalues (blue scatter

points) and pseudospectral contours (boundary of light grey shading) of a synthetic

synaptic connectivity matrix A as the degree of non-normality of A is increased from

(1) to (iii). Dark contours indicate the pseudospectral contours expected from a normal

matrix with matched eigenvalue. (b, right) Time courses of dynamics of the systems

depicted in (i)-(ii) projected along the leading PCA directions. (c) Plot of the mean

(standard deviation) subspace angle between FFC and FBC subspaces of d = 6 vs.

non-normality in synthetic linear dynamical systems. Statistics are calculated across

100 repetitions at each level of non-normality.| . . . . . . . . . .. ... ... ...

14

FBC/FFC subspaces diverge within stability optimized circuits (a, i-iii) Plot

of the eigenvalues and ¢ = 0.1 pseudospectral contours for typical, stabilized weight

matrices. Non-normality increases from (i) to (ii) to (iii). (a, iv) Example trajectories

from each system projected onto the the leading PCA vector. (b) Plot of the mean

angle between FBC and FF'C subspaces as the degree of non-normality within synthetic

networks 1s increased. Spread indicates standard deviation over the random generation

of 20 synaptic weight matrices and 10 simulations of dynamics for each weight matrix.

Example systems from panel (a) are marked along the curve. | . . . . . . . ... ..

17

Feedback controllable subspaces enable better decoding of behavior than

feedforward controllable subspaces. (a) A self-paced reaching task on a 2D grid

provides a probe of a complex, naturalistic behavior in monkeys with Utah array record-

ings. (left) example reaches from one recording session, aligned to the physical start

location of the reach. (b) Single-unit neural firing rates from primary motor cortex

(M1, left) and somatosensory cortex (S1, right) in macaque recorded via Utah array

co-recorded during reaching. (c, d) Left plots: Eigenvalues (blue scatter points) with

associated pseudo-spectral contours (grey shaded region) of neural dynamics from one

recording session in Macaque M1 and S1, respectively. Black contours indicate pseudo-

spectral contours expected from a normal matrix. Right plots: Average subspace angle

between FBC/FFC subspaces across recording sessions (median + IQR) (e, f) Linear

prediction of cursor velocity from activity projected into FBC/FFC subspaces within

M1 and S1, respectively. Traces indicate mean 72 of behavioral prediction from pro-

jected activity in FBC (red) and FFC (black) subspaces vs. projection dimension

averaged across recording sessions (shading indicates standard error). Insets compare

the total area under the 7* vs. dimension curve (AUC) for each recording session be-

tween subspace methods (WSRT, n = 35 (e), n = 8 (f), ***: p < 1072, ¥*¥*: p < 107%)

(g, h) Paired difference in decoding performance between the FBC and FFC subspaces

(mean £ s.€.).| . . . . . ..
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(1.7 Decoding performance from FBC subspaces approximates that of a super-

vised method. (a) Comparison of velocity prediction r* vs. dimension between PSID

identified subspaces (purple), FBC subspaces (red) and FFC subspaces (black) in M1.

For PSID, dimension refers to the dimension of the latent behaviorally relevant sub-

space. (b) Analagous curves for behavioral decoding from projected activity in S1.| . .

21
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Time courses of feedback controllability match reach acceleration (a) Mean

and standard error across recording sessions (n = 35) of time-resolved prediction 7°

of cursor velocity by M1 FCCA (red) and M1 PCA (black) compared to the average

cursor velocity (dashed green line) during reaching. Peaks of all three curves coincide

(dashed colored lines). (b) Analogous traces (mean £ s.e., n = 8) for prediction of

cursor velocity from S1 FCCA (red) and S1 PCA (black). (c) Mean and standard error

across recording sessions (n = 35) of the paired difference in velocity prediction from

M1 activity (blue) co-plotted against the average reach acceleration (green), normalized

to the peak FFC derived prediction. Vertical dashed lines indicate when the plateau of

both curves begins and ends, defined as 80% relative to maximum. (d) Analogous traces

for paired difference in velocity prediction from S1 activity (mean + s.e. n = 8). (e-f)

Distribution of cross-correlation coefficients (median £ IQR) between the A-velocity

prediction curves in M1 and S1 (blue traces in c,d, respectively) and the reach velocity

(left boxes) and reach acceleration (right boxes) across recording sessions (one-sided

paired WSRT, p < 10™°,mn =35)| . . . . . . . . . . . . .

Feedback controllability is mediated by a distinct population of neurons.

(a) Simplified schematic of how the importance scores of each neuron are derived from

FFC/FBC projections. (b) Scatter plot of the importance scores of neurons in FFC

vs. FBC subspaces across all M1 recording sessions. Fach scatter point corresponds

to a single unit from one recording session. Spearman rank correlation p between

FBC/FFC importance scores indicated. (c) Analogous scatter plot for S1 data. (d)

Example trial-averaged, Z-scored firing rates aligned to reach initiation of M1 neurons

with the highest relative FFC (black) and FBC (red) importance score. (e) Histogram

of transformed firing rates for all M1 neurons across all sessions (n = 5041) projected

onto the LDA component. Each histogram bin is colored according to the fraction of

neurons within it that are designated as either FBC or FFC neurons. (Inset) Cross-

validated LDA prediction accuracy of FFC/FBC category (mean + s.e. across recording

sessions, n = 35) as a function of the quantile of relative FBC used to assign neurons

to categories. (f) Example trial-averaged, Z-scored, firing rates of S1 neurons with the

highest relative FFC (black) and FBC (red) importance scores. (g) Analogous plot to

(e) for all S1 neurons across all sessions (n = 1257). (Inset) Mean + s.e. of cross-

validated LDA prediction accuracy across recording sessions (n = 8) as a function of

relative FBC quantile used for class assignment.| . . . . . . . . . . ... ... ....

25
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(a) Plot of the average classification accuracy of LDA applied to the data and FFC/FBC

classification (blue), a dummy classifier (orange), and an LDA classifier trained on

random labels (purple) as a function of the relative FBC quantile used to assign neurons

to FFC/FBC classes. Spread is the standard error taken across recording sessions in

M1 (n = 35). (b) Analogous plot across S1 recording sessions (mean + s.e. n =8). | .

27

Feedback controllability is an emergent, population level property. (a) Schematic

of the comparison made between analyses that disregard interactions between neurons

(bottom) and those that do not (top). (b) Median + IQR across recording sessions

of the spearman rank correlation (p) between actual FBC/FFC importance scores and

importance scores predicted from the a linear regression using single unit features for

M1 (left) and S1 (right, *****: p < 107>, WSRT n = 35 and n = 8, respectively).

(c) Bar plots of mean =+ s.e. across recording sessions of the individual spearman rank

correlations between M1 single neuron features utilized to fit models in panel (b) and

FBC/FFC importance scores (WSRT, ****: p < 10~%, n = 35). (d) Analogous plot for

S1 (one-sided WSRT, *: p < 0.05,n = 8). (e) Median + IQR across recording sessions

of the distribution of average subspace angles between d = 6 FBC and FBCm pro-

jections (red) and FFC/FFCm projections (black) in M1 (WSRT, p < 107°,n = 35).

(f) Analogous distribution of subspace angles across recording sessions in S1 (WSRT,

p < 0.01,n = 8). (g) Plot of the paired differences (mean + s.e. across recording

sessions, n=35) in cursor velocity prediction r* between using activity projected into

FBC vs. FBCm (red) and FFC vs. FFCm (black) subspaces as a function of projection

dimension. Significance in the difference between peaks in the two curves at d = 6 as

measured by WSRT indicated (p < 1072, n = 35) (h) Analogous curves for S1 (mean 4

s.e. across sessions, n = §8). Significance of WSRT similarly indicated (p < 0.01,n = 8).|

28

Feedforward and Feedback controllable subspaces engage distinct dynami-

cal regimes. (a) Example trajectories in M1 FBC (red) and FFC (black) subspaces

projected onto the top jPCs. (b) Analogous example trajectories of S1 FBC/FFC

subspaces projected onto the top two jPCs. (¢, d) Distribution of rotational strength

(median + IQR of sum of imaginary eigenvalues of JPCA fits across recording sessions)

in FFC vs. FBC above average rotational strength in random subspaces in M1 (n=35)

and S1 (n=8), respectively (WSRT, ***: p < 1072, n = 35, *: p < 0.05,n = 8) (e) Ex-

ample trajectories in M1 FBC and FFC subspaces projected onto directions of highest

amplification. (f) Analogous plots for S1 data. (g, h) Distribution of average dynamic

range (median + IQR across recording sessions) in FFC. vs FBC vs. random subspaces

in M1, and S1 respectively (WSRT, *****: 1, < 107° n = 35 and n = 8, respectively.| .

30
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Feedback controllable subspaces exhibit stronger rotational dynamics than

feedforward controllable subspaces in inhibitory stabilized networks (a) Plot

of example trajectories projected to d = 6 within FBC (black) and FFC (red) subspaces,

and then further projected into the top 2 jPCA dimensions. (b) Plot of the sum of

jPCA eigenvalues within d = 6 FBC (red), and FFC (black) subspaces relative to

random projections as non-normality of the inhibitory stabilized networks is increased.

Spread represents the standard deviation taken across 20 initializations of the synaptic

weight matrix and 10 trajectories within each stabilized network. (c) Plot of example

trajectories projected to d = 6 within FBC and FFC subspaces, and then further

projected onto the direction of highest amplification. (d) Plot of the mean + s.d.

dynamic range relative to random projections within FBC/FFC subspaces across the

same range of non-normality as panel (b)[ . . . . . . . ..o o000 0 L
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Feedback controllability is enhanced within stable dynamical systems. (a)

Plot of example trajectories simulated from the 2D dynamical system as a function

of scaling and rotational strength. (b) Colormap of ratio of normalized FBC to FFC.

Parameters tor which systems are more FBC than FFC are shaded red, whereas pa-

rameters for which systems are more FFC than FBC are shaded black. Purple region

denotes parameters regime for which dynamics are unstable. (b, inset) Zooming into

the dashed cyan region close to the instability boundary. (c) Scatter plot of normalized

controllability (FBC in red, FFC in black) vs. distance to instability. | . . . . . . . .
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FCCA exhibits low variability across initializations. (a,b) Histogram of the

average subspace angles between different d = 6 FCCA projections (red) and between

FCCA and d = 6 PCA (black) taken across 20 random initializations of FCCA fit on M1

(a) and S1 (b) data. (c, d) Variation in cursor velocity prediction r* from M1 (c) and

S1 (d) as a function of projection dimension. Spread indicates the maximum deviation

from the median decoding performance over 20 initializations for each recording session.| 36
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FCCA /PCA subspaces subspace angles remain large across dimensionality.

(a,b) Comparison of the minimum, median, and maximum subspace angle between

PCA and FCCA as a function of projection dimension in M1 (top) and S1 (bottom) (c,

d) Comparison of the minimum, median, and maximum subspace angle between FCCA

at dimension d vs. dimension d + 1 within M1 (top) and S1 (bottom). The analogous

curves for PCA (or any nested, orthogonal subspace method) would lie at 0 for all 3

.17

FCCA returns consistent subspaces across 1" parameter. Plot of median +

IQR of the average subspace angle between d = 6,1' = 3 FCCA projections and FCCA

projections that use varying T' parameter (increasing along the x-axis). Spread is taken

across folds and recording sessions within M1. | . . . . . . . . . ... .. ... ...

2.1

(a) Overview of the Drosophila brain and the region mapped within the hemibrain

connectome. Reproduced from [1]. (b) Weighted adjacency matrix of the Fan

Shaped Body ROI ordered by excitatory (E) and inhibitory (I) neurons]. . . . .
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Preface

The brain is an enormously complicated system organized hierarchically across spatiotem-
poral scales. Stubbornly impeding our ability to understand the principles by which the
brain functions is that all scales are strongly coupled to each other. Thus, the computations
performed by single neurons are inseparable from the biophysical characteristics of channel
membranes and synaptic inputs; the dynamics of populations of neurons are shaped by the
properties of individual neurons; the coordinated computations performed across distributed
brain areas is shaped by the structure of the individual cortical column, and so on. The brain
is also replete with emergence, meaning that while phenomena at each scale depends on the
details and organization of the lower scales, it is not reducible to these details.

Paralleling this organization across physical levels of description is the fact that phe-
nomena in the brain can be studied at (at least) three distinct analytic levels of description.
This framework was most famously expounded by Marr in his seminal work on the vision [2].
Marr differentiated between the computational, algorithmic, and implementational levels of
description. Roughly speaking, the computational level of description specifies the function
or goal of the system. Taking vision as an example, this level of description would elucidate
the features of the external world that the visual system should attend to and be able to
recognize to facilitate organismal survival. The algorithmic level pertains to how the com-
putational goals are solved vis a vis the sequence of transformations and representations
of information the system relies upon. In vision, examples include edge detection, object
segmentation, and predictive processing. Lastly, the implementational level deals with how
the algorthmic level is physically instantiated in the hardware (in this case the circuits of,
for example, primary visual cortex).

These three levels of description may be more coarsely partitioned into so-called norma-
tive theories of brain function and mechanistic explanations of brain function. Normative
theories pertain to the question of what the nervous system is doing and why neural cir-
cuits or neural activity appears the way it does. Normative theories thus encompass both
Marr’s computational and algorithmic levels. A central goal of theoretical neuroscience is to
construct normative theories which encode the computational goal of brain circuits into a
mathematically defined objective function that makes specific, quantitative predictions and
postdictions about neural activity. Examples of such normative theories include sparse cod-
ing [3], which posits that the goal of the primary visual cortex is to facilitate representations
of natural images with sparse activations across neural populations, and the predictive in-
formation bottleneck [4], which posits that neural circuits (e.g., in the retina) should encode
information about dynamic stimuli only insofar as that information is predictive of the stim-
uli’s future temporal evolution. Mechanistic explanations account for how computations are
carried out, and therefore encompass the algorithmic and implementational levels. A classi-
cal example, again relating to visual perception, is the emergence of spatial tuning in retinal
ganglion cells through lateral inhibition [5].

This co-existence of phenomena at these different scales is not only a descriptive fact
about the nervous system, but a prescriptive principle by which one may organize scientific
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inquiry. In the schematic figure below, I attempt to do this by partitioning topics of study in
computational and theoretical neuroscience as they pertain to specific spatial and descriptive
levels. I substitute Marr’s algorthmic level of description with a dynamical level of description
to emphasize that all algorithms implemented by the brain are the result of dynamics that
unfold over time. I also emphasize that the arrows indicated in the diagram provide by
no means an exhaustive accounting of the conceptual and physical relationships between
phenomena, and in fact, a more accurate diagram would likely yield something closer to
all-to-all connectivity.
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Level of Description

The work of this thesis can be thought of as addressing, in a decidedly modest way, a
narrow subset of the scales articulated in this diagram. In particular, in chapter 1, I present
a novel, normative theory of neural population dynamics based on the idea of controllability
(i.e., the ability of a dynamical system to be controlled). Control theory is fundamentally
the study of how one can optimally steer dynamical systems to achieve prescribed functions.
Its potential to serve as a core theoretical underpinning for neurobiology goes back to the
work of Wiener and the cybernetics movement [6] and ideas surrounding the internal model
principle [7]. In the diagram, I indicate controllabillity as a principle at the dynamical level
of description that is shaped by the structure of neuronal networks in individual brain areas.
Indeed, our results shed light on the role played by Dale’s Law (the principle that every
neuron in cortex exerts either excitatory or inhibitory effects on its postynaptic targets, but
not both) and the ability of neuronal dynamics to be controlled under feedforward/open
loop and feedback/closed loop control strategies. We find feedback controllable dynamics to
underly the production of reaching behavior, hence bridging the gap to the computational
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level. Though not discussed in this thesis, control theory also provides a conceptual frame-
work to understand interactions between brain regions at the dynamical level, as different
brain regions may be understood to be trading off the roles of controller and controlled.

The second chapter of this thesis concerns the relationship between local network struc-
ture (e.g., neuronal motifs) and the patterns of emergent connectivity across brain regions
and indeed, the entire brain. We build models of the Drosophila hemibrain connectome us-
ing maximum entropy models probability distributions inspired by statistical physics. These
probability distributions are the most unstructured distributions over a configuration space
(in this case, the possible connectivity patterns between neurons) that are consistent, on av-
erage, with a prescribed set of observed statistics. When these statistics are local in nature
(e.g., the average pairwise strength in connectivity between different types of neurons), these
models provide a means of deciding between the hypothesis that structure at larger scales
(e.g. across an entire brain region or neural population) is emergent, or simply a byproduct
of structure at the lower scale. We also propose an algorithm to include top-down, global
functional constraints on maximum entropy distributions. These constraints in some sense
“reverse the arrow” from the dynamical to the structural level of description, allowing one
to interrogate how the algorithmic demands placed on neural circuits shape the possible pat-
terns of connectivity they could have exhibited. By identifying where observed connectomes
lie within this constrained “network morphospace” [8], this analysis can shed light on the
mechanism by which function is achieved and the particular tradeoffs made by biology in
doing so. The last chapter of the thesis contains an empirical investigation of the fundamen-
tal limits in sparse recovery in linear statistical models, a more practical issue relevant to
the estimation of functional connectivity from neural recordings.



Chapter 1

Feedback Controllability as a
Normative Theory of Neural
Population Dynamics

1.1 Introduction

A purpose of the brain is to produce adaptive behaviors that increase organismal fitness [9].
For complex behaviors, such as finding, identifying, and grasping food, this is accomplished
using feedback [10-13]. Feedback (FB) occurs when outputs of a system are routed back as
inputs [10], and feedback loops are ubiquitous in the brain. Feedback can be used to correct
observed errors in the output of a system relative to a target. For example, the sensory
consequences of arm reaches (action) are perceived and used by the brain to control the arm
(Fig. , left). Importantly, multiple aspects of motor coordination underlying reaches are
parsimoniously accounted for by optimal feedback control theory [11},/14]. Similar normative
accounts based on feedback control (FBC) have been posited for speech production [13],
general perception [15], and higher order cognition [12,/16]. Indeed, a plethora of studies
have observed impacts of sensory FB on neural recordings [17,/18]. Anatomically, at the
brain-systems scale, reciprocal connectivity between brain areas is widespread, providing
the requisite anatomical architecture to support FBC [19]. For example, in the context
of motor control systems, FB loops between motor cortex and, e.g., the somatosensory
cortex |20] and thalamus [21] may support control of activity within motor cortex (Fig.
1.1]a, center). Similar anatomical considerations hold for high-order perception and cognitive
systems as well [22]. Finally, at columnar scales, FB connections permeate canonical cortical
microcircuits, with highly recurrent connectivity between cell types as well as asymmetric
connectivity between types, giving rise to microcircuit feedback loops [23] (Fig. ,
right). Therefore, while there is overwhelming evidence that brains use feedback (FB), the
implications of feedback control (FBC) for the dynamics of neural population data has not
been directly considered.
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Colloquially, the different configurations of activity patterns across a neural population
define its state-space [24]. Control of a neural population can be defined as steering the
neural population from (any) initial state to a desired state by an external input. Examples
of neural population control could include ensuring that motor cortex generates the required
neural population dynamics to produce movement [25,26], updating representations (i.e.,
neural states) of faces in inferior temporal cortices [27], or updating representations of animal
location in the hippocampus/medial prefrontal cortex [2§]. In this context, controllability
denotes the ability to control a neural population. Controllability is a graded quantity, and
control theory considers the cost of control: loosely speaking, how much ”energy” is required
to control the system [29/30]. Crucially, controllability is an intrinsic property of the neural
population— if the (unobserved) inputs to the neural population are probing the neural state
space sufficiently, the controllability of neural populations can be assayed from observations
of neural population dynamics itself, without knowing what the inputs or outputs are [31].
Thus, with appropriate methodology, we should be able to assess the controllability of a
neural population just from neurophysiological recordings of that population.

Control theory distinguishes between systems that do not use feedback to correct er-
rors (Fig. , feedforward control, 'FFC’, i.e., open-loop control, e.g., eye-blink reflex)
and those that do (Fig. , feedback control, 'FBC’, i.e., closed-loop control, e.g., arm
reaches). Feedforward control (FFC) of a neural population requires an internal model of
that neural population, and deviations from target neural states not predictable by the in-
ternal model can not be corrected, i.e., controlled. In contrast, feedback control (FBC) of
neural populations would enable correcting errors relative to a target neural state based on
observations of those errors [11]. [For ease of exposition, we use FFC/FBC to refer to feedfor-
ward and feedback control/controlability interchangeably|. A central benefit of FBC relative
to FFC is to enable robust control of a neural population in the presence of unpredicted
perturbations and/or noise. FBC is not always possible. For example, in the neural control
of reaching there is thought to be an initial FFC phase (proprioceptive FB notwithstand-
ing) before visual processing has time to impact behavior, followed by a FBC phase which
utilizes visual FB to guide the arm [32]. Given these differences, systems may be more FFC
vs. FBC, and complex systems like the brain can simultaneously be both FFC and FBC to
varying degrees.
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Figure 1.1: Neural population dynamics generating diverse naturalistic behav-
iors are produced by feedback loops across spatiotemporal scales. (a) Feedback
loops are ubiquitous in the nervous system across spatiotemporal scales. At the highest level,
there is feedback between perception and action by the organism (left). (Center) The archi-
tecture of interactions between distributed brain areas also contains many feedback loops.
A prominent example of this architecture is provided by the circuits underlying reaching,
which are comprised of both feedforward pathways (premotor (PM) to primary motor (M1)
to somatosensory (S1) cortices), but crucially also feedback pathways from sensory to motor
areas that enable online error correction of behavior (e.g., S1 — M1). (Right) At the scale of
individual cortical columns, recurrent connections within canonical microcircuits are prolific,
providing an anatomical substrate for feedback control at local scales. (b,c) A dynamical
system may be controlled either in a feedforward or open loop sense (b), where system inputs
(left grey box) drive a dynamical system (green box) without dependence on system outputs
(right grey box), or in a feedback or closed loop sense (c), where system outputs can be used
by a feedback controller (red) to modify system inputs.

Here, we test the hypothesis that feedback controllability (FBC) is a normative theory
of neural population dynamics. To do so, we developed novel machine learning methods
to identify directions (i.e., extract subspaces) in high-dimensional neural population data
that are most FBC and compared those to directions (subspaces) that are most feedforward
controllable (FFC). We demonstrate that the neuro-anatomical constraint on synaptic con-
nectivity imposed by Dales law generates neural population dynamics for which the FBC
and FFC subspaces are distinguishable. In neural population data previously recorded from
primary motor (M1) and somatosensory (S1) cortex of monkeys performing a reaching task,
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we found that FBC subspaces were substantially better decoders of reach kinematics. Fur-
thermore, we demonstrate that FBC and FFC are mediated by populations of single neurons
with distinct neural activity profiles, and that FBC is an emergent property of the neural
population that is highly dependent on neuronal interactions. Finally, we show that FBC
and FFC engage distinct types of dynamics, and that this maybe a consequence of avoiding
dynamic instabilities.

1.2 Results

Controllable Subspaces of Neural Population Dynamics

Our goal was to test the hypothesis that feedback (as opposed to feedforward) controllability
is a normative theory of neural population dynamics. A common characteristic of high-
dimensional neural population data is that it can be succinctly described by a projection
into a lower-dimensional subspace. Such lower dimensional projections can provide compact
descriptions of the high-dimensional data that are easier to visualize and understand [33]. As
such, to test our hypothesis, we developed dimensionality reduction methods that operate
on simultaneously recorded multiple single-neuron neurophysiology data commonly acquired
by, e.g., Utah arrays. These dimensionality reduction methods take high-dimensional, neural
population firing-rate time-series data (where each dimension is a single-neuron) and extract
a lower-dimensional ’subspace’. As described below, the subspaces we extract from neural
data maximize the controllability of neural population dynamics under feedforward (Fig.
[1.2] FFC subspaces, black lines) and feedback (Fig. [1.2] FBC subspace, red lines) control
schemes. This allowed us to directly compare and contrast the properties of neural population
dynamics under these different normative principles.

In its simplest form (i.e., a linear stochastic dynamical system), the dynamics of a neural
population can be described as:

#(t) = Az(t) + Bu(t) (1.1)

Here z(t) is a vector describing the firing rate of all neurons (the high-dimensional, 'neural
state’), &(t) is its time derivative, A is a matrix describing the interactions of the neurons,
and u(t) is a stochastic external input (i.e., control signal) that is mapped on to the neural
state by the matrix B. A lower dimensional projection (y(t)) of the high-dimensional neural
data (z(t)) is

y(t) = Ca(t) (1.2)

Where the dimensionality (d) of the projected neural data y is substantially less than the
number of neurons. The subspace into which the neural data is projected is given by the
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matrix C, which is extracted from the neuronal firing rates so that the lower-dimensional
projection maximizes some quantity of the original, high-dimensional neural data. We specif-
ically considered the controllability of neural population dynamics under feedforward (Fig.
grey/black) and feedback control schemes (Fig. pink/red) by deriving quantities
that correspond to feedforward and feedback controllability. Importantly, these metrics are
intrinsic quantities of the observed neural population data, and do not require knowledge of
the inputs and outputs of the neural population (Fig. .

Observed Neural Dynamics
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Figure 1.2: Controllable Subspaces of Neural Population Dynamics The firing rates of
observed neural dynamics lie in a high dimensional state space (visualized here in 3 dimensions).
This high dimensional space can be segregated into subspaces in which dynamics are most feed-
forward controllable (FFC) and feedback controllable (FBC). Noisy system inputs combine with
recurrent dynamics to produce noisy firing rates (blue trace). FFC subspaces (black 1D trace)
contain high variance activity that amplifies both signal and noise. FBC subspaces (red 1D trace)
contain activity that produces the most accurate, denoised reconstructions of the full state trajec-
tory (red high dimensional trace) through a state filtering step and is most enable to state regulation
via feedback (dashed blue trace). Dale’s law gives rise to a finite angle (0) between FFC and FBC

subspaces.

In line with prior work in control theory , we defined feedforward controllability
(FFC) as the “volume of neural state space” that is obtainable by an input control signal.
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Put another way, feedforward controllable (FFC) subspaces of neural population dynamics
are those within which inputs generate the highest amplitude firing rates (Fig. , FFC
subspace). Below, we show that the most feedforward controllable subspace of dimension
d for a linear dynamical system coincides exactly with the d dimensional subspace that
maximizes variance, and is thus given by PCA. Intuitively, the FFC subspace will coincide
with directions of state space that give rise to large amplification of firing rates in response
to inputs, as this will maximize the volume of neural state space that the input can explore.
However, this amplification will indiscriminately act on both desired signal and undesirable
noise (Fig. black trace in upper right).

In contrast to FFC, the extent to which neural population dynamics can be controlled via
feedback depends on two functional stages. First, due to the presence of noise in the neural
population activity, the neural state dynamics must be reconstructed from observations
provided by the feedback controllable (FBC) subspace (depicted as the denoised red trace
in Fig. bottom). Second, an appropriate control signal must be synthesized from these
reconstructed dynamics and routed back into the FBC subspace (Fig. bottom, purple
dashed trace). We created a novel linear dimensionality reduction method that extracts
subspaces of neural population dynamics that simultaneously minimize the cost of state
filtering and state regulation (Fig. [L.2] red), and thus maximize feedback controllability
(Feedback Controllable Components Analysis, FCCA.

Correspondence between Feedforward Controllability and PCA

A categorical definition of controllability for a dynamical system is that for any desired tra-
jectory from initial state to final state, there exists, in principle, a control signal that could
be applied to the system to guide it through this trajectory. For a (stable) linear dynam-
ical system, a necessary and sufficient condition for this to hold is that the controllability
Gramian, II, have full rank. II is obtained from the state space parameters through the
solution of the Lyapunov equation:

ATl + AT = -BB"T Tl = / dt BB e (1.3)
0

The rank condition on IT as a definition of controllability, while canonical [35], is an all
or nothing designation; either all directions in state space can be reached by control signals,
or they cannot. Furthermore, this definition does not take into account the energy required
to achieve the desired transition. While certain directions in state space may in principle be
reachable, the energy required to push the system in those directions may be prohibitive.

Thus, given that the system is controllable, we can ask a more refined question: what
is the energetic effort required to control different directions of state space? The energy
required for control is measured by the norm of the input signal u(t). It can be shown that
to reach states that lie along the eigenvectors of II, the optimal (i.e., minimal) energy is
proportional to the inverse of the corresponding eigenvalues of II. Directions of state space
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that have large projections along eigenvectors of Il with small eigenvalues are therefore harder
to control. For a unit norm input signal, the volume of reachable state space is proportional
to the determinant of II [34].

We can encode the above intuition into the objective function of a dimensionality reduc-
tion problem: for a fixed norm input signal, what choice of C' maximizes the reachable volume
within the subspace? This volume is measured by the determinant of CIICT. Identifying
subspaces of maximum feedforward controllability is then posed as the following optimization
problem-

argmax, log det CTIC'" (1.4)

In order to assess this objective in data, we make the further assumption that the dynam-
ics of x(t) are stationary and that the inputs u(¢) can be approximated by temporally white
noise. In this case, the observed covariance of the data will coincide with the controllability
gramian |36]. When II is the steady state covariance of z(t), the optimization problem
coincides with the objective function of PCA, as the optimal C' of fixed dimensionality d is
given by the top d eigenvectors of II (see Proposition 1 in Section S.1.9).

LQG Singular Values measure feedback controllability

How do we quantify the feedback controllability of a system? The primary distinction be-
tween feedforward (i.e., open loop) control (FFC) and feedback (i.e., closed loop) control
(FBC) is that FBC utilizes observations of the state to synthesize subsequent control sig-
nals. Feedback control therefore involves two functional stages: filtering (i.e., estimation) of
the underlying dynamical state (z(t)) from the available observations (y(¢)) and construction
of appropriate regulation (i.e., control) signals. For a linear dynamical system, state estima-
tion is optimally accomplished by the Kalman filter, whereas state regulation is canonically
achieved via linear quadratic regulation (LQR). It will be crucial in what follows to recall
that the Kalman Filter accomplishes nothing more than an efficient, recursive, Gaussian
minimum mean square error (MMSE) estimate of z(t) given observations y(7) for 7 < ¢.
These two functional stages optimally solve the following cost functions:

Kalman Filter : ~ min _lim Tr (E [(E(zo|ly_10) — z0)(E(zo|y—10) — 20)'])

p(zoly—1:.0) T—00
1 (7
LQR: min lim E {—/ " CTCr +u'u dt
ueL?[0,00) T—oo |1 )

where y_7.0 denotes observations over the interval [—7,0]. The minima of these cost
functions are obtained from the solutions of dual Riccati equations:

AQ+ QAT +BBT —QCTCQ =0 (1.5)
ATP+PA+C"C—-—PBB'P=0
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where

Q= lim min E [(E(zo|ly_10) — z0)(E(zo|y—_r:0) — m)T}

T—00 p(zoly—1:0)

T
zg Prg = min { lim E {l/ e'CTCr +u'udt|, x(0)=x0,uc L0, oo)}
u€L2[0,00) | T—o0 T /o

() therefore is the covariance matrix of the estimation error, whereas P encodes the
regulation cost incurred for varying initial conditions (xy). For example, the operator norm
of P : sup, ||Pz||/||x|| bounds the initial condition that yields the worst case regulation cost.
On the other hand, Tr(P) is proportional to the average regulation cost over all unit norm
initial conditions.

The solutions of the Riccati equations are not invariant under the invertible state trans-
formation  — T'z. The filtering Riccati equation will transform as Q — TQT " whereas
P will transform as (T~!)"PT~!. As such, simply by defining new coordinates via T' we
can shape the difficulty of filtering and regulating various directions of the state space.
Therefore () and P on their own are not suitable cost functions for measuring feedback
controllability. However, we notice that the product P undergoes a similarity transfor-
mation PQ — (T'T)"'QPT". Hence, the eigenvalues of PQ are invariant under similarity
transformations, and define an intrinsic measure of the feedback controllability of a system.
Additionally, there exists a particular 7" that diagonalizes PQ. Following [37], we refer to
the corresponding eigenvalues as the LQG (Linear Quadratic Gaussian) singular values. In
this basis, the cost of filtering each direction of the state space equals the cost of regulating
it. We formalize these statements by restating Theorem 1 from [37]:

Theorem 1 Let (A, B,C) be a minimal realization of G(s). Then, the eigenvalues of QP
are similarity invariant. Further, these eigenvalues are real and strictly positive. If p? >
ps > p2 > 0 denote the eigenvalues of QP in decreasing order, then there exists a similarity

transformation T, (A, B,C) — (TAT-', TB,CT ") = (A, B,C) such that:
Q =P = diag(,ul,,ug, a:un)

The realization (121, B, C’) will be called the closed-loop balanced realization.

Proof: Let Q = LL" be the Cholesky decomposition of ) and let LT PL have Singular
Value Decomposition UX2U . Then, T = £Y2U T L~ provides the desired transformation:

TQT" =xV2UTL'LLT (LN U2 =%
(THTPT ' =2""2UT LTPLUYV? =%
Us2yT
O
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Hence, as an intrinsic measure of feedback controllability, we take the sum of the LQG
singular values yi?, corresponding to the sum of the ensemble cost to filter and regulate each
direction of the neural state space:

FBC : Tr(PQ) (1.7)

The Feedback Controllability Components Analysis Method.

Our goal was to develop a dimensionality reduction method, Feedback Controllability Com-
ponents Analysis (FCCA), that can be readily applied to observed data from typical systems
neuroscience experiments. To do so, we constructed estimators of the LQG singular values,
and hence Tr(PQ), directly from the autocorrelations of the observed neural firing rates.
The objective function for FCCA arises from the observation that causal Kalman filtering
and acausal Kalman filtering are also related via dual Riccati equations. We will first show
that through an appropriate variable transformation, we obtain a state variable x;(t) whose
dynamics unfold backwards in time via the same dynamics matrix (A) which evolves x(?)
(the neural state) forwards in time. Once established, this fact enables us to use the error
covariance matrix of Kalman filtering () as a stand-in for the cost of regulating z(¢).

In particular, if we have a state space realization of a forward time stochastic linear system
(eq. [L.1)), then the joint statistics of (z(t),y(t)) can be parameterized by a Markovian model
that evolves backwards in time [38]:

—i(t) = Apz(t) + Bu(t) (1.8)
y = Cux(t)

where A, = —A — BBTII"! = HATII! and II = E[z(t)z(t) '].

Examination of eq. and eq. reveals that the filtering and LQR Riccati equations
differ primarily in 2 respects. First, the dynamics matrix is transposed (A — AT), and
second the inputs and outputs have been exchanged (B — CT, C — B"). To use the error
covariance of state filtering as a stand-in for the state regulation cost, we therefore require
that the corresponding acausal state dynamics (determined by A;) respect these differences.
To this end, consider the transformed state z,(t) = II"'z(t). Substituting z(t) = Ilz,(t) and
Ay = ITATII! into the equations for the backward dynamics result in following dynamics
for this adjoint state:

2 (t) = ATy (t) + T Bu(t)

Then, if we construct a readout of this transformed state y,(t) = CTlr,(t) = Cz(t), the
Riccati equation associated with Kalman filtering x,, whose solution we denote P, takes on
the form:
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AP+ PA+ T 'BB'II™! — PIICTCIP =0 (1.9)
A"P+PA+C'C—-PBB"P=0 (eq

We see that eq. coincides with eq. (reproduced for convenience) upon switching
the inputs and outputs (B — CT, C — B, as with and and reweighting them
by a factor of II=! and II, respectively. In fact, eq. coincides with the Riccati equation
associated with a slightly modified LQR problem:

T
min  lim E F / ¢ TI'BB I o + u' TPu dt (1.10)
weL?0,00) T—00 0

This is the regulator problem for the adjoint state z,(t) = II"1x(¢). Therefore, under the
assumption that the observed dynamics can be approximated by a linear dynamical system,
we can measure LQG singular values associated with this modified LQR problem
directly from measuring the causal minimum mean square error (MMSE) asso-
ciated with prediction of z(t), and the acausal MMSE associated with prediction
of x,(t).

To explicitly construct an estimator of the quantity Tr(PQ) = Tr(Qﬁ), we recall the
standard formulas for the error covariance of MMSE prediction of a Gaussian distributed
variable u given v: ¥, — ¥, 518! where ¥, = Eluu'],X, = E[vv'] and ,, = Eluv'].
The matrix () is the error covariance of MMSE prediction of the system state z(t) given past
observations y(t) over the interval (t — T, t), whereas the matrix P is the error covariance of
MMSE prediction of the transformed system state z,(t) given future observations y,(t) over
the interval (¢, + T"). As discussed above, the Kalman Filter is used to efficiently calculate
these MMSE estimates given an explicit state space mode of the dynamics. In our case, to
keep system dynamics implicit, we instead directly use the formulas for the MMSE error
covariance in terms of cross correlations between x(t), x,(t) and y(t),y,(t). This gives rise
to the FCCA objective function:

FCCA :  argmingTr | (IT — Ayr(C) S5 (C)ALA(C)) (H-l - AIT(O)E;l(C)fXLT(O)>

(.

~\~ /

causal MMSE covariance (Q)

~~

acausal MMSE covariance (P)

(1.11)

where for discretization timescale T,
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IT=E[z(t)z(t)"] (covariance of the neural data)
AC)r ={MCT, MCT L ACTY

Ay = E[z(t + k7)2(t)"]  (autocorrelation of the neural data)
AO)rr = {MICT, AJICT, ... ALIICT}

Ay = Elz,(t + k7)z4(t)"]  (autocorrelations of the adjoint state)

CACT  CACT  CACT .. CACT

CATCT  CACT  CACT .. CAp_ C7
ET(C> - : : : : :

CALCT CAL_,CT CAL_,CT ... CACT

(space by time covariance of y(t))

Control-Theoretic Intuition for FCCA

We have shown how the LQG singular values are an intrinsic measure of the cost to fil-
ter/regulate a linear dynamical system. We now provide a further intuition for FCCA. In
order to control the system state dynamics, the controller itself must implement its own,
internal, state dynamics. These dynamics carry out the computations necessary to perform
reconstruction of the systems state and synthesis of the required regulator signal. Thus,
in addition to the complexity of the system itself, we may inquire about the complexity of
the controller. One intuitive measure of this complexity is given by the controller’s state
dimension (i.e., the McMillan degree), which corresponds to the number of dynamical de-
grees of freedom it must implement to function. As these controller degrees of freedom must
ultimately be implemented via networks of neurons within the brain, it stands to reason
that biology may favor performing task-relevant computations via dynamics that require
low-dimensional controllers. As we argue below, minimizing the LQG singular values over
readout matrices (C') corresponds to a relaxation of the objective of searching for a subspace
that enables control via a controller of low dimension. In other words, feedback controllable
dynamics can be regulated with controllers of low internal dimensionality.

We recall from Theorem 1 above that there exists a linear transformation that simultane-
ously diagonalizes both P and (). Let (121, B, C’) be the corresponding balanced realization.
Let us order the LQG singular values in descending magnitude {1, ..., v } and divide them
into two sets {1, ..., o} and {fim1, ..., un }. Let us assume the system input is of dimen-
sionality p and the output is of dimensionality d (i.e. B € RN*? and C' € RN) Then, one
can partition the state matrices {4, B, C'} accordingly.
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R¥>N-m Tt can be shown that the optimal controller of dimension m is obtained from
solving the Riccati equations corresponding to the truncated system (Aji, By, Cy). If the
neglected LQG singular values {fty11, .., tn} are small, then the controller dimension can
be reduced with esssentially no loss in regulation performance.
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Figure 1.3: In principle, a controller of dimension as large as the neural state space may be
required to effectively regulate dynamics within a FBC subspace (a). However, subspaces optimized
to minimize either the rank, or more practically, the trace of PQ will require controllers of lower
dimensionality to achieve near-optimal performance (b).
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In the case when the singular values {ji41, ..., tn} are all precisely zero, then the con-
troller dimensionality could be reduced from n to m with no loss in LQG performance. We
illustrate this idea schematically in Figure [1.3] where the controller state space dimen-
sion (blue) is truncated. This suggests that to search for subspaces of neural dynamics that
require low dimensional controllers to regulate, we minimize the following objective function:

argmin,Rank(PQ)
where P and @ are the solutions to the Riccati equations and [L.5] respectively.
However, rank minimization is an NP hard problem. A convex relaxation of the rank function
is the nuclear norm (i.e. the sum of the singular values) [39]. Given that PQ is a positive
semi-definite matrix, a tractable objective function that seeks subspaces of dynamics that
require low complexity controllers is therefore given by:
argmin, Tr( PQ)

which is precisely what FCCA minimizes in a data-driven fashion.
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Dale’s law enables distinguishing feedforward and feedback
controllable subspaces.
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Figure 1.4: (a) Dale’s law imposes block constraints on excitatory/excitatory (E-E), excita-
tory /inhibitory (E-I, I-E) and inhibitory/inhibitory (I-I) connectivity that give rise to a non-normal
synaptic connectivity matrix, A. (b, left) Depiction of the eigenvalues (blue scatter points) and
pseudospectral contours (boundary of light grey shading) of a synthetic synaptic connectivity ma-
trix A as the degree of non-normality of A is increased from (i) to (iii). Dark contours indicate the
pseudospectral contours expected from a normal matrix with matched eigenvalue. (b, right) Time
courses of dynamics of the systems depicted in (i)-(ii) projected along the leading PCA directions.
(c) Plot of the mean (standard deviation) subspace angle between FFC and FBC subspaces of
d = 6 vs. non-normality in synthetic linear dynamical systems. Statistics are calculated across 100
repetitions at each level of non-normality.

With data-driven methods for extracting FBC and FFC subspaces, we next sought to
understand if, and under what dynamical conditions, these two subspaces differ (i.e., when is
the angle  indicated in Fig. large?). The anatomical structure of neural circuits plays an
integral role in shaping neural population dynamics. In cortex, chief amongst these structures
is Dale’s Law , which requires every neuron to exert either excitatory or inhibitory effects
on its post-synaptic target, but not both. As such, the synaptic connectivity matrix that
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describes the interaction of different neurons (which corresponds to the A matrix in our
context) is constrained to have the same sign within each row. Combined with the directed
and asymmetric nature of recurrent connectivity, constrains the neural dynamics matrix A to
belong to a special class of matrices, so called non-normal matrices (i.e., AAT # AT A) (Fig.
[1.4h) [41,[42]. Systems that evolve according to non-normal matrices exhibit interesting
collective dynamics, such as transient amplification [41,43], extensive memory traces of
input signals [44},45], and efficient information transmission [46]. As we show below, a new
control theoretic result of our work is that FBC subspaces and FFC subspaces are different
for systems with non-normal dynamics.

The spectrum (i.e., eigenvalues) of the dynamics matrix A determine the long-term col-
lective dynamics produced by a neural population. The real part of eigenvalues describe the
strength of growth or decay of the collective dynamics, while the imaginary part describes
the strength of oscillations of those dynamics. However, an important property of systems
driven by non-normal matrices (e.g. recurrent networks constrained by Dale’s Law) is that
their short term dynamics can differ from their long-term dynamics. The pseudo-spectrum
provides an important mathematical tool to understand the qualities of non-normal sys-
tems |42]. The pseudo-spectrum of A identifies regions of the complex plane that, over
short time periods, behave like eigenvalues of A. More specifically, the e-pseudospectrum
of an n-dimensional square matrix A, A, refers to all values in the complex plane that are
eigenvalues of matrices which are e-close to A as measured by any matrix norm. In other
words, the set A, contains all complex numbers z for which there exists a matrix E, ||E|| < €
such that z is an eigenvalue of A+ E. From this definition, it can be seen that the ordinary
eigenvalues coincide with the 0-pseudospectrum. For a normal matrix, the e-pseudospectrum
is straightforward to determine: it is given by the union of circles with radius € around the
eigenvalues. Deviation from these regular contours gives an indication of the degree to which
short term dynamics differ that predicted by the system eigenvalues.

The precise distribution of the pseudospectrum around the eigenvalues can account for
many of the nonintuitive behavior of non-normal dynamical systems [42]. For example,
a lower bound on the maximum amplitude attained by the time evolution of a state vec-
tor x within a linear dynamical system is given by max, (Re(\¢))/e. Thus, when the e-
pseudospectrum extends greater than an amount € into the right hand of the complex plane

(as in Fig. (111) the corresponding linear dynamical system will exhibit transient
amphﬁcatlon

To build intuition for these concepts, we turn to numerical simulations of systems of the
form of eq with B = I. We sampled 50 dimensional A matrices with i.i.d entries above
the diagonal assigned according to C;;J;; where C;; ~ Bernoulli(0.5) and J;; ~ N (O, #ﬁ)
The entries below the main diagonal were given by A; = aA;;. Reducing o from 1 to
0 therefore allows one to systematically tune the asymmetry, and consequentially, the non-
normality of A. We set the diagonal elements uniformly to the smallest negative number that
ensured system stability. We quantitatively measure non-normality by the Henrici metric:
|JAAT — AT A||r where || - || is the Frobenius norm. This metric is zero if and only if A is
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normal (i.e. ATA= AAT).

In Figure , we depict the spectrum (i.e., eigenvalues, small blue circles), e = 0.1
pseudo-spectrum (grey-shaded region), and pseudo-spectral contors expected from an equiv-
alent normal matrix of three dynamical systems with increasing non-normality ((i) — (ii)
— (iii)), as well as the corresponding system dynamics (iv). For the normal A matrix, the
eigenvalues are purely real and negative (i.e., the live on the negative x-axis, Fig. , (1)),
giving rise to purely exponential decaying dynamics (curve (i) in Fig. [1.4b, (iv)). As the
the population dynamics with oscillations (curves (ii) and (iii) in Fig. [1.4]b, (iv)). Addition-
ally, the pseudo-spectrum of A (grey shaded region) extends over increasingly larger regions
of the complex plane relative to the black contours. In particular, the pseudo-spectrum of
(iii) extends significantly into the right hand side of the complex plane, predicting that over
short times, the system will behave as if it were unstable. This prediction is borne out by
the initial rise and subsequent decay (i.e., transient amplification) of the system dynamics
shown in curve (iii) in Figure (iv).

To test the hypothesis that feedback controllability (FBC) is a normative theory of neural
population dynamics, we need to establish the conditions under which FBC subspaces will
differ from FFC subspaces. We first provide the following theorem, which shows that, under
certain conditions, the FBC and FFC subspaces are identical only for normal dynamical
systems:

Theorem 2 For B = Iy, A= AT, ANN with all eigenvalues of A distinct and

max Re(A(A)) < 0, the projection matrix onto the eigenspace spanned by the d eigenvalues
of A with largest real value constitutes a critical point of the FBC objective function and a
global maximum of the FFC objective function.

The proof of the theorem is provided at the end of the chapter. To demonstrate this
analytic result, we return to the simulated linear dynamical systems describe above. We
extracted FBC (with FCCA) and FFC (with PCA) subspaces (d = 6) from the generated
data, and measured the difference between those two subspaces as the average angle between
them (Fig. , mean + s.d., n=100). Two subspaces partially overlap if at least one
subspace angle is zero, and are completely orthogonal if all subspace angles are equal to /2.
In practice, these angles can be obtained as the cosine of the singular values of the product
CrrcCrae € R4 [47]. For dynamics driven by a completely normal dynamics matrix (i.e.,
giving rise to purely relaxation dynamics, corresponding to Fig. b (i)), the average
subspace angles were small (~ 7/8 rads). Increasing non-normality drove these subspace
angles apart (> 37 /8 rads, Fig. c (iii)).

Qualitatively similar results were observed in stability optimized neural circuits, a pre-
viously proposed model of networks that resepct Dale’s Law in which the degree of non-
normality can be systematically tuned [48]. We generated networks with 100 excitatory
and 100 inhibitory elements with a uniform connection probability of 0.25 and uniform,
sign-constrained weights. Self-decay terms (i.e. diagonal elements of A) were also uniform
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across the entire network. The magnitude of non-zero weights determines the spectral radius
(i.e. magnitude of the largest eigenvalue) of the dynamics matrix [49]. For sufficiently large
weights, the dynamics produced by this network will be unstable. Following [48], we then
optimize the inhibitory weights of the network in order to achieve stability. The resulting
matrix will have enhanced non-normality, with the degree of resulting non-normality having,
empirically, a monotonic relationship with the starting spectral radius. We tuned the initial
spectral radius over the same range of values as in [4§].

/2

31/8 A

(iv)

Subspace Angle (rads)

/4

e e ™
Non-Normality (a.u.)

Amplitude (a.u.)

Time (a.u.)

Figure 1.5: FBC/FFC subspaces diverge within stability optimized circuits (a, i-iii)
Plot of the eigenvalues and € = 0.1 pseudospectral contours for typical, stabilized weight matrices.
Non-normality increases from (i) to (ii) to (iii). (a, iv) Example trajectories from each system
projected onto the the leading PCA vector. (b) Plot of the mean angle between FBC and FFC
subspaces as the degree of non-normality within synthetic networks is increased. Spread indicates
standard deviation over the random generation of 20 synaptic weight matrices and 10 simulations
of dynamics for each weight matrix. Example systems from panel (a) are marked along the curve.

Example pseudospectra from these synthetic systems are shown in Figure [1.5a, with
non-normality increasing from (i) to (ii) to (iii). As non-normality increases, we observe a
proliferation of complex eigenvalues, and pseudospectral contours that extend beyond the
equivalent normal matrix reference levels (grey vs. black contours). In Figure , we plot
the corresponding average subspace angle between PCA and FCCA subspaces. The indicated
spread is the standard deviation across 20 initializations of synaptic weight matrices. The
location of the example systems within panel a are labeled along the curve. Paralleling the
results in the previously presented synthetic systems, increasing non-normality drives the
subspace angles towards 7/2. Together, these novel control-theoretic results establish that
FBC subspaces are distinct from FFC subspaces when the underlying dynamics (i.e., A)
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are non-normal. Since Dale’s Law implies that cortical neural population dynamics should
be non-normal, FBC subspaces should be distinguishable from FFC subspaces in neural
population data.

Feedback controllable subspaces enable better decoding of
behavior than feedforward controllable subspaces.

The key prediction of FBC as a normative theory of neural population dynamics is that
task-relevant subspaces are more feedback controllable. Put another way, decoding behavior
from FBC subspaces should be more accurate than decoding from FFC subspaces. We
tested this prediction in previously recorded single-unit population neural data from monkey
primary motor cortex (M1) and somatosensory cortex (S1) during a self-paced reaching task
(Fig. , right). Two macaque monkeys performed reaches on a 6x6 grid of starting and
positions. In Figure [1.6k, left, we overlay reaches from one recording session aligned to
the start location of the reach. These reaches exhibited a range of directions, velocities and
lengths [50]. Figure plots the time-course of single-unit neural activity recorded from
primary motor (left) and primary somatosensory cortex (right) during this task. Across the
two monkeys, there were 35 distinct recording sessions (35 in M1, 8 in S1), and the number
of single units identified within each recording session varied from 97-200 in M1 and 86-187
in S1.

For our hypothesis to be testable, there must be substantial differences between FBC and
FFC subspaces extracted from the neural population data. As we have demonstrated, these
substantial differences hinge on the underlying dynamics being non-normal. We therefore
first assessed the degree of non-normality of the observed neural recordings. We visualized the
spectra (Fig. [1.6fc,d, teal circles) and pseudospectra (grey region) of the neural population
dynamics. Across recording sessions In M1, we observed a set of complex eigenvalues with
larger imaginary than real part, indicating the presence of robust rotational dynamics [25].
In both M1 and S1, the pseudospectral contours extend beyond what would be expected
from equivalent normal matrices (black contours). As with results from simulations (Fig.
MC), the subspace angles between FBC and FFC subspaces were consistently large across
all recording sessions in M1 ( =~ 37/8 radians, n = 35, Fig. boxplot shows median +
IQR) and S1 (n=8, Fig. median + IQR). Thus, in both M1 and S1, FBC subspaces
are distinct from FFC subspaces. This distinction allows us to test whether FBC or FFC
subspaces provide better bases for decoding arm reaches.
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Figure 1.6: Feedback controllable subspaces enable better decoding of behavior than
feedforward controllable subspaces. (a) A self-paced reaching task on a 2D grid provides a
probe of a complex, naturalistic behavior in monkeys with Utah array recordings. (left) example
reaches from one recording session, aligned to the physical start location of the reach. (b) Single-
unit neural firing rates from primary motor cortex (M1, left) and somatosensory cortex (S1, right) in
macaque recorded via Utah array co-recorded during reaching. (c, d) Left plots: Eigenvalues (blue
scatter points) with associated pseudo-spectral contours (grey shaded region) of neural dynamics
from one recording session in Macaque M1 and S1, respectively. Black contours indicate pseudo-
spectral contours expected from a normal matrix. Right plots: Average subspace angle between
FBC/FFC subspaces across recording sessions (median + IQR) (e, f) Linear prediction of cursor
velocity from activity projected into FBC/FFC subspaces within M1 and S1, respectively. Traces
indicate mean r? of behavioral prediction from projected activity in FBC (red) and FFC (black)
subspaces vs. projection dimension averaged across recording sessions (shading indicates standard
error). Insets compare the total area under the r? vs. dimension curve (AUC) for each recording
session between subspace methods (WSRT, n = 35 (e), n = 8 (f), ***: p < 1073, ¥***: p < 107%)
(g, h) Paired difference in decoding performance between the FBC and FFC subspaces (mean +
s.e.).
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To test whether feedforward or feedback controllability provides a better normative ac-
count of behaviorally relevant neural population dynamics, we decoded hand velocity from
projections of the neural population data into FBC and FFC subspaces of dimensionality
1-30. Figure ,d plots predictive accuracy (cross-validated r?) as a function of dimen-
sion for decoding from M1 (Fig. [1.6c) and S1 (Fig. [1.6[d) using neural population data
projected into FBC (red) and FFC (black) subspaces (mean + s.e., M1, n = 35, S1, n =
8). We found that FBC subspaces were substantially better decoders of behavior than their
FFC counterparts across dimensions. This is despite both subspaces being derived from
the class of linear dimensionality reduction. We quantified the decoding performance across
dimensions as the area under the decoding curve for each recording session separately. The
superior decoding of FBC subspaces was consistent across all recording session in M1 (Fig.
inset, one sided paired Wilcoxon signed rank test (WSRT) p < 10~%, n = 35) and all
recording sessions of S1 (inset of Fig. inset, one sided paired WSRT p < 1073, n = 8).
These results demonstrate that behaviorally relevant neural population dynamics are more
aligned with FBC than FFC directions.

Additionally, we compared the performance of decoding from unsupervised FBC sub-
spaces to Preferential Subspace Identification, a linear, supervised method that directly
identifies the behaviorally relevant neural subspace [51] (PSID). PSID implements subspace
identification [52], identifying a latent stochastic, linear dynamical system that simultane-
ously drive behaviorally relevant dynamics and the behavior itself. PSID is a supervised
method, projecting neural activity directly onto observed behavior. As such, it provides a
useful upper bound on the decoding performance achievable by linear methods. We asked to
what extend could decoders built off of FFC and FBC subspaces, i.e. unsupervised measures
of the neural dynamics, identify behaviorally relevant dynamics. In contrast to decoding re-
sults presented in Figure , we use a Kalman filter to decode behavior from FFC/FBC
projected activity, paralleling the strategy used by PSID to decode behavior from its latent
states.

In Figure we compare the velocity decoding performance of FBC, FFC, and pref-
erential subspace identification in M1 and S1 as a function of dimension. Here, dimension
for preferential subspace identification refers to the dimension of the latent, behaviorally
relevant state space dynamics. In M1, we found that the decoding performance of FBC
subspaces attained 80 % of that of preferential subspace identification by d = 6 and 85 %
by d = 10 (comparing red and maroon traces in Fig. [1.7p). In S1 (Fig. [1.7b), we found
analogously that by d = 10, the decoding performance of FBC subspaces attained within 85
% of that of preferential subspace identification performance by d = 10. As we emphasize,
this is despite the identification of FBC subspaces via FCCA occurring without access to
the behavior during dimensionality reduction, in contrast to PSID. FBC subspaces therefore
capture the vast majority of behaviorally relevant information available to linear Gaussian
methods in this dataset.

Finally, to ascertain the dimension at which feedback controllability of neural population
dynamics was most important for behavior, we calculated the paired difference in prediction
performance (A-Velocity prediction) as a function of dimension (Fig. [1.6e, f). The A-
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velocity prediction reached 90% of its maximum value by dimension 6 in both M1 and
S1. The percent improvement in decoding performance at the dimension of peak A-velocity
prediction was substantial: 43% in M1, and 96 % in S1. This indicates that the FBC subspace
most relevant for behavior is simple (i.e., low-dimensional), and we therefore used d = 6 as
a standardized dimension for subsequent analyses. Together, these results validate the key
prediction feedback controllability as a normative theory of neural population dynamics.
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Figure 1.7: Decoding performance from FBC subspaces approximates that of a super-
vised method. (a) Comparison of velocity prediction r? vs. dimension between PSID identified
subspaces (purple), FBC subspaces (red) and FFC subspaces (black) in M1. For PSID, dimension
refers to the dimension of the latent behaviorally relevant subspace. (b) Analagous curves for be-
havioral decoding from projected activity in S1.

Time courses of feedback controllability match reach acceleration

Next, to investigate how the mapping between dynamics in the FBC/FFC subspaces and
behavior was modulated during the time course of reaches, we segmented the first 1.5 sec-
onds of behavior following reach initiation (defined as the time when the visual target cue
switched) into 100 ms windows and trained linear decoders from the projected neural data to
predict cursor velocity. In Figure [L.8a, we plot the mean =+ s.e of the time resolved velocity
prediction across recording sessions within M1 (n = 35). The overall decoding performance
from activity projected into both FFC (black) and FBC (red) subspaces was strongly cor-
related with overall reach velocity, with the peak in decoding performance occurring within
50 ms of the peak in cursor velocity at ~ 500 ms after reach start both on average (Fig.
1.8a, vertical dashed lines) and individually across recording sessions (not shown). The
corresponding results for S1 are shown in Figure b (mean + s.e., n = 8). Note that
the difference in the average reach velocity time course relative to Figure is driven by
S1 recordings being available for only a subset of recording sessions.
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Figure 1.8: Time courses of feedback controllability match reach acceleration (a)
Mean and standard error across recording sessions (n = 35) of time-resolved prediction 2 of cursor
velocity by M1 FCCA (red) and M1 PCA (black) compared to the average cursor velocity (dashed
green line) during reaching. Peaks of all three curves coincide (dashed colored lines). (b) Analogous
traces (mean + s.e., n = 8) for prediction of cursor velocity from S1 FCCA (red) and S1 PCA
(black). (c) Mean and standard error across recording sessions (n = 35) of the paired difference
in velocity prediction from M1 activity (blue) co-plotted against the average reach acceleration
(green), normalized to the peak FFC derived prediction. Vertical dashed lines indicate when the
plateau of both curves begins and ends, defined as 80% relative to maximum. (d) Analogous traces
for paired difference in velocity prediction from S1 activity (mean + s.e. n = 8). (e-f) Distribution
of cross-correlation coefficients (median + IQR) between the A-velocity prediction curves in M1
and S1 (blue traces in c,d, respectively) and the reach velocity (left boxes) and reach acceleration
(right boxes) across recording sessions (one-sided paired WSRT, p < 1075, n = 35).

In contrast to M1, the peak velocity decoding performance from both S1 FFC and S1 FBC
subspaces occurred later, between 750 and 1000 ms after reach start (i.e. 250 to 500 ms after
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the peak in reach velocity). This timing is measured with respect to the start of reaches.
The timing difference between M1 and S1 activity is accentuated by the lag between neural
activity and behavior employed within the linear decoders. For M1, we used a window of
neural activity centered 100 ms prior to behavior, whereas for S1, we used a window of
activity centered 50 ms prior to behavior, in line with when these regions were found to be
most predictive of behavior and with results reported in [53] for the same dataset. In sum,
we found that S1 was most predictive of behavior approximately 300 ms after M1.

To assess how the relative importance of feedback controllability varied as a function
of the reach kinematics, we then calculated the paired difference in decoding performance
between FBC and FFC subspaces across time. Analogously to Figure [1.6g, h, we useA-
velocity prediction r? (abbr. A-r?) as a measure of the relative importance of feedback
controllability vs. feedforward controllability during the time course of a reach. In Figure
, we plot the A-r? for M1 (mean + s.e., n = 35) normalized against the peak FFC
decoding 72 from Figure [L.8a. We found that the A-r? exhibited a rapid rise beginning
at 200 ms after reach start, saturating at 400 ms, and decaying at 750 ms (Fig. c,
blue trace). These dynamics tracked the magnitude of average reach acceleration (Fig.
c dashed green trace) closely, reproducing the double peak structure visible at 400 and
600 ms in the latter. We calculated the time at which both the A-r? and magnitude of
acceleration rose past 80 % of their maximum value and then declined past this threshold in
the terminal period of the reach. These rise and fall times were consistent across recording
sessions between the A-r? and average acceleration (blue and green vertical dashed lines in
Fig. c, respectively). Analogous results held in S1 (Fig. , mean =+ s.e. of A-r?
shown, n = 8), again with an approximately 300 ms time lag.

To quantify the observed similarity between the time courses of reach acceleration and
A-r2, we normalized each trace within each recording session to a 0-1 scale and calculated the
cross-correlation between them. The 0-1 normalization ensures that this cross-correlation
also lies between 0 and 1. In M1, the cross-correlation between the A-r? time course and
reach acceleration consistently peaked at 0 relative lag and exhibited a median of 0.88 across
recording sessions (Fig. , right bar, median + IQR indicated, n = 35). Similarly,
in S1, cross-correlations peaked at zero lag in all recording sessions with the median peak
value across recording sessions equaling 0.83 (Fig. , right bar, median + IQR, n = 8).
Notably, the median cross-correlation between A velocity prediction r? and the time course
of average acceleration was higher across recording sessions than the analogous median zero
lag cross-correlation between A velocity prediction r? curves and the average reach velocity
in both M1 (0.88 vs. 0.79) and S1 (0.83 vs. 0.82) (left bars in Fig. [1.8,f, median + IQR
shown). In M1, the paired difference between these two cross-correlations was found to be
statistically significant (one sided paired WSRT p < 107°, n = 35). The relatively small effect
size is to be expected, as the average velocity magnitude and average acceleration magnitude
are themselves highly correlated (normalized correlation 7 = 0.95 in M1 and » = 0.98 in S1).
In M1, a significant cross-correlation exists between the A-r? and the average acceleration
magnitude after both time series are decorrelated from the average velocity magnitude (one-
sided paired WSRT, p < 0.05, n = 35). Conversely, no significant residual correlation was
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detected when first decorrelating the A-r? and velocity magnitude from the acceleration
magnitude. Together, these results that the relative importance of feedback controllable
dynamics within both M1 and S1 to behavioral decoding closely tracks the magnitude of
reach acceleration. This suggests that acceleration is the kinematic parameter most under
feedback control.

Feedback controllability is mediated by a distinct population of
neurons

The large angles between FFC and FBC subspaces found in both M1 and S1 (Fig.
a, b) suggested that FFC and FBC dynamics were mediated by distinct populations of
neurons. As the FBC and FFC subspaces are composed of additive, weighted combinations
of the individual neurons in the recorded population, we are able to assign each neuron an
importance score associated with each subspace. These importance scores provide informa-
tion above and beyond that provided by the subspace angles, as large subspace angles could
arise in a number of ways. We therefore directly tested the hypothesis that the populations
mediating FBC/FFC dynamics were distinct, evidence for which would allow us to connect
functionally defined subspaces of neural dynamics back to the properties of the individual
recorded neurons.

To determine the importance score of a neuron ¢ within an FFC or FBC projection matrix
C € RY* we calculate the norm of the i*" row of the projection matrix, and normalize
across rows, i.e. [|C;.|]?/ max; ||C;.||* (example projections [FBC Score];, [FFC Score]; and
[FBC Scorey,[FFC Score]; shown in Fig. [1.9a). This yields a score for each neuron in
the population within FFC and FBC subspaces that we normalize to lie on a 0-1 range
(schematically indicated in the partitioned red and black vectors at the bottom of Fig.
1.9a). All reported importance scores were obtained from d = 6 projections, and averaged
across projections fit to 5 folds of the data. We visualize these scores in Figure and c
on a log-log scale (M1 in Fig. [1.9p, S1 in Fig. [1.9c). Each scatter point corresponds to a
single unit within a single recording session. We indicate the relative feedback controllability
of each neuron, defined as the FBC importance score normalized by the sum of FFC and FBC
importance scores, by its color (Fig[1.9pb,c colorbars). Neurons with high FBC importance
scores but low FFC importance scores are shaded red, and those with high FFC but low
FBC importance scores are shaded black. We observed that across the entire population
of neurons in M1, a neuron’s importance score within the FBC subspace was uncorrelated
with its importance score in the FFC subspace (spearman rank correlation p = —0.02,p =
0.11,n = 5041). In S1, we observed a very small correlation magnitude (p = 0.08) that was
statistically significant due to the large sample sizes (p = 4 % 1073 n = 1257). Again, this
result is in line with, but not necessarily implied by the large reported FBC/FFC subspace
angles in both regions (Fig. [1.6j,b). For example, a small number of neurons may have
had large importance scores in FFC as opposed to FBC subspaces (and vice-versa), with
the remainder of neurons having correlated, but small FFC/FBC importance scores. Our
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observation to the contrary further suggested that FBC vs. FFC subspaces were composed
of distinct populations of neurons.
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Figure 1.9: Feedback controllability is mediated by a distinct population of neurons.
(a) Simplified schematic of how the importance scores of each neuron are derived from FFC/FBC
projections. (b) Scatter plot of the importance scores of neurons in FFC vs. FBC subspaces across
all M1 recording sessions. Each scatter point corresponds to a single unit from one recording session.
Spearman rank correlation p between FBC/FFC importance scores indicated. (c) Analogous scatter
plot for S1 data. (d) Example trial-averaged, Z-scored firing rates aligned to reach initiation of M1
neurons with the highest relative FFC (black) and FBC (red) importance score. (e) Histogram of
transformed firing rates for all M1 neurons across all sessions (n = 5041) projected onto the LDA
component. Each histogram bin is colored according to the fraction of neurons within it that are
designated as either FBC or FFC neurons. (Inset) Cross-validated LDA prediction accuracy of
FFC/FBC category (mean + s.e. across recording sessions, n = 35) as a function of the quantile
of relative FBC used to assign neurons to categories. (f) Example trial-averaged, Z-scored, firing
rates of S1 neurons with the highest relative FFC (black) and FBC (red) importance scores. (g)
Analogous plot to (e) for all S1 neurons across all sessions (n = 1257). (Inset) Mean =+ s.e. of
cross-validated LDA prediction accuracy across recording sessions (n = 8) as a function of relative
FBC quantile used for class assignment.

Therefore, we next examined if neurons important for FFC vs. FBC had distinct electro-
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physiological activity profiles. We categorized neurons according to whether their relative
FBC importance (i.e., colorbar in Fig. ,C) lied above or below the median relative FBC
importance within the recording session. We then calculated smoothed, Z-scored, and trial
averaged, firing rates for each neuron over the first 1.5 seconds following reach initiation. We
plot these firing rate time courses for a set of neurons with high FFC (top, black) and FBC
(bottom, red) importance scores in M1 (Fig. [1.9d) and S1 (Fig. [1.9f). A visual inspec-
tion of the trial averaged firing rates indicated that the distinct FFC and FBC populations
were characterized by differing dynamics during reaching behavior. FFC neurons exhibited
a high degree of similarity amongst themselves, with a robust, large amplitude turn-on ef-
fect following reach initiation (peak in black traces in Fig. ,f at approximately 400
ms). By contrast, FBC neurons exhibited low-amplitude, heterogeneous, ongoing dynamics
in many cases unassociated with the start of reaches. The dynamic range was significantly
higher amongst FFC neurons than FBC neurons in both M1 (WSRT p < 107°,n = 35)
and S1 (WSRT, p < 1072, n = 8). To determine whether these differences in activity pro-
files were sufficient to accurately classify neurons as being important for FFC vs. FBC,
we applied Linear Discriminant Analysis (LDA) to features derived from UMAP applied to
the firing rates. For a 2 class classification problem, LDA yields a projection of data onto
a one dimensional space over which the two classes are most linearly separable. We plot
histograms of these projections applied to all neurons across all recording sessions in both
M1 (n=5041, Fig. [1.9€) and S1 (n=1257, Fig. [1.9). Each histogram bin is colored by
the fraction of neurons within that bin that are important for FBC vs. FFC. We observed
a clear bimodal structure within the histogram densities in both brain regions, indicating
the presence of two clusters of neurons corresponding FFC/FBC neurons that were linearly
separable by features derived from their firing rates. The average cross-validated accuracy
of classification across recording sessions was 0.91 in M1 and 0.88 in S1. This classification
accuracy was significantly higher than chance (0.5, one-sided WSRT p < 107>, n = 35 and
n = 8 in M1, and S1, respectively), and robust to the choice of FBC quantile used to divide
the population into classes (Fig. ,g inset and Fig. . We therefore conclude that
FBC and FFC subspaces are comprised of two distinct populations of neurons within both
M1 and SI.
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Figure 1.10: (a) Plot of the average classification accuracy of LDA applied to the data and
FFC/FBC classification (blue), a dummy classifier (orange), and an LDA classifier trained on ran-
dom labels (purple) as a function of the relative FBC quantile used to assign neurons to FFC/FBC
classes. Spread is the standard error taken across recording sessions in M1 (n = 35). (b) Analogous
plot across S1 recording sessions (mean =+ s.e. n = 8).

Feedback controllability is an emergent, population level property.

The prior analysis revealed that the populations of neurons important for FFC and FBC
exhibited disparate firing rate profiles. Visual inspection of the firing rates plotted in Figure
[1.9d, g suggested further that FFC neurons exhibited a higher degree of pairwise similarity
(i.e., cross-correlation) and temporal alignment than FBC neurons. Cross-correlations are a
measure of functional interactions between neurons (depicted as blue arrows in Fig. ,
top). We sought to determine the extent to which feedback vs. feedforward controllability
of neural dynamics relied on these functional interactions, as opposed to being predictable
from the functional properties of single neurons taken in isolation (schematically depicted
in Fig. , bottom with dashed arrows). If controllability cannot be reduced to single
neuron properties alone, then this would provide strong evidence for it being an emergent,
population level phenomena within neural circuits.

We took two complementary approaches towards assessing whether FBC/FFC was an
emergent property resulting from population interactions. First, we evaluated whether im-
portance scores within FFC/FBC subspaces could be predicted from a set of single neuron
properties frequently assayed in systems neuroscience. For each neuron, we calculated its
response variance, weight in a linear decoder of reach velocity trained on the entire popula-
tion, and 72 of an encoding model of its firing rate from reach kinematics. We then trained
a linear model to predict FBC/FFC importance scores from these features.
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Figure 1.11: Feedback controllability is an emergent, population level property. (a)
Schematic of the comparison made between analyses that disregard interactions between neurons
(bottom) and those that do not (top). (b) Median + IQR across recording sessions of the spearman
rank correlation (p) between actual FBC/FFC importance scores and importance scores predicted
from the a linear regression using single unit features for M1 (left) and S1 (right, *****: p < 1075,
WSRT n = 35 and n = 8, respectively). (c) Bar plots of mean + s.e. across recording sessions of
the individual spearman rank correlations between M1 single neuron features utilized to fit models
in panel (b) and FBC/FFC importance scores (WSRT, ****: p < 1074, n = 35). (d) Analogous
plot for S1 (one-sided WSRT, *: p < 0.05,n = 8). (e) Median + IQR across recording sessions of
the distribution of average subspace angles between d = 6 FBC and FBCm projections (red) and
FFC/FFCm projections (black) in M1 (WSRT, p < 1075, n = 35). (f) Analogous distribution of
subspace angles across recording sessions in S1 (WSRT, p < 0.01,n = 8). (g) Plot of the paired
differences (mean = s.e. across recording sessions, n=35) in cursor velocity prediction r? between
using activity projected into FBC vs. FBCm (red) and FFC vs. FFCm (black) subspaces as a
function of projection dimension. Significance in the difference between peaks in the two curves at
d = 6 as measured by WSRT indicated (p < 1073, n = 35) (h) Analogous curves for S1 (mean =+
s.e. across sessions, n = 8). Significance of WSRT similarly indicated (p < 0.01,n = 8).

The median spearman rank correlation between the predicted and actual importance
scores was 0.95 for FFC subspaces (Fig. left, median £+ IQR across recording sessions
in black box) vs. 0.64 for FBC subspaces (median + IQR across recording sessions in red
box) in M1, and 0.92 for FFC vs. 0.55 for FBC in S1 (Fig. right, median + IQR
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across recording sessions in black and red boxes, respectively). These differences were highly
significant in both regions (WSRT, p < 107°. n = 35 and n = 8, respectively). From this, we
conclude that the importance of a neuron to the feedback controllable subspace cannot be
well predicted by single neuron properties, in contrast to neurons that mediate feedforward
controllability. The individual spearman rank correlations between each property and the
FBC/FFC importance scores, which we plot as histograms (mean =+ s.e. across recording
sessions) in Figure ¢, d, support this conclusion. In both M1 and S1, a high importance
in the FFC subspace could be accounted for almost entirely by a neuron’s variance (leftmost
black bars, p = 0.93 in M1, p = 0.90 in S1). By contrast, a high importance in FBC subspaces
was weakly, negatively correlated with neuron variance (leftmost right bars, p = —0.28 in
M1, p = —0.07 in S1). In M1, we additionally found that the decoding weights and 72
performance of single neuron encoding models were significantly more correlated with the
FFC importance scores than FBC importance scores (WSRT p < 107% n = 35), whereas
these differences were not found to be significant amongst S1 neurons.

While the set of single neuron properties considered above were unable to accurately
predict the importance scores of neurons within FBC subspaces, it could still be the case
that the FBC subspaces could nonetheless be derived from measures of controllability that
neglect functional interactions (i.e., cross-correlations) between neurons. To test this, we
obtained FFC and FBC subspaces from fits of PCA to FCCA that included only single
neuron (i.e., marginal) variance and autocorrelations within their objective functions. This
procedure is tantamount to applying PCA and FCCA to surrogate data that has been shuffled
to remove cross-unit correlations [54]. We refer to the resulting subspaces as the FFCm and
FBCm subspaces, respectively. In Figure and f, we plot the distribution (median +
IQR) of subspace angles between the FBC/FFC subspaces and their marginal variants in
M1 and S1, respectively. The median subspace angle between FBC and FBCm (red boxes)
was significantly higher than that between FFC and FFCm (black boxes) in both M1 (one
sided Wilcoxon paired difference test, p < 107°,n = 35.) and S1 (p < 1072, n = 8). Finally,
similarly to results shown in Figure c, d, we trained linear decoders of cursor velocity
from the marginal subspaces. Compared to the same subspaces methods extracted from the
full population statistics, we observed a substantial drop-off in decoding performance. In
Figures g, h, we plot the paired difference in decoding performance (mean + s.e.) as a
function of dimension between FBC/FBCm (red trace) and FFC/FFCm (black trace) in M1
and S1 respectively. These paired differences peaked in M1 (Fig. ) and saturated in
S1 (Fig. ) at d = 6. The reduction in decoding performance between FBC and FBCm
vs. FFC and FFCm was larger across all dimensions examined, and at d = 6 exhibited a
statistically significant difference (one sided paired WSRT p < 1073,n = 35 for M1 p <
0.01,n = 8 for S1). Taken together, these results demonstrate that accurate assessment of
controllability from population dynamics requires incorporating emergent, population level
statistics, with this population structure being more important for FBC vs. FFC.
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Feedforward and feedback controllable subspaces engage distinct
dynamical regimes.
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Figure 1.12: Feedforward and Feedback controllable subspaces engage distinct dy-
namical regimes. (a) Example trajectories in M1 FBC (red) and FFC (black) subspaces projected
onto the top jPCs. (b) Analogous example trajectories of S1 FBC/FFC subspaces projected onto the
top two jPCs. (c, d) Distribution of rotational strength (median + IQR of sum of imaginary eigen-
values of jJPCA fits across recording sessions) in FFC vs. FBC above average rotational strength
in random subspaces in M1 (n=35) and S1 (n=8), respectively (WSRT, ***: p < 1073, n = 35, *:
p < 0.05,n = 8) (e) Example trajectories in M1 FBC and FFC subspaces projected onto directions
of highest amplification. (f) Analogous plots for S1 data. (g, h) Distribution of average dynamic
range (median + IQR across recording sessions) in FFC. vs FBC vs. random subspaces in M1, and
S1 respectively (WSRT, ****#*; 5 < 1075 n = 35 and n = 8, respectively.

Generally speaking, linear models of population dynamics can generate rotations and
scalings of the population firing rate vector over time. Rotational dynamics in particular
are a robustly observed feature of population dynamics within motor cortex , and the
presence of large imaginary components within the eigenvalues of functional connectivity
matrices within M1 (Fig. ) indicated the presence of rotational dynamics within this
dataset. Population level interactions are necessary for both the generation of rotational
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dynamics [25] and determination of FBC subspaces (Fig. [1.11]), while the FFC objective
function favors amplifying dynamics and FFC subspaces were associated with high variance
neurons (Fig. ,d leftmost black bars). Additionally, the firing rate profiles of FFC vs.
FBC neurons were distinct (Fig. d, and g), with the former exhibiting amplification
at reach onset, and the latter exhibiting temporally heterogenous, oscillatory dynamics.
Given these facts, we hypothesized rotational dynamics would be associated with feedback
controllability, while scaling dynamics would be associated with feedforward controllability.
Such a correspondence would establish an underlying normative, computational role for these
distinct dynamic regimes.

To quantify rotational dynamics, we fit jJPCA [25] to projections of the first 1 second of
activity following reach initiation into the FFC and FBC subspaces. We assessed the strength
of rotational dynamics by taking the sum of imaginary jPCA eigenvalues as compared to
jPCA fits within random projections of the data. Examples of smoothed, single trial firing
rates projected onto the top two jPCs within FBC and FFC subspaces respectively are
shown in Figure and b for M1 and and d for S1. Visually, we observed
more stereotyped rotational dynamics in M1 than in S1 (Fig vs. b), while within M1,
rotations were more cleanly observed within FBC subspaces than FFC subspaces (Fig ,
red vs. black traces). Across all recording sessions, the strength of rotational dynamics
above that contained within random projections was significantly higher in FBC vs. FFC
subspaces in both M1 (median &+ IQR, red vs. black boxes in Fig. [1.12, WSRT, ***:
p < 1073,n = 35) and S1 (median + IQR, red vs. black boxes in Fig. [L.12ff, WSRT,
*:p < 0.05,n = 8). FBC subspaces therefore contained stronger rotational dynamics than
FFC subspaces.

On the other hand, to examine scaling, or amplification, of dynamics, we calculated
the average dynamic range within projected activity within 1 seconds after reach initiation
measured relative to baseline activity prior to reach initiation. Examples of activity from
single recording sessions along the top 2 dimensions ordered by dynamic range are shown in
Figure —j (FBC components in red, FFC components in black). We again compared
the average dynamic range to that found within random d = 6 projections of the data.
Across recording sessions, the average dynamic range was significantly higher within FFC
subspaces than FBC subspaces in both M1 (median + IQR, black vs. red boxes in Fig.
[1.12k) and S1 (median + IQR, black vs. red boxes in Fig. [1.12]). Thus, FBC activity
within both M1, and S1 contained stronger rotational dynamics than FFC activity, whereas
FFC activity contained more amplification in their time courses than FBC activity.
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Figure 1.13: Feedback controllable subspaces exhibit stronger rotational dynamics
than feedforward controllable subspaces in inhibitory stabilized networks (a) Plot of
example trajectories projected to d = 6 within FBC (black) and FFC (red) subspaces, and then
further projected into the top 2 jPCA dimensions. (b) Plot of the sum of jPCA eigenvalues within
d = 6 FBC (red), and FFC (black) subspaces relative to random projections as non-normality of
the inhibitory stabilized networks is increased. Spread represents the standard deviation taken
across 20 initializations of the synaptic weight matrix and 10 trajectories within each stabilized
network. (c) Plot of example trajectories projected to d = 6 within FBC and FFC subspaces, and
then further projected onto the direction of highest amplification. (d) Plot of the mean + s.d.
dynamic range relative to random projections within FBC/FFC subspaces across the same range
of non-normality as panel (b).

We replicate the above findings within synthetic, stability optimized E/I networks. We fit
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jPCA onto activity projected to d = 6 via PCA and FCCA across the full range of networks
explored in Figure [I.5] Subspace activity projected onto the top 2 jPCs for an examples
system drawn from the most non-normal regime (corresponding to point (iii) in Fig. [L.5p)
are shown in Figure [1.13| a and b for FFC and FBC subspaces, respectively. Visually,
we observed trajectories within the top 2 jPCs within the FFC subspace exhibited a large
degree of both shearing and amplification. By contrast, FCCA trajectories (plotted on the
same scale as the PCA trajectories) were found to exhibit comparatively less amplification
and were better aligned to pure rotations. We quantified this effect analogously to Figure
¢, d by taking the sum of the imaginary eigenvalues associated with the jJPCA fit to
the FFC/FBC subspace projections relative to 1000 random d = 6 projections of the data.
In Figure [1.13b, we plot this statistic as a function of the underlying non-normality. We
find that the degree of underlying non-normality in linear, stability optimized E/I networks
increases the strength of rotational dynamics in both FFC and FBC subspaces. Nevertheless,
after an initial regime of relatively low non-normality (lower left corner), the strength of
rotational dynamics was found to be significantly stronger in FBC subspaces. As in Figure
, we then calculated the average dynamic range contained within FFC/FBC subspaces.
In Figure [1.13c, we plot system trajectories the same system as Figure along the
direction of highest dynamic range within FBC (red, top) and FFC (black, bottom) subspace.
FFC trajectory visibly containing stronger amplification in its initial dynamics. In Figure
1.13d, we plot the average dynamic range relative to random projections over the same range
of non-normality as in panel (b). We observe a monotonic increase in the dynamic range
within FFC subspaces relative to random projections, whereas FBC subspaces were found
to actually decrease in their dynamic range relative to random projections as non-normality
was increased sufficiently. Thus, we are able to recapitulate the key observations that FBC
subspaces contain stronger rotational dynamics, whereas FFC subspaces container stronger
amplification within a synthetic system that respects Dale’s Law.

Rotational dynamics enhance stability and feedback controllability

To better understand why feedback controllability was consistently associated with stronger
rotational dynamics than feedforward controllability, we investigated a simplified 2 dimen-
sional linear dynamical system in which the relative contribution of scaling and rotations to
the dynamics could be independently varied. We parameterized A as:

4= [6__; efé} Aoy = {(655) <625>] e = {—Oﬁb (g]

The corresponding eigenvalues of the symmetric and skew-symmetric components are:

>\sym = {6 + 5a €— 5} )\skew = {Z¢7 _Z¢}

Thus, as ¢ is increased, the largest eigenvalue of Ay, is also increased, whereas ¢ on
the other hand increases the strength of rotational dynamics. The parameter ¢ was set to
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—0.05 in order to keep the overall dynamics of A stable for most choices of § and ¢. We
generated many 2 dimensional dynamics matrices by varying § and ¢ over the interval [0, 0.5]
(corresponding to the x and y axes of Fig. [1.14h), spanning a range of dynamics from pure
rotations to pure scalings. We set B = I and measured the intrinsic controllability of systems
without dimensionality reduction (i.e. C' = I).
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Figure 1.14: Feedback controllability is enhanced within stable dynamical systems.
(a) Plot of example trajectories simulated from the 2D dynamical system as a function of scaling
and rotational strength. (b) Colormap of ratio of normalized FBC to FFC. Parameters for which
systems are more FBC than FFC are shaded red, whereas parameters for which systems are more
FFC than FBC are shaded black. Purple region denotes parameters regime for which dynamics
are unstable. (b, inset) Zooming into the dashed cyan region close to the instability boundary. (c)
Scatter plot of normalized controllability (FBC in red, FFC in black) vs. distance to instability.

We calculated the FFC and FBC of dynamics over this parameter space, normalizing the FBC
and FFC values attained to each line on a 0-1 scale. In Figure [1.14pb, we plot a colormap of
the relative FBC, defined as the normalized FBC divided by the sum of normalized FBC and
FFC. Regions shaded red correspond to systems with high FBC and (relatively) low FFC,
whereas regions shaded grey/black correspond to systems with high FFC and (relatively)
low FBC. For fixed strength of rotation and increasing strength of scaling, the FFC increased
while the FBC decreased. On the other hand, for fixed strength of scaling and increasing
strength of rotations, the FBC increased while the FFC decreased (see also Fig. 77?). For
sufficiently large scaling strength, the system dynamics become unstable (purple region in
Fig. ) We found that FFC increases as one approaches this instability boundary,
while the FBC decreases (Fig. inset). This suggested that dynamical systems closer
to instability are more FFC, whereas systems that lie far away from this instability boundary
are more FBC. Given the orientation of the instability contour in the rotation-scaling plane,
we observe that for fixed rotatiationl strength, this distance increases with decreasing scaling
strength, while for fixed strength of scaling, the distance increases with increasing rotational
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strength. This fact establishes a link between stronger rotational dynamics and greater
system stability and feedback controllability for a fixed strength of scaling dynamics.
Accordingly, a larger distance to instability was found to be strongly correlated with
higher FBC, while a smaller distance to instability was strongly correlated with higher FFC.
In Figure [1.14kc, we scatter the normalized FBC and FFC as a function of the distance to
instability for all points in the parameter space. We observed a sharp increase in FBC as the
distance to instability initially departs from zero, followed by an eventual saturation. The
FFC followed the opposite trends, diverging close to instability and decreasing rapidly as
the distance to instability increases. Overall, the spearman correlation between the distance
to instability and the FBC and FFC was found to be 0.90 and -0.84, respectively. These
results establish that for a fixed degree of scaling dynamics, rotations enhance dynamical
stability, and as a consequence, the controllability of dynamics under feedback. The greater
stability, and therefore feedback controllability, afforded by rotations relative to other types
of dynamics may therefore provided a normative account of their presence in cortical data.
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1.3 Additional Characterization of the FCCA Method

FCCA exhibits low variability across initializations.
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Figure 1.15: FCCA exhibits low variability across initializations. (a,b) Histogram of the
average subspace angles between different d = 6 FCCA projections (red) and between FCCA and
d =6 PCA (black) taken across 20 random initializations of FCCA fit on M1 (a) and S1 (b) data.
(c, d) Variation in cursor velocity prediction 72 from M1 (c) and S1 (d) as a function of projection
dimension. Spread indicates the maximum deviation from the median decoding performance over
20 initializations for each recording session.

FCCA is not a convex optimization problem. Throughout the above results, we initialized
optimization over 10 different random orthogonal projection matrices and use the solution
that returns the best value of the objective function. In order to assess the variability in
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behavior of the method across initializations, we individually examined subspace angles and
decoding performance across each of 20 random initializations for each projection dimensions
in both M1 and S1. In Figure[1.15]a, b, we plot histograms of the average pairwise subspace
angles between different initializations of FCCA across a subset of recording sessions (M1
in a, S1 in b). In both M1 and S1, we observe these subspaces angles are tightly clustered
and bounded above by /8 (red histogram bars). We also measured the average subspace
angles between each initialization of FCCA and the corresponding PCA projection. The
distribution of these subspace angles in both M1 and S1 was clustered around 37 /8 (black
histogram bars), though we did observe a small number of solutions in M1 that aligned very
closely with PCA directions (black histogram bars in panel a).

We also trained decoders off the basis of each random initialization. As in the above
results, we averaged decoding performance across 5 folds of the data. In Figure [1.15|c, d
we plot the maximum deviation in decoding performance across initializations and recording
sessions relative to the median performance at each dimension within each recording session.
We observe that in both M1 (c) and S1 (d), the spread in r? about the median is no
larger than 0.035 across initializations. We note that this gap is much smaller than the gap
between FCCA and PCA (Fig. ¢, d). Thus, while FCCA is a non-convex dimensionality
reduction method, the key effects of (i) large subspace angle between FCCA and PCA and
(ii) the superior decoding performance of FCCA relative to PCA hold consistently across
initializations.
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FCCA /PCA subspace angles remain large across dimensionality
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Figure 1.16: FCCA /PCA subspaces subspace angles remain large across dimension-
ality. (a,b) Comparison of the minimum, median, and maximum subspace angle between PCA
and FCCA as a function of projection dimension in M1 (top) and S1 (bottom) (c, d) Comparison of
the minimum, median, and maximum subspace angle between FCCA at dimension d vs. dimension
d+ 1 within M1 (top) and S1 (bottom). The analogous curves for PCA (or any nested, orthogonal
subspace method) would lie at 0 for all 3 statistics across all dimensions.

In Figure [1.6] we reported the average subspace angle between FCCA and PCA pro-
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jections of dimension d = 6. Here, we calculate these angles across a range of projection
dimensionalities in both M1 (Fig. [L.16f) and S1 (Fig. [1.16pb). We found that the average
subspace angle (solid blue trace) increased as a function of projection dimension, saturating
at approximately 27/5 rads in both M1 and S1. The maximum subspace angle between
projections (dotted line) reached 7/2 by dimension 10 in both M1 and S1, whereas the min-
imum subspace angle (dashed line) decreased as a function of dimensionality. The latter
result is to be expected, since as the projection dimension increases to the full dimension of
the ambient space, this angle will decrease to zero. Overall then, FCCA and PCA subspaces
remain geometrically segregated across projection dimensionality.

The objective function of FCCA is optimized separately for each desired projection di-
mension d. Furthermore, the optimal projection does not arise from the solution of an
eigenvalue problem as in PCA. As a result, it is not necessarily the case that a projection of
dimension d 4+ 1 will contain as a subspace the projection of dimension d (i.e., the subspaces
may not be nested). This fact could potentially hamper interpretability, as projections of
varying dimensionality may pick out completely disjoint regions of the neural state space.
To rule out the presence of this sort of behavior within FCCA, we measured the subspace
angles between successive projection dimensionalities. When comparing a projection of di-
mension d to a projection of dimension d + 1, it is possible to measure a total of d subspace
angles. In Figure [1.16|c, d, we plot the min, max, and median of these subspace angles in
M1/S1 respectively, as a function of projection dimension. For a pair of nested subspaces,
all 3 statistics will always be zero, as the dimension d subspace is entirely contained within
the dimension d + 1 subspace. As in the main text, we considered here the projections with
the best FCCA score over 10 initializations. For FCCA, we observe that both the minimum
(dotted line) and median (solid line) subspace angle in both M1 and S1 remain negligibly
small (< 7/10 radians), approaching zero as the projection dimension is increased. The
maximum subspace angle by contrast was found to increase with projection dimensional-
ity. These trends indicates that FCCA subspaces are partially nested, with most of the d
dimensional subspace lying within the d 4+ 1 dimensional space.
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FCCA returns consistent subspaces across 7' parameter and with the addition
of observational noise.
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Figure 1.17: FCCA returns consistent subspaces across T parameter. Plot of median +
IQR of the average subspace angle between d = 6,7 = 3 FCCA projections and FCCA projections
that use varying T parameter (increasing along the x-axis). Spread is taken across folds and
recording sessions within M1.

The only free hyperparameter within the FCCA method is the T" parameter, which con-
trols the numbers of observations within the FBC subspace that are used within the causal
and acausal MMSE prediction of the neural state. In Figure [L.17n, we plot the average
subspace angle between FCCA projections using 7' = 3 (the parameter we use for the main
analyses), and various values of T' (increasing along the x-axis). The spread is taken across
folds and recording sessions within M1. We observe that the subspace angles increase as T'
increases from T' = 3, though they remain small relative to the large subspace angles reported
between FCCA and PCA in Figure [1.6fa. In practice, results obtained from large values of
T are also likely to be unreliable as the accuracy of autocorrelation matrix estimates at long
lags will diminish. Thus, overall, we find FCCA to be relatively insensitive to the choice of

T.

1.4 Discussion

The theoretical importance of feedback control for brain function and behavior have been
recognized for nearly 80 years [10,/55]. Despite the overwhelming evidence supporting feed-
back control as a normative theory of behavior, if and how feedback control explains on-going
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neural population dynamics has been largely unarticulated (though see: [21}56]) and com-
pletely untested in experimental data. For example, the neural population dynamics of
monkey M1 during reaching provides a heavily studied example of a neural circuit executing
computations through population dynamics. Recent literature postulates that during reach
execution, M1 operates as a feedforward dynamical system: initial conditions are first set
within an output null subspace [57] and then movement is supported by the “set and forget”
time evolution of neural population dynamics [58|. Neural population dynamics have been
proposed to function as a basis set of dynamical motifs that are transformed downstream
into muscle commands. An implicit prediction of this view is that in the absence of external
behavioral perturbations, the neural population dynamics of M1 generate a reach in a feed-
forward manner. At the same time, the canonical examples of neural circuits thought to be
operating in a feedforward manner are primary sensory cortices (e.g., V1) during simple per-
ception. These circuits are typically conceived as transmitting processed sensory information
up the sensory hierarchy (e.g., V1 — V2). Indeed, a classic view of sensory perception is that
lower-level representations form a basis set for synthesis of higher-level representations [59].
However, from a dynamics perspective, if M1 is operating in a feedforward manner, why
then are its neural population dynamics (which have a strong rotational component) so dif-
ferent from, e.g., V1 (which did not have a strong rotational component), during the same
task [60]7

In contrast to the predominate view articulated above, we hypothesized that neural pop-
ulation dynamics in a given brain area (e.g., M1 and S1) maybe steered in real-time to
maintain trajectories and achieve desired end-states for behavior based on feedback control.
A key prediction of this hypothesis is that neural subspaces that are most feedback con-
trollable (FBC) should be more aligned with behavior than neural subspaces that are most
feedforward controllable (FFC). Supporting our hypothesis, we found that FBC subspaces
of neural population activity within both M1 and S1 were substantially better predictors of
reach kinematics than FFC subspaces. Notably, prediction performance within FBC sub-
spaces saturated at a lower dimensionality than FFC subspaces indicating that, relative to
FFC, FBC effectively compresses behaviorally relevant information. In this context, the low
dimensionality of FBC subspaces implies that the controllers required to steer behaviorally
relevant dynamics in M1 and S1 themselves have low state dimension, potentially requiring
simpler circuits to implement.

We found that FBC subspaces were nearly orthogonal to FFC controllable subspaces
in both M1 and S1. This raises the possibility that these distinct modes of control maybe
differentially engaged depending on the area and task demands. The possibility of distinct
modes of control is supported by our finding that there are distinct feedforward and feedback
controllable neural populations in both M1 and S1. Functionally, the time-courses of the
observed neural populations suggest that FFC dynamics may support reach initiation (before
sensory feedback has time to re-enter the system), while FBC dynamics support on-going
reaching. Neurobiologically, these distinct functions could be implemented by anatomically
and/or genetically different populations of neurons.

Harmonizing the neuron doctrine with the theory of computations through
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neuronal population dynamics. Neurons are fundamental units of computation in the
brain [61,62]. A central tenet of the neuron doctrine is that neurons are specialized to
perform specific functions (Dales law is another tenet). At the same time, it is becoming
clear that brain computations result from the dynamics of neural populations [24]. We found
that FBC is mediated by a distinct population of single units and is an emergent, population
level property of that population. Specifically, we found that the neurons most important
for FBC had lower task modulated firing rates and fast time-scales of firing-rate dynamics.
Across the population, they had heterogeneous temporal relationships relative to each other.
Despite their heterogeneous dynamics, the structure of the FBC subspace was an emergent
property depending heavily on inter-neuronal interactions. In contrast, the neurons most
important for FFC had higher firing rates and slower time-scales of firing-rate dynamics.
Across the population, they homogeneously exhibited a transient burst of activity near the
onset of reach initiation, followed by a decay. Despite their homogeneous dynamics, the
structure of the FFC subspace was only modestly dependent on inter-neuronal interactions,
and could almost entirely be explained by single-unit firing rate variance.

The Utah array recordings we analyzed targeted L5 in both M1 and S1 of macaques.
Excitatory pyramidal cells constitute the overwhelming majority of neurons (> 85% [63])
and there is a known sampling bias of in vivo extracellular electrophysiology for excitatory
neurons. Therefore, it is very likely that the distinct neuron populations underlying feed-
forward vs. feedback controllability correspond to different classes of excitatory neurons in
L5. Indeed, diverse studies in multiple species and brain areas have found that there are
two major distinguishable classes of L5 pyramidal neurons: extratelencephalicephalic (ET)
and intratelencephalic (IT) [64,65]. Anatomically, ET neurons project to the thalamus,
mid-brain, and brainstem, with only modest intra-columnar connectivity. Electrophysio-
logically, these neurons have higher firing rates and a propensity for initial bursts of action
potentials followed by sustained firing. Computationally, ET neuron are thought to transmit
information and be involved in behavioral initiation. This constellation of properties maps
well to the response characteristics and computations of the feedforward controllable neural
population. In contrast, anatomically, I'T neurons contain both local and long-range connec-
tivity profiles projecting to other cortical areas and the striatum. Electrophysiologicaly these
neurons typically have lower firing rates and more complicated and heterogenous firing rate
properties. Computationally, I'T neurons are thought to be involved in more sophisticated
dynamics and information processing such as planning and sampling [64]. This constellation
of properties maps well to the response characteristics and computations of the feedback
controllable neural population. We note that the FBC population had rapid dynamics and
low evoked responses, indicating that Ca2+ imaging studies, with their slow response times
and low SNR, maybe insufficient tools to examine these issues. Interestingly, intra- and
extratelencephalic sub-populations also have distinct profiles of neurotransmitter receptors,
perhaps providing the basis for separable modulation of these populations underlying distinct
modes of neural circuit control [64].

Analytic framework to link subspaces to single neurons and networks per-
forming specific computations. Our analytic framework differs from the mathematical
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structure of many statistical machine learning methods used to analyze neural population
data. In particular, a popular methodological approach aims to reconstruct the neuronal
activities and models them as generated by dynamical latent states [66-68]. While math-
ematically convenient, this approach suffers from several conceptual shortcomings when it
comes to neurobiological interpretation and insight. In particular, because the objective
function of these methods is typically to reconstruct all the observed neural data, the ex-
tracted latent states tend to favor capturing variance in the firing rates. However, capturing
variance is not a principle of neural computation per se, and a priori it is not necessary that
the high-variance directions are the ones most important for a specific computation (though,
as we found, these subspaces correspond to FFC). In tasks with a handful of known degrees
of freedom (e.g., animal location in a maze), the time evolution of the low dimensional la-
tent states can be manually interrogated [69]. However, in general, these latent states in of
themselves provide no direct insight into the structure and function of the observed neural
dynamics. Additionally, it is the neurons themselves and their networked interactions that
generate neural computations that can be summarized as latent states. However, inverting
the mapping from a latent state space to the state space spanned by the neurons (i.e., the
real physical degrees of freedom of the brain) is often an ill-posed inverse problem. This
makes it very challenging to identify which sets of neurons differentially contribute to dif-
ferent computations. As experimental neuroscientists record from ever lager populations of
neurons, the observed neural state space is likely to contain within it multiple subpopulations
engaged in distinguishable computations. Requiring latent state models to preserve variance
across an entire dataset may obfuscate the role played by different populations of neurons,
in particular subpopulations with low firing rates.

We took a fundamentally different approach to analyze neural population data that ad-
dresses these shortcomings. In particular, we formulated a novel normative computational
principle (feedback controllability) and derived an objective function for a dimensionality
reduction method (FCCA) encoding this principle. This allowed us to directly identify sub-
spaces generated by the networked interactions of the observed neural activities implementing
that computational principle. As we showed, the FBC subspace was nearly orthogonal to
the subspace that maximized variance (i.e., PCA). This provides a concrete example that
methods that preserve variance across an entire data set (i.e., reconstruct the data) may miss
computationally important aspects of neural population dynamics. Additionally, as the FBC
subspaces had better decoding performance, this suggest that the FCCA objective maybe
a fruitful direction for brain-computer interface methodology. Furthermore, as the neural
dynamics matrix (A) encodes the influence of every neuron on the change of every other
neuron over time, it can be interpreted as the functional connectivity of the neurons [70].
While not the goal of the current work, analysis of functional connectivity associated with
different computations may provide insights into the networks of neurons that generate those
computations. This emphasizes the importance of continued methodological development for
accurate functional connectivity estimation [71,[72]. As the subspaces identified by our meth-
ods are obtained from projections of the observed firing rates, rather than through latent
variable inference, the mapping between the observed neurons and the subspace is automat-
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ically obtained. This allowed us to identify sub-populations of neurons that generated FBC
vs. FFC subspaces which in turn had distinct firing rate profiles, functional properties, and
strengths of interactions.

Non-normality of neural circuits enables different dynamical regimes for dis-
tinct modes of control. We found that feedforward and feedback controllable subspaces
are distinguishable in neural population data due to the the non-normality of the underlying
dynamics. The work of Hennequin et al [48] suggests that non-normality arising from finely
tuned excitatory/inhibitory balance provides a mechanism for rapid amplification of firing
rates upon reach initiation and subsequently a rich set of transients for use in the synthesis of
movement. Our results significantly generalize this picture: instead of requiring fine-tuning,
high dimensional non-normal systems such as the brain generically contain subspaces with
distinct controllability properties. That is, as non-normality is a necessary consequence of
asymmetric synaptic connectivity implied by Dale’s Law, having subspaces with distinct
controllability properties may be an unavoidable feature of canonical microcircuits.

We found that FBC subspace dynamics exhibited strong rotations, while FFC subspaces
exhibited strong, transient amplifications. We showed that systems with stereotyped, purely
rotational dynamics maximize FBC, while feedforward controllability is maximized by FFC.
That is, in a high dimensional non-normal system like the brain with a mixture of am-
plification and rotational dynamics, the latter are more heavily expressed in the feedback
controllable subspace. Thus, not only are rotational dynamics consistent with a feedback
controller, as shown in [56], they may arise as a necessary consequence of optimization for
the stability of feedback control. This distinction between amplification for feedforward
control vs. rotations for feedback control provides a normative account of rotational dynam-
ics observed previously [25]. As described above, the population of single-units underlying
FBC had modest task-dependent firing rate modulation but complex dynamics, while the
population of single-units underlying FFC had large task-dependent firing rate modulation
but simple dynamics. Not only do these findings map onto the properties of L5 intra- and
extratelencephalic pyramidal neurons, respectively, they intuitively map onto the rotational
and amplification dynamics expressed at the population level that we found. Both the non-
normality of neural circuits due to Dales law and the distinguishing characteristics of L5
intra- and extratelencephalic neurons are ubiquitous across sensory, cognitive, and motor
cortical areas [63-H65]. As such, there is every reason to believe that similar principles of
control will apply throughout cortex.

We speculate that the degree to which a given brain areas’ neural population dynamics
are feedforward vs. feedback controllable may depend on task demands. For example, in
sensory areas, it could be that when the task is easy (e.g., unambiguous stimuli), the need
for top-down feedback control is minimal. In such cases, the area (e.g., V1) may operate in a
more feedforward mode of control, in which the stimuli are the primary determinants of neu-
ral population dynamics. The transient amplification dynamics characteristic of feedforward
control may render sensory features distinguishable, as suggested previously [41]. Conversely,
when the task is difficult (e.g., ambiguous or otherwise distorted stimuli), neural population
dynamics may operate in a more feedback mode of control, where the neural population
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dynamics is driven by both the sensory stimuli as well as top-down signals. In such cases,
state feedback must be employed to steer neural population dynamics in real-time in the
presence of noisy neural activity and biophysical delays. The rotational dynamics character-
istic of FBC may underlie task-relevant processing. Indeed, a theory of sensory perception,
predictive coding, can be viewed as a special case of feedback control, in which the dynamics
of a lower-level sensory area are controlled to minimize the transmission of redundant infor-
mation. Understanding if and how the controllability of diverse cortical areas is modulated
by top down feedback processes [15,[73] and task demands presents an interesting direction
for future work for which our methodology can be deployed.

Furthermore, we have linked two modes of neural data analysis that heretofore have
remained disconnected: extraction of subspaces of neural population dynamics and char-
acterization of the functional properties of single neurons. As techniques advance to elu-
cidate the electrophysiological, molecular, and connectomic taxonomy of single neurons co-
registered with recordings of their dynamics, analysis frameworks that connect these two
levels of description will provide necessary insights into structure-function relationships. In
the long-term, this may advance understanding of disruptions of neural population dynam-
ics in the context of the properties of distinct neuronal populations, and thereby enable
treatment /control of brain disorders through targeted interventions. Together, these results
indicate that feedback control is a unifying theory of brain and behavior, and suggest it
maybe a general theory of neural population dynamics across the brain.

1.5 Proof of equivalence of FFC and FBC for stable,
normal A

In this section, we prove the equivalence of the solutions of the FFC (eq. [1.4) and FBC
objective functions (eq. when system dynamics are stable and symmetric. We focus on
symmetric matrices as the requirement that dynamics be stable (i.e., all eigenvalues of the
dynamics A must have negative real part) essentially reduces the space of normal matrices
to that of symmetric matrices. We reproduce these objective functions for convenience:

Crrc : argmax, logdet CTICT
Crpc @ argmin,Tr(PQ)

We prove this theorem when the matrix P in the FBC objective function arises from the
canonical LQR loss function:

1 T
min{ lim E {f/ v'r+u'u dt} , 2(0) =xp,u € L2[O,oo)}
0

U T—o00

and not the variant given in eq. [1.10f When calculating FBC from data within FCCA,
we must use the latter LQR loss function as it maps onto acausal filtering, and therefore
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may be estimated from data. Recall from the discussion below eq. that within the FFC
objective function, we assess controllability when the output/observation matrix C'is used as
the input matrix for the regulator signal (i.e., we make the relabeling BT — C. We further
work under the assumption that the input matrix B to the open loop system is equal to the
identity. The open loop dynamics of z(t) are then given by:

i = Ax(t) + u(t) (1.12)

where u(t) has the same dimensionality as x(t), and is uncorrelated with the past of z(t) (i.e.
u(t) L z(7), 7 < t). Formally, u(t) represents the innovations process of z(¢). The equations
for @ (corresponding to the Kalman Filter, eq. and the equation for P (corresponding
to the LQR, eq. reduce to the following:

AQ+ QA+ 1INy —QCTCQR =0 (1.13)
AP+ PA+ Iy —PCC'P=0 (1.14)

where Iy denotes the N x N identity matrix.

We observe that under the stated assumptions, the Riccati equations for () and P actually
coincide, and thus the FBC objective function reads Tr(Q?). We will show that both FFC
and FBC objective functions achieve local optima for some fixed projection dimension d
when the projection matrix C coincides with a projection onto the eigenspace spanned by
the d eigenvalues of A with largest real part, which we denote as V. In fact, in the case of
the FFC objective function, the eigenspace corresponds to a global optimum. Intuitively, in
the case of symmetric, stable, A, perturbations exponentially decay in all directions, and so
the maximum response variance is contained in the subspace with slowest decay.

For the FBC objective function, we are able to establish global optimality rigorously for
the 2D — 1D dimension reduction. The intuition for the slow eigenspace of A serving as a
(locally) optimal projection in this case is then given by the fact that state reconstruction
from past observations, the goal of the Kalman filter, will occur optimally using observations
that have maximal autocorrelations with future state dynamics. Similarly, for the LQR, for
a fixed rank input, the most variance will be suppressed by regulating within the subspace
with slowest relaxation dynamics.

We briefly outline the proof strategy. First, we will prove the optimality of V; for the
FFC objective function in section S1.9.1 by showing that (i) Vj is an eigenvector of II in
the case when A is symmetric and (ii) relying on the Ky Fan maximum principle. Then, in
section S1.9.2, we will prove that V, is a critical point of the FBC objective function. The
proof relies on an iterative technique to solve the Riccati equation. These iterates form a
recursively defined sequence that provide increasingly more accurate approximations to the
FBC objective function that converge in the limit. Treating these iterative approximations
of the FBC objective function as a function of C, we show that V} is a critical point of all
iterates, and thus in the limit, V; is a critical point of the FBC objective function.
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S1.9.1 FFC Objective Function

Theorem 3 For B = Iy, A = AT, A € RN with all eigenvalues of A distinct and
max Re(A(A)) < 0, the optimal solution for the feedforward controllability objective function
for projection dimension d coincides with the eigenspace spanned by the d eigenvalues with
largest real value.

Proof

Let V; denote a matrix whose column space coincides with the eigenspace spanned by the
d eigenvalues of A with largest real part. We will first show that V;; solves the FFC objective
function:

argmax, log det CTIC'T (1.15)
H:/‘ﬁ&@BWm:/‘ﬁém
0 0

Let A= UAUT denote the eigenvalue decomposition of A. Recall that since A = AT, U
is orthogonal. Then we can write:

H:U/ dte?MUT
0
—1UDUT
)

where D is a diagonal matrix with diagonal entries {_LAI, _%2, s ﬁ} We conclude that

the matrix II has the same eigenbasis as A. Also, since all A; are real and negative, the
ordering of the eigenvalues is preserved (\; > A; implies —5 > —5-). That Vj solves [1.15
i J

follows from the Ky Fan principle [74], which we restate for convenience:

Proposition 1 Ky Fan Maximum Principle
Let A be any square matriz, and let o1 > o9 > o3 be its singular values. Then:

d
sup | det U1 AUs| = H o
i=1

where the supremeum is taken with respect to all unitary matrices Uy, Us of rank d.

We observe that the choice of Uy = Uy = Vj; saturates the upper bound. [
S.1.9.2 FBC Objective Function

For the case of the FBC objective function, we show that projection matrices of rank d
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that align with the d slowest eigenmodes of A constitute local minima of the objective func-
tion. We rely on two simplifying features of the problem. First, the FBC objective function
is invariant to the choice of basis in the state space. We therefore work within the eigenbasis
of A, as within this basis, the system defined by eq. decouples into n non-interacting
scalar dynamical systems. Additionally, we rely on the fact that the FBC objective function
is also invariant to coordinate transformations within the projected space. In other words,
the choice of coordinates in which we express y also makes no difference. Without loss of
generality then, we may treat the problem in a basis where A is diagonal with entries given
by its eigenvalues and C' is an orthonormal projection matrix (i.e. CCT = I;). A restate-
ment of the latter condition is that C' belongs to the Steifel manifold of N x d matrices:
Q={C e RVCCT = I,}.

Theorem 4 For B = Iy, A= AT, ANN with all eigenvalues of A distinct and
max Re(A(A)) < 0, the projection matriz onto the eigenspace spanned by the d eigenvalues

of A with largest real value constitutes a critical point of the LQG trace objective function
on )

Proof Explicitly calculating the gradient of the solution of the Riccati equation is analyt-
ically intractable for n > 1, and so we we will rely on the analysis of an iterative procedure
to solve the Riccati equation via Newton’s method, known as the Newton-Kleinmann (NK)
iterations [75]. These iterations are described in the following proposition:

Proposition 2 Consider the Riccati equation 0 = AQ + QAT + BBT — QCTCQ. Let
Qm,m =1,2,... be the unique positive definite solution of the Lyapunov equation:

0= AQm +QumAl + BB +V, ,CTCV,_, (1.16)

where Ay, = A — CTCV,_1, and where Vy is chosen such that Ay is a stable matrix (i.e.
all real parts of its eigenvalues are < 0). For two positive semidefinite matrices M, N, we
denote M > N if the difference M — N remains positie semidefinite. Then:

1. QSQm—&-lSQmSak:Oal
2. limy 00 Qm = Q

Thus the @,, iteratively approach the solution of the Riccati equation from above. Since
in our case, the Riccati equations for P and @) coincide, an identical sequence P can be
constructed using analogous NK iterations that approaches P from above. From this, it
follows that limg oo T7(Qun Br) = limy_ oo Tr(Q?) = Tr(Q?*). We then use the fact that in
addition to the @, converging to Q, the sequence VTr (Q?) converges to VoTr(Q?) as
k — oo, where V¢ denotes the gradient with respect to C'. This is rigorously established in
the following lemma, which is the multivariate generalization of Theorem 7.17 from [76]:
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Lemma 1 Suppose {f,,} is a sequence of functions differentiable on an interval h C H,
where H is some finite-dimensional vector space, such that {fn(zo)} converges for some
point o € h. If {V f(x0)} converges uniformly in h, then {f,} converges uniformly on I,
to a function f, and
Vi(x)= nll_l};@me(x) x€h

Here, the {f,,} are the Newton-Kleinmann iterates @,,, and xy corresponds to the C
matrix that projects onto the slow eigenspace of A. The NK iterates are known to converge
uniformly over an interval of possible C' matrices (in fact any such C' matrix for which there
exists a K such that A — CTCK is a stable matrix) [75].

We will calculate the gradient V@, on Q by explicitly calculating the directional deriva-
tives of (), over a basis of the tangent space of ) at Cyo. Any element ¥ belonging to the
tangent space at C' € ) can be parameterized by the following [77]:

U=CM+ (Iy—CCHT

where M is skew symmetric and ¢ is arbitrary. Let Cy,, be the projection matrix onto the
slow eigenspace of A of dimension d. Since we work in the eigenbasis of A, Cyow = [Id O].
At this point, elements of the tangent space take on the particularly simple form

=[M T]

where now M is a d x d skew symmetric matrix and 7' € R>*N=9) is arbitrary. A basis for
the tangent space is provided by the set of matrices {M;;, Ty, i =2,..d,j =1,...,i — 1,k =
1,..,d,l =1,..,N — d} where M;; is a matrix with entry 1 at index (7, j) and —1 at index
(7,1) and zero otherwise, and Ty, is the matrix with entry 1 at index (k,!) and zero otherwise.
Denote by Dg(@,, the directional derivative of @),, along the direction of ¥, viewing @),, as
a function of C (denoted @,,[C]):

D\IIQm — lim Qm[cslow + OZ\I/] — Qm[CSIOW]

a—0 (0]

(1.17)

Let W;; 4 denote the tangent matrix [Mij Tkl}. Before calculating @, (Calow + oW k1)
explicitly, we first observe that as long as the NK iterations are initialized with a diagonal
(o, then the diagonal nature of Cs—lroWCSbW ensures that all @), will subsequently remain
diagonal matrices. In fact, it can be shown that lim;_,., Q,, = @ will also be diagonal, in

this case. We write A in block form as ﬁ]” AO }7
1

Ay, Q) are d x d diagonal matrices defined on the image of Cyow and A, Q, are diagonal

matrices defined on the kernel of Cy,,. We denote the individual diagonal elements of A}, Q

as A\, Q;,i=1,...,dand of A |, Q| as \;, Q;,i =d, ..., N — d. Then, equation becomes:

and similarly @,,_1 = [QOH QO }, where
1
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A|| 0 (Id — OéQM-Qj)QH (O./Tkl + CYQM;Tkl)QL
_ L K m C’s ow \Ijz
([ 0 AJ [(aT,jl + a?Ty My;) Qy o*T T Vi OmlCitow + Wi
3 Ay 0 Q(la—a®M3)  Q(aTy + a®M;jTyy)
+ Q| Coton + Wil ({ 0 AJ - {VL(QT,;E +afTIMy)  ViePT Ty
Q(la—a*MZ)Qy  Q(aly +a?MjTu)Q1]| _
v+ [QJ_(OzT,:l— Q2T M;,)Q) Q2VI T TV, =0 (1.18)
where we have used M = —M. The equivalent equation for @Q,,(Csow) reads:
Ay 0 9, 0 Ay O 9 0
({ N AJ — [0' OD Qun[Cotow] + Qun[Citon] ({0” AJ —~ {0' OD +In+  (1.19)
20
[0' 0} =0 (1.20)

This latter equation is easily solved to yield:

S(la+ @) (@ -A)~" 0
0 —1AT

To explicitly solve the former equation, we recall that the matrices M;; and Tj,; have only
two and one nonzero terms, respectively. ij contains two nonzero terms at index (i,4) and
(4,7). T Tw contains one non-zero term at index (I,1). MJTM contains a single nonzero
term at (i,1) or (4,1) only if K =i or k = j, respectively. Accordingly, we distinguish between
where k = i or k = j (without loss of generality we may assume that k£ = j), and where
k #iand k # j.

In what follows, we will denote the (4, j) entry of Q,[Csiow + @i k] as gij.

Qm [Cslow] = [

1. Case 1: k = j In this case, careful inspection of eq. reveals that it differs from
eq. only within a 3 x 3 subsystem:

811 812 813
821 822 823 =0
831 832 833
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Note that this matrix is symmetric, yielding 6 equations for 6 unknowns:

S = a*Q} +20° QuuiGiant + QF + 2¢ii (—a” Qi+ X\ — Qi) +1
Si2 = *Qunijart — @QuniGiar + Gij (—°Q; + A —
Si3 = —a*Q; Q441 + *Qiqi + * Qu1qay — aQ;q;+

Giart (—0° Qart + Aart) + Giant (-7 Qi + N —
Sap = OCQQ? —20Qi1qj.da11 + sz + 2q;4 (—a2 Qi+ N\ —

Qi)

Q) +qij (—a?Q; + \; —

Qj)—i-l

51

Q)

Soz = a*Qiqij + 0 Q; Quyt — @Q;qj; — aQuriGari,art + Gjart (—* Qavt + Aapt) +

Qj,d+1 (—042Qj +A—9))

Ss3 = 207 Qi a1 + @* Q5 — 209G a1 + 2qasr,art (—0° Qart + Aart)

+1

Direct solution is still infeasible, but noting our interest is in the behavior of solutions
as a — 0, and only terms of O(«) will survive in the limit in eq. [1.17, we consider
solving these equations perturbatively. That is, we express each g;; in a power series in

(0)

g = Gy T+ qz(j1 Ja+ O(a?). One obtains each coefficient in the expansion by plugging
this form into the above matrix and setting all terms of the corresponding order in
a to 0. The lowest order term, qz-(](-)), coincides with the solution of the unperturbed
system, eq. Plugging in the expansion into the 3 x 3 subsystem above, as well as
the solution of the unperturbed system, and collecting all coefficients proportional to

a yields the following system of equations:

sy sy Sy
Sy Sy Sy =0
S Séé’ S35

8(1 _2)\ qu 2Q1qu

1 1 1
S = /\zqU + quw Qiq§j) - quf)
1 1
3%3) = /\iqz(,d)—i-l + )\d+lqz d+1 Q’qu d+l

1
82(2) = 2>‘jqj(‘j - 2Qijj

1 1 1
82(3) = >‘jQ§,d)+l + )\d+lqj(-73+l + Qj Qi+l —

833 = 2)‘d+lqc(lit)l

(1)
quj,d—i—l -

Q, (& +1)

Qd—H

—2)\; + 29,

2Md41



CHAPTER 1. FEEDBACK CONTROLLABILITY AS A NORMATIVE THEORY OF
NEURAL POPULATION DYNAMICS 52

(1),

Solving this system yields the following solutions for the g;;":

(1)

¢ =0
n _
g; =V
1)
diviavi = 0
q =0
1
qz(,d)—&—l =0
O —2X244195 Qart — A Qart — 2ar1 Q) + 2241125 Qart — AaiQj + Q5 Qar
7,d+1 2)\?>\d+l + 2)\])\?l+l — 4)\j)\d+l Q] — 2)\?[+1Q] —+ 2>\d+l Q]2

2. Case 2: k # i,k # j. In this case, we must again consider the 3 x 3 subsystem
indexed by 1, j,d + [, but since M;;T}; is a matrix of all zeros, the expression simplifies
considerably:

Su Sz Sis
Sa1 Sap Spz| =0
Ss1 Sz Sss

S =0?Q + QF +2¢; (—*Qi+ X — Q) + 1
Sio=q;; (—*Qi + X\ — Qi) + g5 (—°Q; + \; — Q))
S13 = Napi18id+l + Giari (—062Qz‘ + A — Qi)

S0’ Q5 + QF +2¢; (—a*Q; + A; — Q) +1

S23 = Nd1Qj,d+i + Qjdri (—a2 Q;+ X\ — Q)

Ss3 = 2Ag11qa11 + 1

Plugging in the power series expansion ¢;; = qg.)) + qi(;)a + O(a?), one finds the lowest
order terms in o within this system of equations occurs at O(a?), and thus to O(«),

the solution of @, [Caiow + @V;j k] coincides with @y, [Cyow]-

To complete the proof of Theorem 3, we must calculate the following quantity:

Tr (an) = lim Tr(Qm[CSIOera\PiJ,kZ]Q) - Tr(@m[cslow]2>

a—0 (6]

Dy,

i7,kl

From the case-wise analysis above, we see that the only matrix element of (),,, that differs
between Qp, [Cilowtaw,; 4] and Qm[Cilow] to O(a) is an off-diagonal term (qj(ld) +1). However,
this term does not contribute to the trace of Q2 at O(«). Thus, we conclude that along

a complete basis for the tangent space of Q at Cyow, Dy, ,,Tr (Q?) = 0. From this, we
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conclude that VoTr(Q,,[Ciow]?) = 0 on Q. The proof of Theorem 3 follows from application
of Lemma 1. [J

We again note that the FCCA objective function differs from the LQG trace by the
factor of IT and II7! in the regulator Riccati equation. The presence of these re-weighting
factors lead to a small, but non-zero subspace angle between PCA and FCCA even when A
is symmetric (as we report in Figure [L.4kc).
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Chapter 2

Maximum Entropy Random Graph
Models for Large Scale Connectomics

2.1 Introduction

A grand challenge in neuroscience is link the structure of the brain, as specified by the con-
nectivity between neurons, to its functionality. As modern connectomics yields increasingly
complete descriptions of the microscale connectivity between networks of neurons, a key
open avenue for research remains the development of computational tools that can leverage
this data to uncover the underlying specific wiring principles that shape the dynamics and
functionality of these networks.

Obtaining insight into why observed neural circuits are wired in the way they are requires
considering their relation to the broader space of possible patterns of connectivity between
neurons. This broader “network morphospace” [§] is bounded by physical and biological
constraints that can be conceptualized as operating in a “top-down”, or global, and “bottom-
up”, or local fashion. Examples of the former include the fact that brains are constrained
by the physical volume they inhabit (i.e., they are spatially embedded networks [78]), and
that the construction of long range axonal connections incurs significant energetic cost. An
example of the latter type of constraint is the reproducible observation of cell-type dependent
connection probabilities between genetically defined cell types [79,80]. Within the bounds of
these constraints, neural circuits must further be wired together in a manner which enables
them to carry out their respective computational functions. This requirement constitutes an
additional “top-down” constraint on the space of possible networks.

Given these set of global and local constraints on neural connectivity, the space of possible
network configuration is still vast. Locating observed connectomes within this space provides
direct insight into the underlying wiring principles of neural circuits. Indeed, a major thrust
of prior work in connectomics has been to assess the degree to which observed patterns of
connectivity at various spatial scales are emergent and potentially selected for, as opposed to
being expected consequences of the local constraints on the morphospace [81-83]. With re-
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spect to top down influences, the characteristics of empirically observed networks relative to
the potential alternatives contained within the morphospace reveals the extent to which bi-
ology has balanced competing requirements. To this end, connectomes across diverse species
have been found to tradeoff between wiring cost with communication efficiency [84]. Finally,
we argue that the specific connectivity patterns exhibited by real connectomes relative to a
particular equivalence class of networks reveals mechanism, i.e. how biology has balanced
the particular competing bottom up and top down constraints under consideration.

The idea of a constrained network morphospace is closely related to well known issues
surrounding parameter degeneracy in systems biology models [85]. The most well studied
example of this in phenomena is the crab STG system, in which multiple circuit configura-
tions are a priori consistent with the sequence of neural activity that gives rise to the pyloric
rhythm [86]. Parameter degeneracy is also a well known phenomenon in artificial recurrent
neural networks [87], which are increasingly used as mechanistic models of neural computa-
tion. Developing methods to explore the set of functionally equivalent network architectures
is therefore a problem with broad importance in computational and systems neuroscience.

Connectomes can be modelled as weighted, directed graphs in which edges represent the
presence and strength of synaptic connections between neurons. The constrained network
morphospace, which we will subsequently refer to as a null model, can be modelled using
tools borrowed from statistical physics [88]. Thermodynamic systems are subject to a set of
macroscopic constraints on system properties such as energy and particle number. Subject to
these constraints, a particular set of microscopic configurations are possible, and their occur-
rence at equilibrium is governed by a probability distribution that satisfies the macroscopic
constraints but is otherwise maximally random (or maximum entropy). These constrained
maximum entropy distributions have found wide application across the sciences, and pro-
vide a means of parameterizing and sampling from null models. However, working with
these distributions is not without difficulty, as their normalization constants often cannot be
explicitly calculated. This challenge has impeded connectomic analysis, as thus far studies
have only considered the consequences of highly local constraints such as the network degree
distribution and pairwise distances between neurons. However, as articulated above, neural
circuits are shaped under the influence of both local constraints and global, functional con-
straints. In [89], the authors address the challenge of fitting maximum entropy probability
distributions including non-trivial, global constraints to computational neuroscience models
by maximizing entropy within a restricted, tractable set of distributions. However, the par-
ticular class of distributions employed (normalizing flows), are only applicable to continuous
parameter spaces, and thus cannot be applied as models of distributions over graphs. A key
motivation of this work is to therefore develop computational methods to enable
inference and sampling from maximum entropy models with global constraints
on network function.

The particular functions carried out by neural circuits diverse and difficult to directly
quantify, and thus some simplifying assumptions are clearly required to make progress. As
in the previous chapter, we will assume linear dynamics for our system. In this regime, it is
possible to assess the controllbility measures developed in the previous chapter, this time on
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the ground truth connectivity between neurons. We also consider the related, but distinct,
notion of signal propagation between nodes of the connectome via diffusion. This model has
been widely used to interrogate the structure of connectivity between neurons . We apply
our methods to the recently released connectome of the Drosophila hemibrain connectome [1]
(Fig. [2.1)). This dataset contains the complete connectivity between 21,737 neurons, com-
prising > 25 million synapses and 61 brain regions (regions of interest, ROIs). Our pre-
liminary results, which compare the hemibrain connectome to structurally constrained null
models, reveal a great deal of heterogeneity across ROIs in the ability of pairwise connectivity
rules between neurons to account for controllability and diffusivity in those ROIs.
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Figure 2.1: (a) Overview of the Drosophila brain and the region mapped within the hemi-
brain connectome. Reproduced from [1]. (b) Weighted adjacency matrix of the Fan Shaped
Body ROI ordered by excitatory (E) and inhibitory (I) neurons.

2.2 Sampling and Inference within Structurally
Constrained Null Models.

In this section, we detail our approach to fitting from null models for networks that encode
bottom up structural constraints. These constraints are operationalized as terms in an
“energy function”, Hy(G) that defines a maximum entropy probability distribution over
random graphs G [88]:

P(G) =  exp(Hy(@))

We consider the most general models of exponential random graphs within which infer-
ence remains tractable (i.e., the partition function Z can be exactly calculated), including
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constraints on the empirical degree distribution, average connectivity between biologically
defined cell types, and average weighted connectivity between cell types. In contrast to
previous use of exponential random graphs in connectomics (schneidermann ref, null mod-
els for network neuroscience), we include constraints on both the binary adjacency matrix
of the connectome as well as the weights along edges. In the Drosophila connectome, the
strength of connectivity between neurons is determined primarily by the number of synapses
formed between two neurons [1]. We relax this ordinal edge weight to a continuous valued
edge weight for ease of inference. The energy function of our structurally constrained model
reads:

HG(G> — HO(A, W) - Hconﬁguration(A) + HrSBM(A> + HWSBM(W)
Hconfigu'ration(A> = Z(az + 5]')@1']' + (aj + Bi)aﬂ

i<j
H,spu(A § :Wgzg]aw —aj;) + nggiaji(l —a;) + Wg 19, Qg Uji
1<J
HwSBM W /JJ § Mgzg]wz]
i#]

where the graph G is represented by its binary and weighted adjacency matrices (A and
W). Each entry of these matrices is denoted a;; and w;;, respectively. The parameters 6 of
the model are («, Bi,wghgj,w;_’i’gj,ughgj) for 7,j = 1...N, where N is the number of nodes in
the network. These parameters constrain, respectively, the in degree, our degree, average
undirectional connectivity between types, average bidirectional connectivity between types,
and average weighted connectivivity between types.

The probability distribution over (A, W) induced by the above energy function factorizes
over dyads (i.e. the pair of edges pointing from node i to node j and node j to node i). This
fact renders the partition function analytically tractable:

Z =11 %
(4.3)
Zij =1+ /dwij exp ((Oéi + Bj) + Waig; — Mgigjwij) +
/dwﬂ- exp ((Oéj + Bi) + Wy g, — :ugjgiwji) +
/dwijdwji exp ((ai + 5;) + (a; + Bi) + ngg — Hgig;,Wij — ,ugjgiwji>

=1+

exp ((ai + B;) + wyyg,) + exp ((a + Bi) + wgyg,) +

Hgig; 9;9i

1 exp <(Oéz' + B;) + (o + Bi) + wgzﬂa)

Hgig;Hg;gi
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where (i, j) refers to the dyad of edges between node i and node j. The energy function
of our model is linear in the sufficient statistics (i,e., the constraints): Hy(G) = ), 6;¢;(G).
For such a model, the gradient of the log likelihood of takes on a particularly intuitive form:

Olog L
20, {ti(G))aata — (ti(G))a

In other words, we update model parameters until the expected value of the sufficient
statistics under the model ((t;(G))g) match the observed values of the sufficient statistics
under the data ((t;(G))data). Analytic calculation of the expectation values of each (t;(G))
requires the values of each (a;;), (aija;;), and (w;;). These values can again be derived
exactly:

(aij) =

Z(t,j) (Ngigjlugjgi exp ((Oéi + B8;) + (o + Bi) + w;jg) + » exp ((ozz» + ;) + wgig]-))
(ises) = Z(t,j) Hgig;Hg;gi o <(ai )+ e+ B+ w;_:gj>
(wij) =
1 1 . )
Zon (Ngigjlﬁgjgi exp ((Oéz‘ + B;) + (o + 6i) + wgigj> + @ exp (ai + B + Wm;y))

With these quantities in hand, we can fit the structurally constrained model to the
connectome using exact maximum likelihood. Due to the linearity of the energy function in
its sufficient statistics, the optimization is guaranteed to be convex |90]. To enable rapid and
reliable convergence, we use accelerated gradient descent with a backtracking line search.

Sampling

To sample from fitted models, we draw samples first from the marginal distribution of the
binary adjacency matrix, and then the conditional distribution of (wj;, w;;) given (a;j, aji).

First, we derive the marginal distribution p(a,;, a;;). This is a vector of four probabilities,
one for each possible outcome: (0,0),(1,0),(0,1),(1,), and can essentially be read off from
the partition function above:
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p(aijaaji) = /dwz‘jdwﬂpij(aij,aji7wij7wji)

l <
= (1 - (saij)(l - 5aji) +
)

€xp <(041 + ﬁ]) + w9i9j>5a¢j(1 - 5aj¢)+
9ig;

exp ((Oéj -+ ﬁz) + nggi) +
Hg;g;
1 1
———— €Xp ((al + ﬂ]) + (aj + 6’> 2 Wo; 93)6‘%5%2)

Hgig;Mg;gi

The conditional distribution is then the ratio of the joint and marginal distributions for
each binary dyad outcome. We notice that these essentially reduce to the corresponding
exponential distributions:

= 0(wij)d(wyq)
Ig:,9; XD (—Hg,9,ij )0 (i)
Hg;.g; eXp( nggiwji)é(wij)

Hgj.g:g;,9; exp(— Hg;g;Wij — Hg; ,giwji)

p wiijji’aij = 1,@]'@'

p

wij, wyilai; =1, aj;

g~

0)
0)
1) =
1)

(
(
(wij, wjilay; = 0, aj;
(

p wiijji’aij = 1,@]'1'
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Preliminary Results
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Figure 2.2: Box plots (median + IQR) of the aggregated percent error in prediction of the
frequency of all directed 3 node motifs across model resolution and ROI.

At the time of writing this thesis, I had not yet fully implemented the machinery described
above. Thus, the results presented below are derived from the ergm R package . Inference
was performed using the pseudolikelihood approach, which is inexact for energy functions
that contain the bidirectional constrain imposed by w*

We considered models that constrained the average (unidirectional and bidrectional) con-
nectivity between cell types, exploring a hierarchy of resolutions in cell typing categorization.
At the coarses resolution, we constrained just the overall edge density (i.e. no type, denoted
D), followed by the typing according to excitatory vs. inhibitory cell type (E/I), then the

specific neurotransmitter expression
/2 T T
n/4$ ? ? I I H

Figure 2.3: Box Plots (median + 95th CI) of the subspace angle between the leading eigenvector
of the controllability Gramian of the empirical network and the model derived networks. Angles
are aggregated across ROIs for each model.

Subspace Angle

(NT), the cell body fiber cluster a neuron’s soma resides in (CBF), and finally finer reso-
lutions that considered combinations of these features (EI-CBF, NT-CBF). These models
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resulted in distributions over directed, weighted graphs, with edge signs determined by neu-
rotransmitter expression. As our interest was in determining how well these models which
add constraints at various levels of resolution could account for the controllability of the
network, we considered two measures of function - linear controllability and information
diffusion. We consider the controllability of network dynamics given particular choices of in-
put region of interest (ROI) and controlled ROI. Within this framework, we consider simple
linear dynamics for neuronal firing rates: © = —Ax + Bu, where A is the adjacency matrix
of the controlled ROI, B is a rank 1 matrix encoding the connectivity from the input ROI
to the controlled ROI. The single neurons that are most energetically easy to control are
determined by the entries of the eigenvectors corresponding to the largest eigenvalues of the
controllability Gramian. Information diffusion, which relates to controllability as it mea-
sures the efficacy by which input signals can propagate across the network [92], is quantified
by the spectral properties of the (weighted, directed) graph Laplacian, L = D — A, where
D is a diagonal matrix with weighted node degrees along the diagonal. In particular, the
eigenvalues of L with smallest non-zero real part probe the slowest time scales of diffusion,
and thereby the properties of large scale connectivity within the network.

We first determined the degree to which models with pairwise constraints could explain
the frequency of all observed directed three node motifs (Fig. [2.2). We measured the
percent error between the count of empirically observed motifs and the average count of
motifs across 1000 graph samples from each distribution.
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Figure 2.4: Difference between the empirical and NT-CBF model derived CDF of graph Laplacian
eigenvalues across ROIs.

Across 4 ROIs from the Drosophila central complex (Fan-Shaped Body (FB), Proto-
Cerebral Bridge (PB), Ellipsoid Body (EB), and the Noduli (NO)), we observed that models
that incorporated cell type specific connectivity significantly outperformed the baseline den-
sity constrained model (purple bars vs. others, Mann-Whitney U test, p < 107°,n = 1000).
The error in 3 node motif reconstruction saturated at the cell body fiber level of resolution
(brown bars). Furthermore, there were ROI dependent effects, with NO and PB exhibiting
singificantly higher error across all models considered, indicating the presence of higher-order
statistical dependencies between edges in these regions. Next, we measured how well pair-
wise constrained models could reproduce network controllability. We compared the angles
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between the eigenvectors corresponding to the dominant controllability Gramian eigenvalues
between the empirical network and the ensemble average from each model. There was a sig-
nificant mismatch between empirical and model predicted eigenvectors (> /4 median angle
across all models and all combinations of input/controlled ROIs), with the baseline density
model performing worst (leftmost bar). Additionally, there was substantial heterogeneity in
error across combinations of controlled and input ROIs, as evidenced by the large spread
in all boxplots in Figure [2.3] The capacity of pairwise models to explain third order net-
work structure, which depends purely on mesoscale connectivity statistics, but not the most
controllable directions, and therefore populations of neurons, suggested that these models
failed to capture the macroscale organization of connectivity and edge weights. To test this
hypothesis, we finally compared the ability of pairwise models to recapitulate the diffusion
Laplacian spectrum. In Figure we plot the CDF of the difference (A-CDF) between
the empirical spectral density and the NT-CBF model spectral density across ROIs. In line
with our hypothesis, we found pairwise models underestimated the density in the lower tail
of the distribution (log eigenvalues < 4), reflected in the A-CDF being > 0 across ROIs.
This effect was particularly pronounced within FB and PB. In sum, our results indicate that
connectivity is structured with respect to genetically specified cell types in Drosophila, but
that global network function relies on emergent structure beyond these pairwise interactions.

2.3 Sampling and Inference within Functionally
Constrained Null Models

We now describe our strategy for incorporating top-down, functional constraints on our
random graph ensembles. As a specific example, we discuss additions to the energy function
dervied from the linear controllability Gramian, but the approach described below does not
rely on this specific choice. We envisage the incoporation of top-down functional contraints to
be a general tool to assay the impact of hypothesized computations on the possible network
morphospace.

The energy function for our problem now reads:

Hy(G) = Ho(A, W) = Heonfiguration(A) + Hrspm(A) + Hyspm (W) + vlog det Il

where Ilo is the controllablity Gramian, defined with particular choices of input ROIs
serving as the “controller” for a particular output ROI. Any global functional measure neces-
sarily couples all degrees of freedom in the network to each other. In this context, calculation
of normalization constants is rendered intractable, and we must rely on MCMC techniques.
It is vitally important that the associated MCMC chains mix. The failure of the ergm pack-
age to reliably fit models with 3 node motif terms suggests that relying on naive (random
walk) Metropolis Hastings is insufficient. Recent work has shown that it is possible to dra-
matically improve upon the efficiency of Metropolis Hastings in discrete spaces by addressing
the following shortcomings of Metropolis-Hastings:
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1. Naive MH is slow because most proposal steps are likely to be rejected.

2. Naive MH is slow because all proposals are local perturbations to the current state
(e.g. they differ by a single edge swap or a single spin flip).

In continuous state spaces, both issues are addressed by the use of Hamiltonian Monte
Carlo, Langevin sampling, or some combination thereof [93]. Our configuration space has
support over both a continuous valued random variable (edge weights) and a discrete valued
random variable (binary adjacency). In discrete state spaces, analogues of Langevin sam-
pling have recently been developed for the case when the energy function of the model is
differentiable [94195]. These algorithms form a key component of our approach.

The maximum entropy distributions described above enforce “soft constraints”, referring
to the fact that the prescribed values of the sufficient statistics {7;(G)} hold only on average.
Alternatively, “hard constrained” ensembles may be considered, though these are infeasible
to sample from directlty in high dimensions as one cannot use standard MCMC approaches.
Nonetheless, soft-constrained ensembles are known to have certain degeneracy issues [96].
Since constraints are forced to hold only on average, it may be that the support of the
distribution lies on nearly disconnected clusters of the configuration space. While the correct
value of sufficient statistics is obtained on average, samples from the model will almost surely
belong to one of these clusters, whose properties may differ strongly from the mean. An
example of this phenomena is provided the triangular model, which constrains the frequency
of directed 3-cycles within the enesemble. With no further constraints, typical samples from
this ensemble will contain either almost no directed cycles or a pathologically large number
of directed cycles ( [97]).

Interestingly, solutions to this degeneracy problem, which also can also impede MCMC
mixing as they give rise to disconnected high probability regions in configuration space, rely
on restricting the support of the probability distribution [96,98,99] . One role played by the
local, tractable constraints is then to achieve this narrowing of support by requiring graphs
to adhere closely to the observed statistics of connectivity between cell types.

To this end, we consider the use of the Gaussian ensemble (not to be confused with a
Gaussian distribution), a thermodynamic ensemble that interpolates cleanly between the
microcanonical (hard-constrained) and canonical (soft-constrained) ensembles [100]. In a
traditional statistical mechanical setting, the microcanonical ensemble describes a closed
system with fixed energy (hence the sufficient statistics take on exactly fixed values). The
canonical ensemble describes a system coupled to an infinitely large heat bath. While the
bath and the ensemble as a whole have fixed energy, the energy of the system is allowed to
fluctuate by interaction with the bath to a degree set by the temperature (or more generally,
by a set of thermodynamic parameters analogous to the 6;). Conceptually, interpolating
between the canonical and microcanonical ensembles therefore involves varying the size of
the bath, with the latter ensemble corresponding to vanishing thermal bath. Operationally,
the probability of a system state in the Gaussian ensemble is distributed according to the
P(G) x exp(—a(H(G) — E;)?) with E; a fixed constant and the value of a controlling
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the interpolation between canonical and microcanonical ensembles (¢ — 0 limits to the
canonical ensemble, while a — oo limits to the microcanonical ensemble). Alternatively, one
may consider separate constraints on both the mean and variance of the desired sufficient
statistic, which leads to a slightly different ensemble [101].

Our motivation for considering these generalized canonical ensembles is to provide a flex-
ible “reference” measure as a basis for the additional, global functional constraints. There
are numerous works suggesting that restricting the support of exponential family distribu-
tions significantly alleviates barriers to inference [96}9899]. Our use of low-level, biologically
interpretable constraints restricts the support of distribution on graphs to a space that bio-
logically could plausibly explore given our observations of real connnectomes. The ability to
tune between canonical and microcanonical ensembles allows one to tune the scale of flucta-
tions away from the observed connectivity statistics, while providing a means of incorporating
approximate sampling from microcanonical ensembles into standard MCMC pipelines.

Gradient-Based acceleration of Monte Carlo sampling in discrete
spaces

Recalling the gradient of the log likelihood for an exponential random graph model:

DL — (G )awa — (G

Inference requires accurate estimates of (¢;(G))g, which in the present case must be
obtained via MCMC. In this section, we illustrate why incorporating information about the
gradient of the energy function can speedup Monte Carlo simulation in the simplified context
of binary random variable models. First, fixing some notation, let G' again denote the random
variable of interest and G its configuration space. Let G; denote the i** coordinate of G, and
p(i|—i) the conditional distribution of G; given G, j # 1.

Consider Gibbs sampling, a canonical MCMC algorithm that proposes sequentially up-
dating the i*® degree of freedom in the configuration space according the conditional prob-
ability distributions p(i|—¢). Often, for most i, most probability mass in the distribution
p(i|—7) will be concentrated around the current state of 7. Thus, most proposed changes of
state will be likely to be rejected, wasting computational effort. Rather than sequentially
flipping (or randomly in the case of the random walk Metropolis Hastings), we can consider
a particular proposal distribution ¢(G’|G) over configurations that has high probability mass
on states that are likely to change during the Monte Carlo step. It can be shown that an
optimal tradeoff between these two goals that only uses local information is given by:

HG16) = exp (3(H(E) = HIG) ) -1
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where 1) is the indicator function. For many problems of interest, the difference H(G’) —
H(G) can be approximated via VH(G), which is much more efficient to calculate. This
proposal distribution underlies the Gibbs with Gradient (GWG) algorithm [94].

In continuous state spaces, using gradient information to accelerate MCMC chains by
biasing moves in the directions of large changes in the energy is the motivation for Langevin
Monte Carlo (LMC). Letting p(X), X € R be a probability distribution from which we wish
to draw samples, the LMC algorithm runs the dynamics:

X = Vxlogp + dW, (2.1)

where dW, is a Wiener process on R?. The stationary solution to this stochastic differ-
ential equation then yields samples from p(X). LMC may be derived by noting that the
gradient of the Kullback-Liebler divergence between a distribution g and the target distri-
bution p with respect to ¢ is given by:

9,Dx1(q;p) = Vx - [log p(w)q(z)] — Aq(w)

This can be used to define a gradient flow over the space of probability distributions:

% _ vy logp(@)ale)] — Ag(x) (2.2)

ot

Langevin dynamics then result by observing that eq. is a Fokker-Plank eqution for
which the particle level trajectories are defined by eq.

The key obstacle to implementing Langevin dynamics over discrete configuration spaces
is the lack of a well defined gradient Vx. Nevertheless, it is possible to derive an analogous
expression for d,Dkp,(q;p) over discrete state spaces. Using this to define a gradient flow
over probability distributions over discrete spaces, and subsequently deriving a particle level
realization yields the Discrete Langevin Monte Carlo (DLMC) algorithm [95]. The GWG
algorithm can be seen to be a special case of DLMC, the key difference being that in DLMC,
changes may be proposed to states at a larger Hamming distance from the current state [95].

In the plot below, we show the effective sample size (over 50000 MC steps) associated
with sampling from a stochastic block model via different sampling techniques:
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Figure 2.5: Effective Sample Size over 50000 MC steps associated with sampling from a 100
node stochastic block model via different sampling algorithms.

We observe that DLMC is able to provide a dramatically higher effective sample size
as compared to traditional sampling methods (Gibbs, Random Walk Metropolis Hastings).
The DLMC algorithm therefore is a promising approach to performing inference within
functionally constrained null models.

Testing for Convergence of MCMC and Importance Weighting via
Stein Divergences

While MCMC is asymptotically unbiased, mixing may take a prohibitively long time in high
dimensions even when using gradient based proposal distributions. Furthermore, actually
assessing its convergence to the desired distribution is challenging. This raises a challenge
for MCMC based MLE - how can we determine whether our Markov chain has run long
enough to yield a good estimate of (Hp),, and therefore the gradient of the likelihood?

A solution to this issue is provided by the Stein discrepancy . The Stein discrepancy
is a type of integral probability metric (IPM). These metrics between probability distribution
take the following form:

IPM(p, q) = sup [Ef — E, f] (2:3)
feF
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where F is a suitably rich class of test functions. The Stein discrepancy is an IPM
that may be computed when expectations under p are unavailable due to, for example,
intractability of its normalization constant. The function class F is chosen to be one that
satisfies Stein’s identity Vf € F:

E,Af =0

where A is known as a Stein operator. There exist many techniques for constructing
Stein operators [102]. One choice involves the use of the score function of the distribution,
V. logp:

Af = Valogp(x)f(x) + Vaf(z) (2.4)

Plugging eq. into eq. one obtains the Stein discrepancy:

D(q,p) = supE, [V, logp(x) + V. f(2)]
fer
As the score function does not depend on the normalization constant, the Stein discrep-
ancy may be calculated given just access to the energy function of p and samples from ¢q. The
supremum over JF may be obtained in two ways. If we take F to be a unit norm Reproducing
Kernel Hilbert Space (RKHS) with associated kernel k, then the Stein discrepancy actually
takes on a closed form:

D(q,p) = Eoaing |8p(x) " k(z,2")5p(2") + 5p(2) " Voh(, 2')+

Vok(z, ') sp(x') + TrV,Vuk(z, x')]

where s,(z) = V,logp is the score function of p. We refer to this form of the Stein
discrepancy as the Kernel Stein Discrepancy (KSD).

The above discrepancy is only applicable to continuous valued random variables due to
the use of gradients with respect to the random variables. However, we recover computable
Stein discrepancies for binary random variables if we replace the gradient V,, with the
inversion operator: Ay, f(z) = f(z1,22,...7T;, ..., z,) [103]. In Figure [2.6h, we verify the
ability of the Stein discrepancy to detect convergence when samples have been drawn from
a degree corrected stochastic block model (H(G) = Hconfiguration + Hrspm) given access only
to the energy functions of models. Specifically, we draw 1000 exact samples from a target
model over 10 nodes with parameters 6, and evaluate the Stein discrepancy between the
empirical distribution defined by the samples and a set of distributions with parameters 6;
linearly interpolated between 6, and a different, randomly initialized parameter vector 6.
We observe that the log KSD is sharply sensitive to deviations of the energy function from
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6y, spanning over 30 orders of magnitude as the energy functions are interpolated between 6,
and #;. This suggests that the Stein discrepancy is a promising tool for assessing convergence
of samples generated by MCMC to a target distribution of interest.

In addition to measuring sample quality without a need to calculate the normalization
constant, the Stein discrepancy can also be used as a black box importance sampler [104].
Consider a set of samples {x;} generated from any mechanism (e.g., an MCMC chain run for
a finite amount of time). In general, an estimate of (Hy) from these samples will be biased.
This bias will be reflected in the Stein discrepancy.

One can then use the Stein discrepancy to obtain a set of importance weights to improve
the accuracy of the ensemble average by solving a quadratic program:

w; = argmin (wTD(q,p)w, Zwi =1lLw > 0)

In Figure [2.6]b, we plot the improvement in subspace angle between a DLMC estimated
gradient of the degree corrected sochastic block model over 10 nodes and that obtained from
importance weighting the MCMC samples via minimizing the KSD. The plot is taken over 10
repetitions of MCMC. We observe that the KSD importance weighting is able to consistently
improve the estimate of the gradient direction, across all reptitions.

a 10 Node SBM b

0 /8

Log KSD
Improvement in gradient alignment

0.0 0.2 0.4 0.6 0.8 1.0
Norm. Linear Parameter Distance

Figure 2.6: (a) Plot of the log KSD between samples initialized from a target model as a function
of the normalized, linear distance in parameter space away from the target model. (b) Boxplot
(median + 95 CI) of the difference in alignment with the ground truth gradient between a DLMC
estimated gradient and a gradient estimated from KSD derived importance weights.
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Overall Proposed Algorithm

Given functional measure f(G), local sufficient statistics ¢;, their empirically observed values
f*,tr, construct the loss function:

L=((@) =+ (6 - 1)), (2.5)

Until convergence,

1. Initialize exponential random graph parameters  randomly.
2. Draw samples using the following Block-Gibbs sampling algorithm:

a) Conditional on the weights, update the binary adjacency adjacency matrix using
DLMC.

b) Conditional on the binary adjacency pattern, update weights using Hamiltonian
Monte Carlo.

The MCMC is run until the KSD achieves a pre-defined threshold.
3. Calculate importance weights for MCMC samples via KSD minimization.

4. Update 6 via gradient descent

Implementation of this algorithm and application to the Drosophila connectome is the
focus of ongoing work at the time of writing this thesis.
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Chapter 3

Numerical Characterization of
Support Recovery in Sparse
Regression with Correlated Design

3.1 Introduction

While connectomics provides an exciting opportunity to probe the exact, anatomical connec-
tivity between neurons, construction of these datasets remains an expensive and laborious
process that is limited to small model organisms or localized spatial scales [105]. A long-
standing alternative approach to understanding how the brain is wired together has been to
extract functional or effective connectivity from distributed neural activity. The functional
connectivity between neurons or populations of neurons encodes the statistical dependencies
between firing activity. The intepretability of this connectivity depends on the accuracy
of the underlying statistical inference process used to derive adjacency matrices from data.
In particular, as functional connectomic studies frequently analyze graph-theoretic proper-
ties [106], understanding if and when the sparsity pattern (i.e., which edges are and are
not present in the adjacency matrix) can be reliably estimated is of paramount scientific
importance.

Abstractly, the inference problem can be formulated as that of reconstructing a k-sparse
vector from noisy observations. In its simplest form, one is concerned with inference within
the following model:

y=Xp+e (3.1)

with y € R", X € R™P and 3 € R? is a k-sparse vector. The noise is i.i.d, € € R",¢; ~
N(0,0?), and the observational model is Gaussian, y; ~ N(X;8,¢;). The sparse linear
model is employed in diverse scientific fields [107-111]. In real world applications, it is also
commonly the case that the design or covariate matrix X is correlated, so that the columns of
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X can not be taken to be i.i.d. In this setting, the correct identification of non-zero elements
of 3, which is crucial for scientific interpretability, is especially challenging. Yet, a systematic
exploration of the effect of correlations between the covariates on the recoverability of [ is
lacking.

Statistically optimal sparse estimates of 8 within are returned by the solution to
the following constrained optimization problem:

min |ly — XB|[3
150 < A (3.2)

Finding the global minima of problem is NP-hard, though recent progress has been
made in computationally tractable approaches [112}/113]. The most common approach is to
relax the [y regularization. In this work, we focus on the Lasso, Elastic Net, SCAD, MCP
[1144117], and Uolpass0, an inference framework we introduced in [118] that combines stability
selection and bagging approaches to produce low variance and nearly unbiased estimates. To
select the regularization strength or otherwise compare between candidate models returned
between these estimators, one must employ a model selection criteria such as cross-validation
or BIC. While the literature on sparsity inducing estimators and model selection criteria
is vast, studies that consider the interaction of particular choices of estimator and model
selection criteria are lacking. In particular, no systematic exploration of the impact of
choice of estimator and model selection criteria on the selection accuracy of the resulting
procedure when the predictive features exhibit correlations has been carried out. In this
work, we address this gap by performing systematic numerical investigations of the selection
accuracy performance of several estimators and model selection criteria across a broad range
of regression designs, including diverse correlated design matrices.

3.2 Review of Prior Work

The statistical theory of the sparse estimators considered in this chapter is vast and we do
not attempt to review it all here. Our particular focus is on characterizing finite sample
selection accuracy, especially in the context of correlated design. The asymptotic oracular
selection performance of the SCAD and MCP are well known [116,/117] and require only
mild conditions on the design matrix. For the Lasso, one must impose an irrepresentible
condition to guarantee asymptotic selection consistency [119]. Specifically, if we let S € Z;
index the true model support and let S := {1,...,p} \ S index the complement of the model
support, we can partition the feature covariance matrix as follows:
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Estimator Regularization
Lasso A Bl
Elastic Net A8+ X8
B —z
SCAD Pz (1] < ) + L=2e1(8) > W)
/ 15l z
MCP Ve (1-5)
UolLasso A|B]1 across bootstraps, see |118]
Model Selection Criteria
Cross-Validation R? averaged over 5 folds
BIC 2log |y — X B[3 — log(n)|Blo
AIC 2log |y — XA — 241,
Elog "%kiwa‘?f;mg +logn if R?> k
gMDL [129 : ke ik ) "
% log %) + 1 log(n) otherwise
| A k4 klog(979) — k —2((p — k) 1 — klogk) if §7g/k>1
Empirical Bayes [130 2log |y — X )3 — ]1T+Ak og(j y)A K ((]3 k) og(g) k) + klogh) if y/.k‘ -
[ 9'9—2((p—k)log(p — k) + klogk) otherwise

Table 3.1: (Top) Sparsity inducing regularized estimators. A and ~ denote regularization param-
eters. In this study, we keep v for SCAD and MCP fixed to 3. (Bottom) Model selection criteria.
Here and throughout, k refers to the estimated support size, i the model predictions of y, and p is
the total number of features.

Letting Sg denote the vector of non-zero coefficients. The irrepresentable constant (sec-
tion 3.2 in [119]) is then given by n =1 — |$5 ¢X 54 sign(Bs)|e. For n < 0, the Lasso is not
asymptotically selection consistent.

The finite sample implications of these differing requirements have not been explored.
A series of works have addressed the correlated design problem by devising regularizations
that tend to assign correlated covariates similar model coefficients [120-125]. In fact, the
Elastic Net was the first estimator introduced to exhibit this type of “grouping” effect [115].
However, this type of behavior can be undesirable in many real data applications where
covariates may be correlated, yet still contribute heterogenously to a response variable of
interest.

When the true model generating the data is contained amongst the candidate model
supports, the BIC and gMDL have asymptotic guarantees of selection consistency [119].
Extensions of these results to the high dimensional case are available [126], but fall outside the
scope of this work. Implicit in these theoretical results is that one can evaluate the penalized
likelihoods on all 27 candidate model supports [127]. Practically, one first assembles a much
smaller set of candidate model supports using a regularized estimators. To this end, the use
of the BIC with SCAD has been shown to be selection consistent [128].

A more recent body of work has focused on non-asymptotic analyses of model in
the framework of compressed sensing rather than regression. Here, the sparsity level of 3 is
a priori known, and the sensing matrix X is typically drawn from a random ensemble. In



CHAPTER 3. NUMERICAL CHARACTERIZATION OF SUPPORT RECOVERY IN
SPARSE REGRESSION WITH CORRELATED DESIGN 73

this setting, it is possible to establish sharp transitions in the mean square error distortion
of the signal vector as a function of measurement density (i.e., asymptotic n/p ratio) [131].
Necessary and sufficient conditions on the number of samples needed for high probability
recovery of the support of 5 by the Lasso was treated in [132]. Subsequently, a series of works
examined the information theoretic limits on sparse support recovery by forgoing analysis
of computationally tractable estimators in favor of establishing the sample complexity of
exhaustive evaluation of all (1]:) possible supports via maximum likelihood decoding [133-140].
This approach provides information theoretic bounds on the selection performance of any
inference algorithm, and a measure of the suboptimality of existing algorithms.

Of particular relevance to this work are [133] and [138], whose analyses permit cor-
related sensing (i.e., design) matrices. Let Sy, be the minimum non-zero coefficient of
B, o2 be the additive noise variance, and ¥ be the covariance matrix of the distribu-
tion from which columns of X are drawn. Denote the set of all subsets of {1,2,...,p}
of size k as Zj. Z, indexes possible model supports. Given S,T € Z, we define the
matrix ['(S,T) to be the Schur complement of ¥ rsur with respect to Xpr, I'(T,S) =
Yot — s\ (Err) 'S s\r. Let p(E, k) be the smallest eigenvalue this matrix can have
for any T p(X, k) = minpez,\s Amin(I'(7, 5)). From these quantities, we define a:

2 p(3,k
o= —mmz_g L) (3.3)

In Theorem 1 of |133], sufficient conditions on the sample size required for an exhaustive
search maximum likelihood decoder to recover the true model support with high probability
are given in terms of p, k, and a:

Theorem 5 Theorem 1 of [133]. Define the function g(ci,p, k,a):

gler,p, k,a) = (¢ + 2048) max {log (p . ’“) log(p — k) /a}

If the sample size n satisfies n > g(c1, p, k, ) for some ¢y > 0, then the probability of
correct model support recovery exceeds 1 — exp(—ci(n — k)).

If a=!' > plog(p — 2k) + 2k/p, then g, and therefore the sample complexity of support
recovery, will be modulated by « for p large enough. Many of the design matrices considered
in our numerical study (see Section 3) satisfy this condition.

In contrast to compressed sensing, the sparsity level of § (i.e., k) is typically unknown
in applications of regression. Furthermore, sufficient conditions on high probability theory
such as Theorem 1 above rely on concentration inequalities, which may formally hold in the
non-asymptotic setting, but are rarely tight. As a result, the applicability of these results
for practitioners evaluating the robustness of support recovery in finite sample regression
is unclear. The main contribution of this chapter is to address this gap through extensive
numerical simulations. We find « to be a useful measure of the difficulty of a particular
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regression problem, and find selection accuracy performance to be modulated by o even
when it does not satisfy the condition stated above.

Previous empirical works have evaluated the effects of collinearity on domain specific
regression problems [141,/142] and evaluate the efficacy of various information critera for
model selection [143H145]. Finally, the performance scaling of a series of sparse estimators
with sample size is evaluated in [146].

In contrast, we specifically consider the differing effects on selection accuracy of joint
choices of estimators and model selection criteria. We demonstrate that the choice of model
selection criteria significantly modulates the selection performance of estimators, and that
there are empirically identifiable transition points in the value of a beyond which the selection
performance of all inference procedures degrades.
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3.3 Description of Simulation Study
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Figure 3.1: Design of Simulation Study. (a) (Right column) Coefficients 5 are drawn from a
narrowly peaked Gaussian, uniform, and inverse exponential distribution. (b) (Left column) Design
matrices are parameterized as ¥ =t @®; 0Ly xm + (1 — t)A(L) where A(L);; = exp(—|i — j|/L) and
L xm is the m-dimensional identity matrix. Parameters J,m,t and L are shown for each example

design matrix. Also shown are bounds for the minimum and maximum p(X, k) across k.

We consider regression problems with 500 features with 15 different model densities (i.e.,
|Blo) logarithmically distributed from 0.025 to 1. Additionally, we vary over the following

design parameters:

1. 80 covariance matrices > of exponentially banded, block diagonal, or a structure that
interpolates between the two (see Figure (3.1)).

2. Three different [ distributions: a sharply peaked Gaussian, a uniform, and an inverse
exponential distribution (see Figure (3.1
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3. Signal to noise (SNR) ratios of 1, 2, 5, 10. We define signal to noise as | X 3|3/02.

4. Sample to feature (n/p) ratios of 2, 4, 8, and 16.

To simplify the presentation, we often restrict the analysis to the following three com-
binations of SNR and n/p ratio that represent ideal signal and sample, SNR starved, and
sample starved scenarios, respectively:

1. Case 1: SNR 10 and n/p ratio 16
2. Case 2: SNR 1, and n/p ratio 4
3. Case 3: SNR 5 and n/p ratio 2

A distinct model design is comprised of a particular model density, predictor covariance
matrix, a coefficient distribution drawn from one of the three (-distributions, an SNR, an
n/p ratio. Each distinct model is fit over 20 repetitions with each repetition being comprised
of a new draw of X ~ N(0,%) and € ~ N(0,0?), with o2 set by the desired SNR. We use
the term estimator to refer to a particular regularized solution to problem (e.g. Lasso)
and model selection criteria to refer to the method used to select regularization strengths
(e.g. BIC). The estimators and model selection criteria we consider are listed in Table [3.1]
We use the term inference algorithm to refer to particular choices of estimator and model
selection criteria.

Let S = {i|8; # 0} in eq. , and S = {i|3; # 0}, i.e. the true and estimated model

supports. Then, we evaluate regression on the basis of selection accuracy (1 — w),

R o 1Slo+1S]o
false negative rate (%) and false positive rate (%) We use «a to associate a single

scalar to measure the difficulty of a regression problem. Smaller « correspond to harder
regression problems.

In practice, we do not calculate p(X, k) explicitly, but rather lower bound it. Let S be
the true model support and 7" an alternative model support. First, observing that I'(S,T")
is just the inverse of the subblock of the precision matrix Zg\lT,S\T, we seek to bound the
largest eigenvalue of this subblock:

(P(2,0) 7" < max Anax(S5iz,s07)

TeZp\S

We do this via the use of Brauer-Cassini sets [147]. For an arbitrary n x n complex
matrix A with entries a;;, let R; = Z#i |a;j|. Then, define the Brauer sets K;; : K;; = {z €
C: |z —aullz — aj5] < RiR;,i # j}. The eigenvalues of A lie within (J; ; K

To bound specifically the largest eigenvalue of ¥}

S\7.5\7> We use the following proposition:

Proposition 3 Let A € R™™ be a positive semidefinite matriz and let A be the the matriz
that results from sorting the rows of |Al;; = |a;j| in descending order. Define the truncated
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row sums R; = Z;n:l |a;;| where a;; are the entries of A. Let B € R™™ be a principal
submatriz of A. The largest eigenvalue of B is bounded from above by:

—_

max
1,519 ]

-~ B B 1 5 B
\/RiRj + 1(|@z’0! — lajol)? + §(laz’0| + |djol)

Proof: Since A is positive semidefinite, by Proposition 1, it follows that the largest eigenvalue
of A can be no larger than the rightmost boundary of the rightmost Brauer set on the real
axis. As a principal submatrix of a positive semidefinite matrix is also positive semidefinite,
this holds analogously for the matrix B and the Brauer sets K;; = {z € C : |z —by||z —bj;] <
RiR;,i # j} where R; = > i1z 1bij|. In Cartesian coordinates, the Brauer set is defined
on the real axis by (z — by)(z — b;;) = R;R;. The rightmost root of this equation is given
by 5 (bis +bj;) + \/Riéj + 5 (bii — b;)?

By sorting A to obtain A, we necessarily have

1 .. 5 ~ 1 -
(|aio| + lajol) + \/Rz'Rj + Z(!az‘0| — lajol)? >

max —
i,€{1,....,n},i#] 2

1
max =

P |
Legnax, Q(bu +b;;) + \/R,-Rj + Z(bﬁ —b;;)? W

Proposition 2 enables us to bound the largest eigenvalue of a subblock of a matrix of a
given size. Depending on the overlap between sets 7" and S, the dimension of the matrix
Zg\lT’ S\T will vary. However, by the Cauchy interlacing theorem, the largest eigenvalue of
a proper submatrix of dimension &’ is bounded by the largest eigenvalue of subbmatrices
of dimension k > k’. Therefore, we use the results of Proposition 2 to bound the largest
eigenvalue of subblocks of ¥~! of dimension k, corresponding to searching over T that are

completely disjoint from S. Inverting this bound then gives a lower bound on p(3, k).

3.4 Results of Simulation Study

False Positive/False Negative Characteristics

We first visualized support selection performance across estimators by scattering the false
negative rate vs. false positive rate of each fit for several representative model densities (Fig.
for BIC and AIC selection, (other criteria are visualized below in Figure [3.3). Each
scatter point represents the selection characteristics of fits to a distinct model design averaged
over its 20 instantiations. The boundaries of the grayscale partitions of the false positive
false negative rate plane correspond to contours of equal selection accuracy. The rotation
of these contours with the true underlying model density reflects the relative importance
of false negative and false positive control in modulating selection accuracy. Specifically,
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rotation towards the horizontal implies larger sensitivity to false positives, while conversely
rotation towards the vertical implies greater sensitivity towards false negatives.

The accuracy of estimators exhibited clear structure that depends on the characteristics
of the model design described above. We observe in panel A of Figure that estimators
that more aggressively promote sparsity (SCAD, MCP, Uol in red, green, and dark blue,
respectively) featured better selection accuracy at low model densities (i.e. scatter points for
these estimators lie in the white to light gray shaded regions), whereas those that control false
negatives less aggressively, namely the Elastic Net (orange) and to a lesser extent the Lasso
(cyan), fared better in denser true models (panel C). The scatter points for each estimator

formed bands that span the false negative rate. This banding effect was most pronounced
for SCAD/MCP /Uol.
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BIC Selection
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Figure 3.2: Scatter plots of the false negative rate vs. false positive rate for BIC selection (A-C)
and AIC selection (D-F) across 3 different model densities (n/p ratio = 4, all signal to noise param-
eters included). Each scatter point represents a single fit. 3 distributions are encoded in marker
shapes (square: uniform distribution, triangular: inverse exponential distribution, circular: Gaus-
sian distribution). Shaded regions represent regions of equal selection accuracy. The orientation of
these regions for different model densities illustrates the differing contributions of false negatives
vs. false positives, with false positive control being far more important for sparser models, and
conversely false negatives being more important for denser models.

Comparing the BIC selection (Fig. A-C) to AIC (Fig. D-F), these scatter plots
also revealed that varying model selection methods also systematically shifted false negative
& false positive characteristics of estimators. Selection methods with lower complexity penal-
ties (i.e., AIC, CV) lifted the bands up along the false positive direction. Comparing the
location of the blue/red/green scatter points between panels B and E, for example, we note
that this effect was most dramatic for the set of estimators that most aggressively control
false positives (SCAD/MCP /Uol). Consequently, similar tradeoffs as described before arose,
with empirically better selection accuracy when models are dense obtained for AIC/CV, and
vice versa for larger complexity penalties (BIC).
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gMDL Selection
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Figure 3.3: Scatter plots of the false negative rate vs. false negative rate for gMDL model
selection (panels A-C), empirical Bayes model selection (panels D-F), and cross-validation selection
(panels G-I) for 3 different model densities (0.03, 0.33, 0.76). The n/p ratio displayed is 4, all signal
to noise parameters are included.

We note the qualitative similarity of the profile of scatter points for gMDL selection
panels A-C to that of BIC (Figure panels A-C). The gMDL selection method, while
nominally sensitive to the underlying model sparsity, gave rise to tight false positive control
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for all estimators, save for the Elastic Net (orange scatters). In contrast to the BIC at
dense model density (panel C, both figures), the gMDL selection criteria provided tighter
false positive control for the Lasso (cyan scatter points), at the expense of increased false
negatives.

In panels A, B, and D, E of Figure [3.3] we observe that the gMDL and empirical Bayes
selection method led to similar selection profiles for Uol, SCAD, MCP, and Lasso, with
nearly all scatter points staying at false positive rates < 0.25. However, we also observe
that supports selected by using the Elastic Net, in particular (orange), and other estimators
for particular sets of parameters, became very dense (false positive rate — 1) at model
density 0.33 and especially model density 0.76 (panel F). This led to overall better selection
accuracy (white regions) in denser models. We conclude that the choice of estimator and
model selection criteria are both important in determining the false positive/false negative
rate behavior of inference strategies.
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a-dependence of False Positives/False Negatives
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Figure 3.4: (A-C) Scatter plot of the false positive rate and the false negative rate vs. « for
each estimator using BIC as a selection criteria for three different model densities. 8 distributions
are encoded in marker shapes (square: uniform distribution, triangular: inverse exponential distri-
bution, circular: Gaussian distribution). (D-F) Plot of the a-transition point associated with an
inference algorithm’s false negative rate as a function of model density, separated by § distribution
and selection method. Errorbars are standard deviations taken across repetitions and estimator.
The different numerical regimes of the a-transition (highest in panel E, intermediate in panel D,
and lowest in panel F) are attributable to the different characteristic value of By, for the different
(3 distributions.
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Recalling that the parameter a tunes the difficulty of the selection problem, we scattered
the false positive and false negative rate vs. « for each inference algorithm across different
model densities. A representative set of such plots for BIC selection is shown in Figure
[3.4A-C; other selection methods are shown in Figure 3.4, Cross-Validation is not included
due to space considerations but behaves similarly to the AIC. There was broadly large
variation in performance modulated by the selection method employed. Furthermore, (-
distributions are separately resolvable due to their different typical values of [;,. For
example, in the bottom axes of Figure [3.4C, for each estimator, the uniform distribution
scatter points (squares) lie to the left of the inverse exponential distribution (triangular),
which in turn lies to the left of the Gaussian distribution (circular).

In line with Figure , the false positive rate was not modulated by « (Fig.
A-C, top axes). In fact, for some estimators, the highest false positive rate was achieved
for intermediate «, followed by a decline in false positive rate for smaller a (e.g. Lasso
in Figure ) The false positive rate is instead a characteristic of each estimator. The
SCAD/MCP/Uol class of estimators achieved lower false positives than Lasso, which in turn
featured lower false positives than the Elastic Net.
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gMDL Selection
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Figure 3.5: Plot of the false positive rate (FPR) and false negative rate (FNR) vs. loga for
signal case 1 across several model densities. gMDL selection was used in panels A-C, empirical
Bayes in panels D-F, and AIC in panels H-I. The cross-validation selection method is not shown,
but exhibited similar characteristics to AIC.

Model selection criteria can also be classified into a set that led to low false positive rates
(gMDL, empirical Bayes, and BIC) vs. those that lead to high false positive rates (AIC,
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CV), although the Elastic Net with empirical Bayes selection featured the highest false
positive rate of any inference algorithm (Fig. , panels D-F). We note that the inverse
exponential distribution (triangular points) induced very false negatives by any inference
algorithms, likely due to its coefficient magnitudes being concentrated towards larger values.

On the other hand, the false negative rate scatter points, when separated by [-distribution,
featured consistent behavior across inference algorithms. Focusing on BIC selection, all es-
timators achieved low false negative rates at the low model densities (Fig. [3.4/A). At
intermediate model densities (Fig. ), the false negative rate remained low until log a
became sufficiently small, at which point it rapidly increases. This value of log a varied by
[-distribution due to the differing characteristic values of By, occuring around log o =~ —7.5
for the Gaussian distribution at model density 0.327, ~ log @ = —10 for the inverse exponen-
tial distribution, and ~ log @ = —15 for the uniform distribution. Otherwise, this transition
point is fairly universal across inference algorithms.

To produce summary statistics of false negative rates across model densities, selection
methods, and n/p ratio/SNR cases, we fit sigmoidal curves to data for each inference algo-
rithm and for each £ distribution. The sigmoid curve is described by 4 parameters:

1 4 exp(=b(a - ag))

S(a) =c+

In particular, we use the fitted value for the sigmoid midpoint «g, which we refer to as
the a-transition point, to quantify the value of a at which false negative rate has begun
to increase appreciably. We found a large degree of universality in this transition point
across estimators and selection methods. In Figure [3.4D-F we have averaged curves across
estimators and plotted the mean and standard deviation of the resulting « transition points.
Colors now represent each selection method. The curves for each selection method were
strikingly similar within a 8 distribution, with small standard deviations within each selection
method indicating universality across estimators. The decrease of the a-transition point with
increasing model density can be explained by the overall shift of a towards smaller values
due to the increase of p(X, k) with k.

a-dependence of False Positive/False Negative Coefficient
Magnitude

In the preceding analysis we treated false positives and false negatives as hard thresholded
quantities. On the other hand, one can ask whether false negatives primarily arise from
setting support elements with small signal strength to zero, and conversely whether false
positives are associated with small coefficient estimates. Thus, while exact model support
recovery in most cases is unattainable, one would hope that support inconsistencies produce
low distortion of the desired coefficient vector. To evaluate this supposition, we calculated
the average magnitude of false negatives and false positives, and normalized these quantities
by the average magnitude of ground truth S. In the case of false negative magnitudes,
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we focused on the uniform S distribution, as this provides the most “edge” cases of small
coefficient magnitudes. Raw scatter plots of these quantities (not shown) revealed that at
low correlations, the hoped for low distortion effect largely holds true, but that there is an
« transition point for both false negative and false positives after which significantly larger
ground truth (; are selected out, and erroneously selected ; are assigned much larger values
relative to the true signal mean.

Uniform Distribution
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Figure 3.6: Plot of the average a transition point for estimation distortion across all inference
algorithms and selection methods vs. model density for signal case 1. Errorbars represent standard
deviation. After a model density of > 0.15, the transition generally occurs at lower correlations
(smaller ) for the false negative magnitude. Furthermore, the variance across inference algorithms
is consistently smaller for false negatives as opposed to false positives.

We again fit sigmoidal functions to the raw scatter points of normalized false negative &
false positive magnitude vs. log o and extracted the a-transition points as in Figure 3D-F.
In Figure [3.6] we plot the transition point as a function of model density averaged across all
estimators, selection criteria, and fit repetitions. For model densities > 0.15, the transition
point occurs at much smaller correlation strengths for false negative distortions than for false
positive distortions. The variance in the location of this transition point for false negative
distortions is noticeably smaller than for false positive distortions. Nevertheless, similarly to
the behavior exhibited by the a-transition points associated with the false negative rate, the
a-transition points for false positive/false negative coefficient magnitudes is saliently uniform
across inference strategies. Overall, these results highlight the usefulness in the parameter «,
which emerges out of tail bounds on the performance of the exhaustive maximum likelihood
decoder, as a quantifier of the difficulty of a sparse regression problem.

Overall Selection Accuracy

An inference algorithm deployed in practice must employ both an inference estimator and
model selection criteria. We have therefore determined what the best performing combina-
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tion is as a function of underlying model density and «a. To set an overall scale for these
comparisons, one can use an oracle selection criteria that simply chooses the support along
a regularization path of maximum selection accuracy. For each value of o and model den-
sity, the maximum of this oracular selection across all estimators gives a proxy for the best
achievable selection accuracy in principle at finite sample size and SNR.
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Figure 3.7: Oracle selection accuracy as a function of the log model density and « for each
of the 3 signal cases described in Section 3. Each pixel in the colormap is the maximum oracle
performance across all estimators for the particular combination of density and «. For ideal signal
characteristics in Case 1 (panel A), near perfect support recovery is in principle possible for a
broad range of correlation strengths for log model densities < —1.9. The similar oracle selection
accuracies between cases 2 and 3 (panels B and C) suggest that the sample starved and signal
starved regression problems behave similarly. As compared to Case 1, worst case performance
for intermediate model densities (log(k/p) > —2.3 and < —0.69) is lower, especially for large
correlations. For the densest models (log(k/p) > 0.5), oracle performance is relatively insensitive
to correlation strength, reflecting the insensitivity of the FPR to a. Near-perfect support recovery
is empirically still possible for the sparsest models (log(k/p) < —3).

In Figure we plot the oracle selector for each signal case. In the ideal signal and
sample size case (case 1), the oracle selector was able to achieve near perfect selection accu-
racy in the fully dense models (top row, panel C) and those models with with density < 0.14
(log model densities < —2) even in model designs with very small ov. The oracle selector
suffered moderate loss of selection accuracy in intermediate model densities for model de-
signs with small a (darker orange regions of panel C). A similar structure is present in the
adequate sample but high noise and low sample size but adequate SNR cases (cases 2 and 3
in panels B and C, respectively), but the magnitude of selection accuracy performance loss
and regions of a and model densities for which the loss occurred expanded. In particular,
only in the very sparsest models (density < 0.05, log model density < —3) with larger o was
perfect selection possible in principle.

For each estimator and selection criteria combination, we take the average deviation of
its selection accuracy from the oracular performance shown in Figure as a measure of
sub-optimality. We divide the analysis into an overall measure of sub-optimality, averaging
over all model densities and «, as well as restricting the averaging to only sparse generative
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Case 1, All Densities Case 1, Sparse Models Only
Selection Method Selection Method
Estimator | AIC BIC CV/R? | Emp. Bayes | gMDL | | Estimator | AIC BIC CV/R? | Emp. Bayes | gMDL
EN 27.000 | 19.228 | 25.214 | 14.483 11.964 | | EN 35.139 | 25.146 | 33.098 | 17.533 15.371
Lasso 23.867 | 14.634 | 27.151 | 5.840 5.982 Lasso 30.622 | 18.402 | 35.220 | 4.601 5.046
MCP 23.408 | 4.325 | 6.948 4.717 5.220 MCP 30.319 | 1.121 | 7.511 1.033 2.184
SCAD 16.947 | 3.233 | 8.051 3.534 4.039 || SCAD 21.267 | 0.815 | 9.361 0.728 1.756
Uol Lasso | 22.163 | 5.659 | 33.795 | 5.020 5.134 Uol Lasso | 29.558 | 3.290 | 44.522 | 3.077 3.396
Case 2, All Densities Case 2, Sparse Models Only
Selection Method Selection Method
Estimator | AIC BIC CV/R? | Emp. Bayes | gMDL | | Estimator | AIC BIC CV/R? | Emp. Bayes | gMDL
EN 22.615 | 22.473 | 18.382 | 13.092 13.581 | | EN 29.940 | 18.539 | 25.556 | 16.691 13.503
Lasso 22.495 | 19.004 | 19.524 | 16.708 14.185 | | Lasso 26.464 | 14.120 | 22.749 | 9.593 8.965
MCP 26.411 | 13.521 | 11.869 | 14.382 14.671 | | MCP 30.789 | 3.879 | 5.971 4.659 8.013
SCAD 26.453 | 11.789 | 12.003 | 12.628 12.266 | | SCAD 31.579 | 3.485 | 8.154 4.213 6.434
Uol Lasso | 23.366 | 17.505 | 27.575 | 15.959 13.351 | | Uol Lasso | 27.151 | 7.287 | 36.588 | 9.150 7.024
Case 3, All Densities Case 3, Sparse Models Only
Selection Method Selection Method
Estimator | AIC BIC CV/R? | Emp. Bayes | gMDL | | Estimator | AIC BIC CV/R? | Emp. Bayes | gMDL
EN 18.290 | 26.087 | 15.339 | 10.420 12.985 | | EN 22.596 | 15.357 | 21.305 | 13.346 11.668
Lasso 19.424 | 19.653 | 17.955 | 17.632 15.227 | | Lasso 20.213 | 10.948 | 18.151 | 8.921 8.636
MCP 23.590 | 16.526 | 14.600 | 17.211 18.156 | | MCP 24.455 | 5.059 | 6.754 6.695 11.546
SCAD 21.125 | 15.241 | 14.119 | 15.007 15.873 | | SCAD 22.070 | 5.020 | 9.135 5.884 9.905
Uol Lasso | 22.030 | 19.866 | 24.080 | 17.420 15.268 | | Uol Lasso | 21.729 | 7.765 | 31.733 | 9.615 7.832

Table 3.2: Table of summed deviation in selection accuracy from oracular performance. (Top)
Case 1 signal conditons (SNR 10, n/p ratio 16). (Middle) Case 2 Signal Conditions (SNR 1, n/p
ratio 4). (Bottom) Case 3 Signal Conditions (SNR 5 and n/p ratio 2). (Left column) All model
densities. (Right column) Sparse models only. Best performers are highlighted in bold.

models (model densities < 0.3). The results are summarized in Table 2. The best performing
inference algorithms are bolded. When taken across all model densities, in signal case 1
(Table 2 top left), the SCAD with BIC selection and SCAD with empirical Bayesian selection
emerged as the best inference algorithms with respect to feature selection. When restricted to
low SNR or low sample sizes (cases 2 and 3, Tables 2 middle and bottom, left), these strategies
remained amongst the best performing, with cross-validated SCAD/MCP exhibiting robust
selection in case 2, the Elastic Net with empirical Bayesian selection performing the best in
case 3. When restricting to sparse models only, false positive control becomes paramount,
and the Elastic Net was no longer competitive. Instead, the SCAD with BIC or empirical
Bayes is near optimal in case 1 (Table 2, top right), and still the best performing in cases
2 and 3 (Table 2, top and middle, right). MCP exhibited similar performance, with Uol
Lasso trailing slightly behind. Thus, in general, the SCAD estimator with BIC or empirical
Bayesian model selection led to the most robust algorithm for feature selection.
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3.5 Comparison of Bias/Variance of Uol vs.
SCAD/MCP
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Figure 3.8: Plot of estimator Bias and Variance normalized by the number of non-zero true
model coefficients vs. loga for the BIC model selection (A-C) and the empirical Bayes model
selection (D-F). Uol exhibits lower bias and variance than MCP and SCAD as a becomes smaller
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The Uolt,as50, SCAD, and MCP estimators, especially when combined with BIC or empiri-
cal Bayes model selection achieve state of the art model selection performance in the presence
of correlated variability (Tables 2-7). The Uol algorithm separates estimation and selection
by fitting OLS models to non-zero support coefficients, and uses bootstrapped aggregation to
average together several model estimates. In Figure we compare the bias and variance
between Uol/MCP/SCAD for the BIC and empirical Bayes model selection criteria. The
bias (E(3) — ), where 3 are the estimated coefficients) and variance (E(3 — E(3))?), was
estimated by averaging over 20 fit repetitions, and further normalized by number of true
non-zero model coefficients. When using BIC and empirical Bayes selection, (panels A-C of
, Uol was able to reduce per coefficient bias/variance over SCAD and MCP at smaller
a. Curiously, with empirical Bayesian selection, SCAD and MCP featured very high bias
even at large log a (panel D) in sparse models. These results highlight the ability of model
averaging and re-estimation procedures to reduce estimation bias and variance.

3.6 Comparison with the Irrepresentable Constant

In [119], the importance of the irrepresentable constant, 7, in ensuring the (asymptotic)
selection consistency of the Lasso was established. To determine how 7 tunes the finite
sample selection accuracy of the Lasso and the other estimators considered, we calculated n
for the design matrices considered in this study and plot the selection accuracy vs. n for BIC
selection and the Gaussian coefficient distribution (top axes of each panel in Figure [3.9)).
Simultaneously, we scatter n vs. p(X, k) for the regression problems consdiered (bottom axes
of each panel of Figure . For low model densities (panels A, B), the relationship between
n and selection accuracy was as expected - selection accuracy of algorithms montonically
decays as n — 0. This decline was more gradual for the Lasso and Elastic Net (cyan
and orange scatters), while it is quite dramatic for Uol/SCAD/MCP. Concommitantly, the
relationship between 1 and p(3, k) is monotonic, with smaller 7 corresponding to smaller
p(3, k). As the model density increases to 0.25 and above, the model selection performance
declined as n — 0 from the right, but rebounds for n < 0. At model density 0.25 (panel C),
this effect was especially pronounced for the Lasso and Elastic Net. As the model density
increases, a higher proportion of the feature covariance matrices considered in this study
corresponded to n < 0, while the selection accuracy was no longer monotonically related
to 1. In panels D-F, one observes that the selection accuracy declined as n — 0 from
both the left and right, but that the selection accuracy was only slightly reduced from its
maximum for the most negative values of 1. This observation holds for all estimators. To
explain this effect, we observe that beginning in Figure and continuing in panels D-
F, design matrices with n < 0 actually yielded relatively large p(X, k), with small p(X, k)
corresponding to matrices with the smallest |n|. As this pattern mirrors that of the selection
accuracy observed in Figure [3.9] we conclude that n tracks the finite sample selection
accuracy performance of the Lasso (and to a lesser extent other estimators) only insofar as
it is monotonically related to p(X, k). In other words, p(X, k) is a more reliable measure of
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how feature covariance matrices modulate selection accuracy. Note that in [119], empirical
evaluation was done on the probability that the entire Lasso solution path would contain
the true support, not on the selection accuracy after employing a model selection criteria.

‘A Model Density 0.03 ‘B Model Density 0.11 C Model Density 0.25
10W‘¥A_W_n7 1OTKM¥W 10 20 a A
o a o} ] ‘
g 4 -t . O ‘
<05 <05 <os §
o) Uol Lasso | @ A Uol Lasso | @ 2 Uol Lasso
L RIS CI I NI CI I : Sk
0.0 0.0 0.0
~1.50 ~1.50 ~1.50
X v X
t\l: 7 ° d 7 ° e L] d 7 e
50.75 ) - 50.75 e i et e |03 2ty
... IS ° oo Y e ... -
0.00L ¥ 000 & o.ooj
0.0 0.2 0.4 0.6 0.0 0.2 0.4 0.6 0.0 0.2 0.4 0.6
n n n
1.0 D Model Density 0.33 1.0 E Model Density 0.43 1.0 F Model Density 0.76
' r“ 2 A o . *Aﬂ an A a8 . avdh A o
8] ~. 8] s
(@) (@) (&}
<05 k <05 k <05
o) A Uol Lasso | @ Uol Lasso | @ Uol Lasso
L A NI CIR I : NI CI I RIS CI
0.0 0.0 0.0
—~1.50 —~1.50 ~1.50
X X~ X~
F0750 oz oL, So075) .o . . 5075,
" [ o °° 5
0 ooA o.ooj o.ooi
0.0 0.2 0.4 0.6 0.0 0.2 0.4 0.6 0.0 0.2 0.4 0.6
n n n

Figure 3.9: Plot of selection accuracy vs. n (top axes in each panel) and p(X, k) vs n (bottom axes
in each panel) for BIC selection criteria and Gaussian 3 distribution for different model densities.
Note that £ = [Model Density x 500]. At low model densities (panels A, B), the decay in selection
performance is monotonic as n — 0, whereas for higher model densities (panels C-F), the selection
accuracy decays rapidly with ||, but selection accuracies for regression problems arising from
design matrices correspond to n < 0 are high. In parallel, the relationship between n and p(3, k)
is monotonic at low model densities, but reverses back on itself at higher model densities, such
that there are many design matrices for which p(X, k) is large (corresponding to easier regression
problems) but 1 < 0.
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3.7 Discussion

Connections to Prior Work

Our numerical work corroborates and extends several results from the statistical literature
in a non-asymptotic setting. We found the frequently employed cross-validated Lasso to be
amongst the worst performing selection strategies. It has been shown that using predictive
performance as a criteria for regularization strength selection with the Lasso leads to in-
consistent support recovery |148]. A necessary and sufficient condition for asymptotically
consistent model selection by the Lasso is for the irrepresentable condition to hold [119]. In
the non-asymptotic setting of this study, we find that the parameter « is a more useful modu-
lator of selection accuracy, and that the irrepresentable constant of |[119] tracks the selection
accuracy of Lasso only insofar as it tracks a (section S5). We find that the SCAD/MCP
and Uol Lasso select model supports more robustly in the presence of correlated design. It
is known that the SCAD/MCP do not require any strong conditions on the design matrix
for oracular properties to hold |149], and neither does the BoLasso [150], upon which the
selection logic of Uol is partially based on. Our work demonstrates that the choice of model
selection criteria is as important as the choice of estimator to achieve good selection accu-
racy. The model selection criteria we have considered can all be categorized as penalized
likelihood methods. Cross-validation is known to behave asymptotically like the AIC ( [127].
The magnitude of this complexity penalty can be interpreted as a prior on the model size.
We correspondingly find that the BIC performs best in sparse models, whereas the AIC and
CV perform best in dense models. The tension between the BIC and AIC has been noted
in the literature [151]. The asymptotic selection consistency of using BIC to select SCAD
regularization strength has been noted in [128]. Our numerical investigations reveal that
this remains one of the best extant selection strategies in non asymptotic settings with mild
correlated variability as well.

The empirical Bayesian and gMDL procedures were devised with complexity penalties
nominally adaptive to the underlying model density. We find that these methods lead to
good model selection performance across model densities, but only in ideal signal condi-
tions (i.e. case 1) and low design matrix correlations. There is therefore possible room for
methodological development of adaptive complexity penalties. We leave this for future work.

Best Practices in Real Data

Proper model selection is essential for interpretability of parametric models. While sufficient
conditions for model selection are available in the literature, they do not provide actionable
results for the practitioner in real data. Our extensive numerical simulations reveal best prac-
tices. Non-convex optimization estimators such as the SCAD and MCP generically perform
better at selection than the Lasso and Elastic Net when the underlying model is sparse.
This in line with both prior numerical work and the understanding that asymptotically,
these estimators are oracular selectors [117], [L116]. Our work reveals that this performance
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gap remains even as design matrices become increasingly correlated. While the SCAD and
MCP are nonconvex problems, recent work has shown that the statistical performance of
all stationary points is nearly equivalent [152]. Furthermore, development of the optimiza-
tion algorithms for these estimators has matured to the point where regularization paths
for the SCAD and MCP can be computed in the same order of magnitude of time as the
Lasso/Elastic Net (see for e.g. [153]). Our work provides further motivation for the adop-
tion of these algorithms. The Uoly ., algorithm has selection performance competitive with
MCP and SCAD in many cases. Furthermore, as we show in section S4, the OLS-bagging
procedure used in coefficient estimates in Uol leads to lower bias/variance estimates than
SCAD/MCP.

There is a tradeoff between false positive and false negative control achieved by model
selection strategies. False positive control is largely insensitive to the degree of design correla-
tion. Practitioners seeking tight control of false negatives in model selection may be inclined
to use the Elastic Net estimator. The presence of a number of fairly generic o transition
points after which selection accuracy degrades, and false negative & positive magnitude
inflates suggests a heuristic criteria that could be estimated from the sample covariance.
Specifically, combining empirical estimates of the precision matrix with empirical estimates
of Bmin and o2 allows one to estimate «, and therefore have a rough sense of whether selection
and estimation performance is likely to have degraded due to correlated covariates or low
signal strength.

3.8 Conclusions

Our empirical results reveal that the joint choice of sparse estimator and model selection
criteria significantly modulates selection performance. Nevertheless, with the exception of
the previously mentioned [128], theoretical results that capture non-asymptotic behavior of
regularization strength selection via specific model selection criteria are lacking.

We found no inference algorithm to be dominant across underlying model density in
the presence of correlated covariates, including the nominally adaptive empirical Bayes and
gMDL selection criteria. Whether these reflect information theoretic constraints or method-
ological gaps is a potentially avenue of future work. We also believe our observation of
a universal a-transition point across false negatives and coefficient distortion to be novel.
This phenomena is reminiscent of the well known reconstructability transition in compressed
sensing as a function of noise level and sampling density [131]. An average case analysis of
coefficient support distortion as a function of a or other spectral parameters of the design
matrix will be the topic of future work.
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Chapter 4

Conclusion and Future Directions

Understanding the principles by which the brain functions requires studying phenomena
across levels of description and spatiotemporal scales. In this thesis, I addressed this chal-
lenge through the development and characterization of novel theory and statistical analysis
methods. In chapter 1, I presented a normative characterization of behaviorally relevant
neural population dynamics through the lens of feedback control theory. I established fun-
damental links between the anatomy of neural circuits, as constrained by Dale’s Law, their
dynamics, as manifest through non-normal dynamics, to the optimality of various subspaces
with respect to feedback and feedforward control. In chapter 2, I examined the relationship
between local connectivity statistics between neurons and global measures of network func-
tion in the Drosophila hemibrain connectome. I also proposed an algorithmic approach to
directly impose global, or top-down functional measures on networks as constraints within
maximum entropy network models. Chapter 3 empirically investigates the fundamental lim-
its of sparse recovery in linear statistical models with correlated design matrices. The results
provide prescriptive approaches to choosing sparsity-inducing estimators and model selection
criteria with applications to the estimation of functional connectivtiy from neural recordings.
In closing, I describe several avenues along which the work of this thesis could be ex-
tended. While the work described in chapter 1 examined measures of controllability and
confined its analysis to single brain areas, analysis of the co-recorded activity from multiple
brain areas allows for the analysis of how population activity in one area communicates with
or is controlled by activity in another area. There are currently several proposed mechanisms
by which brain areas communicate [154], including the idea of communication through coher-
ence [155] and the use of communication subspaces [156]. While rigorously establishing the
mechanism of causal effects by one brain area on another requires perturbation experiments
wherein one area is activated or silenced, there is in parallel a need to develop statistical
methods that can identify the coupling between high dimensional population recordings.
The transfer of information between dynamical systems is a necessary component of the
control of one dynamical system by another. Paralleling the development of dimensionality
reduction methods to identify feedforward and feedback controllable subspaces in chapter
1, a promising research direction is to develop dimensionality reduction methods that can
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distinguish between feedforward and feedback communication across multiple co-recorded
brain areas. To do so, I propose using the directed information (DI) [157] as the objec-
tive function for dimensionality reduction. Directed information, closely related to measures
such as transfer entropy and Granger causality |158], is a measure of (directed) information
transfer between dynamical systems and plays a fundamental role in the theory of commu-
nication over channels with feedback. In the case of linear stochastic systems, the existence
of DI in one or both directions between two brain areas is equivalent to testing for the
absence or existence of state feedback [159]. Using this fact, a dimensionality reduction
algorithm immediately suggets itself. Intuitively, the joint activity within two co-recorded
brain regions (denote as W;(¢) and Wy(t)) is composed of purely local dynamics, feed-forward
interaction subspaces (FFIS) directed from one area to another, and a shared feedback in-

teraction subspace (FBIS). An interaction subspace is comprised of subspaces in both areas
[UW,(t), VUs(t)]. An algorithm to identify the FFIS and FBIS takes on the following form:

(1) Find projections Uy, V; applied to Wy (¢) and Wy(t) respectively, such that the dynam-
ics in the projected subspace maximizes the total DI from Wy(t) to Wao(t): DI(U;U4(t) —
Vila(t)).

(2) Find a second pair of projections Us, V, applied to W (t) and Wy(t) respectively, such
that the dynamics in the projected subspace maximizes the total DI from Wy(t) to Wy (t):

(3) The FBIS between Wy (t) and Wy(t) is defined by the intersections [Uy N Uy, Vi N V3.
These are the subspaces with bi-directional information above and beyond self-predictive
information within an area. Correspondingly, the FFISs from Wy (¢) to Wy(¢) and Ws(t) to
U, (t) contain the complementary DI that is unidirectional, and are obtained from the inter-
sections [Uy NUS, Vi N V] and [Us N US, Vo N VY], respectively (S¢ denotes the complement
set to §). These FFISs contain DI that is strictly from one area to another, excluding the
FBIS. These definitions formalize the intuitions described above.

The decomposition of co-recorded brain areas into FBIS and FFIS would significantly
enrich the idea of communication subpaces. Analogously to FCCA, the use of linear projec-
tion matrices permits the identification of the single neurons important for mediating the
dynamics within the respective subspaces. An interesting analysis would therefore be to
compare the subspaces and single neurons involved in inter-area communication across areas
with those involved with feedforward and feedback controllable dynamics within areas.

There are also numerous further directions to pursue regarding the relationship between
anatomical structures of neural circuits arising from Dale’s Law and the ability of these
circuits to be controlled. In particular, a widespread observed feature of cortical circuits
is that excitatory subnetworks on their own are unstable; the rapid action of inhibition is
required to maintain overall stability in response to input perturbations [160]. Inhibitory
circuits therefore serve as a local feedback controller for excitatory subnetworks, balancing
these latter circuits’ sensitivity to inputs with homeostatic regulation. The fact that many
circuits in cortex are inhibitory stabilized may have consequences for their ability to be
controlled under feedback. In control theory, the stabilization of an open loop unstable
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system gives rise to an overall system that possesses non-minimum phase characteristics
[161]. In turn, there are well known fundamental limitations in the feedback controllability
of non-minimum phase systems [162]. This raises the possibility of tradeoffs that cortical
circuits must make between feedforward sensitivity to inputs and controllability via top-down
feedback. These tradeoffs could be investigated in models informed by the increasingly well
resolved patterns of local connectivity between excitatory and inhbitory cell types [105,/163].

One widely believed computational role played by feedback within cortex is to enable
the predictive coding of sensory inputs. In this normative model of hierarhical sensory
processing, a generative model of the external world emerges as higher processing layers
learn to predict the activity of lower processing layers in response to stimuli [73]. In the
parlance of control theory, predictive coding is a model of hierarchical output regulation
or stabilization around quiescence. It is a well known fact in control theory that output
regulation, or what might alternatively be called distubrance rejection, requires that the
controller contain an internal model that can effectively simulate the dynamics of the external
disturbance system [7]. In fact, the presence of an internal model is both necessary and
sufficient for robust regulation across both linear and nonlinear systems [164-166]. This
connection suggests a novel mechanism for predictive coding through the feedback control
of population dynamics. Internal models of the external world may be learned by cortex
serving as a homeostatic regulator of the collective dynamics of lower levels of processing.

This framework could dispense with a key challenge faced by traditional predictive cod-
ing models, which posit that prediction and prediction error computations are performed by
specialized single neurons [167]. To date, experimental evidence for these neurons has been
scant. Predictive coding through population level feedback control would not necessarily re-
quire such neurons, as internal models could be encoded in a distributed fashion. Prediction
errors would be subsumed by residual output firing, which would also be distributed across
the population of output neurons within a processing layer. Such a reframing of the compu-
tation to occur through population dynamics mirrors the transition made in motor control,
where models in which individual neurons tuned to particular kinematic variables have given
way to computation through population dynamics [24]. Population level predictive coding
also suggests a normative role for feedback controllable dynamics within sensory cortex, as
one interpretation of these dynamics is that they require controllers of low complexity to
regulate. In a hierarchical setting, structuring dynamics to be feedback controllable could
help control the implementational cost of top down regulation in deeper layers. A simple
computational study in which these ideas could be instantiated would involve training an
RNN to serve as a regulator for the dynamics of another RNN perturbed by an external
stimulus. During training, the emergence of an internal model could be tracked by peri-
odically decoupling the controller RNN, stimulating its open loop dynamics and applying
information bottleneck approaches [168] to identify subspaces predictive of the open loop
dynamics of the controlled RNN.

Predictive coding is just one of many proposed normative theories of sensory processing.
Others include, but are not limited to, the infomax principle [169], sparse coding [3], and
predictive information coding [4]. While theories abound, a key challenge remains adjudi-
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cating which of these normative theories provides a better characterization of experimentally
recorded neural responses. Ideally, one could construct a hypothesis test that would deter-
mine, at a particular level of statistical significance, whether observed responses were optimal
according to a particular normative theory, and further design stimuli that would maximally
discriminate between competing hypotheses. The framework proposed in chapter 2 to place
functional constraints on maximum entropy models provides a means of constructing null
distributions for these hypothesis tests. Similarly to |170], to each normative theory, one
could formulate an energy based model for observed neural responses that in addition to
modelling low firing rate statistics, contained a term penalizing suboptimality according to
each normative theory. For example, a model corresponding to the infomax theory would
contain a term proportional to the mutual information between the stimulus distribution
and the neural responses. Hypothesis testing could then be conducted via likelihood ratio
comparison of models induced by competing normative theories. Such a framework could
put head to head competing first principles explanations for neural activity.

It is the hope of the author that these future directions, among others, can be pursued
in the ensuing years.
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