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ABSTRACT OF THE THESIS

Assistive Healthcare Robotics and Preference Learning

by

Bryce Woodworth

Master of Science in Computer Science

University of California San Diego, 2020

Professor Laurel Riek, Chair

Robots have the potential to revolutionize the way healthcare is delivered, particularly
with regard to improving access to it. In-home robotic assistants could be used to extend care in a
consistent, scalable, and personalized way. To realize this vision, we decompose the requirements
of such a system, propose a target architecture, and illustrate where more research effort is needed.
In particular, we focus on preference inference as a subproblem in which we aim to make direct
progress.

Current preference learning techniques lack the ability to infer long-term, task-independent
preferences in realistic, interactive, incomplete-information settings. To address this gap, we

introduce a novel preference-inference formulation, inspired by assistive robotics applications, in

X



which a robot must infer these kinds of preferences based only on observing the users behavior
in various tasks. We then propose a candidate inference algorithm based on maximum-margin
methods, and evaluate its performance in the context of robot-assisted prehabilitation. We find
that the algorithm learns to predict aspects of the users behavior as it is given more data, and that
it shows strong convergence properties after a small number of iterations. This result moves us
towards the vision of more helpful and personal in-home robotic assistants, and demonstrates the

tractability of future progress in this area.



Chapter 1

Introduction

Amidst the many rapidly advancing fronts in technology, robotics is among the forerunners
in terms of its potential to impact the world and improve quality of life [19, 64, 43]. Potential uses
for advanced robotic systems include driverless cars, surgical systems, personal assistants, and
many more [19]. As technological improvements are made, robots are becoming more capable
across a wide range of fields.

One such field is occupational therapy. The American Occupational Therapy Association
defines occupational therapy as “the only profession that helps people across the lifespan to do the
things they want and need to do through the therapeutic use of daily activities” [98]. Occupational
therapists assist clients in a wide variety of manners, including teaching children how to properly
hold pencils, helping those with traumatic brain injury to remember important information, and
ensuring that older adults interact with their home environment in a manner that is safe for them
[51]. Unfortunately, the demand for healthcare-related services such as occupational therapy is
larger than the supply of available healthcare providers [88]. Though there are many potential
future applications of robotics, in this work we will focus on concrete problems through the lens
of an occupational therapy (OT) assistant.

While it is impossible to provide every person in need with assistive living or a full-time



occupational assistant, the existence of robust and accessible robotic assistants could provide
many of them with access to higher-quality care. For example, a robot could help carry groceries
for someone with a physical impairment, give medication reminders to someone with memory-
related difficulties, or demonstrate proper form for OT-specified stretches and exercises while
providing valuable feedback. The physical nature of robots also allows them to provide users with
social interaction, which has been shown to be particularly valuable to patients with dementia
[94]. In addition, such robots could enhance the safety of their users by providing diagnostic data,
notifying caregivers or the OT of any pertinent changes in physical or mental health.

Despite these potential applications, robots have historically found success primarily in
environments in which they are physically isolated from humans, such as industrial assembly
lines [11]. Recently, there has been a trend towards desiring more and more autonomous systems
that work around and interact with humans. However, the kinds of designs and programming that
allowed robots to find success on factory floors do not extend well to robots that need to work
closely with humans. In particular, such systems need to have an understanding of the humans
they are working with in order to be safe around them and successfully perform interactive tasks
in dynamic environments [80].

One large bottleneck in building interactive robots is that such systems will need to be
adaptive, meaning they personalize their interaction to individual users over time. Humans
differ in capabilities and preferences in nuanced and often dramatic ways, and an interactive
strategy that works well for one human may be ineffective or even counterproductive for another
[41]. In addition, humans have a strong intuitive notion of individual idiosyncrasies, and this
understanding is crucial for our interactions and our ability to coordinate on problem solving
[23]. In order for robots to provide engaging and socially interactive behavior, they must have an
understanding of such personalized adaptation. While this is true of all sufficiently interactive
robots, it is especially critical in the realm of occupational therapy, in which we expect to see

high variance in the capabilities and preferences of the users as well as high sensitivity to unsafe



or counterproductive behaviors caused by misunderstandings.

Currently there are several commercially successful (but non-robotic) products that serve
as personal assistants. These include personalities embedded in mobile devices as well as those
built into immobile standalone hardware [10]. Examples of these assistants include: Apple’s
SIRI, Microsoft’s Cortana, Google’s Google Now, and Amazon’s Alexa. However, while these
products can successfully service a limited range of user requests, they are not sufficient to meet
broader needs, such as those outlined above for occupational therapy. In particular, such systems
are immobile, cannot give physical demonstrations of tasks, cannot carry out physical tasks, and
are usually not equipped with the kinds of sensors we want for observing and interacting with
their human counterparts. Jeong et al. provide further empirical evidence that physical robotic
systems are better suited to providing healthcare support than virtual characters [49].

There has been some research towards extending assistant technology to the realm of
personalized robots that can meet the wide range of potential tasks demanded by applications
such as occupational therapy. For example, Saunders et al. [85] developed a home assistant
robot that allowed the user to build up a set of actions to be taken when logical conditionals
were met, and add condition-action sets in real-time. Kidd and Breazeal [50] demonstrated
a robotic weight-loss coach with limited adaptability based on responses to survey questions.
Others created a therapeutic game system for stroke patients based on the Microsoft Kinect, which
adapted to users through the use of a calibration phase to infer the user’s range of motion [55].

Despite the successes of these assistive systems, many are still insufficient for tackling
the applications in adaptive robotic healthcare we are interested in. In particular, there is a need
for systems amenable to programming by non-experts to perform a wide variety of tasks. Many
of these tasks will not be easy to specified by logical conditionals on simple environmental states,
and a more comprehensive input system is needed. Additionally, we desire a robust mechanism
for user-adaptation that functions well under real-world constraints. The system should not

require the user to manually specify all of their activities and preferences, should understand that



preferences can shift over time, and should work in domains for which no simple calibration

exercise exists.

1.1

1.2

Contributions

The contributions of this work are as follows:

Providing a roadmap: We present a more complete roadmap that specifies the open
challenges to building a usable in-home robotic assistant, particularly in occupational

therapy.

Defining an architecture: We provide architectural proposals for solving the problems
laid out in the above roadmap, and successively decompose and analyze the components

that do not yet exist to expose gaps in understanding.

Formalizing adaptivity: We narrow in on a subproblem in adaptivity and user-modelling,

and introduce a formal framework to model it.

Proposing solutions: We describe why existing work does not satisfactorily solve this

adaptivity framework, and introduce algorithmic solutions.

Empirical validation: We test one of our proposals in a real-world occupational therapy
environment with a physical robot and human users, demonstrating the efficacy of our

approach.

Thesis overview

The rest of the work is organized as follows:

Chapter 2 explores relevant existing work and how it ties into the goals of an adaptive,

in-home, OT assistant.



e Chapter 3 further solidifies the design goals, proposing and motivating an architecture to

give more concrete steps on what work needs to be done.

e Chapter 4 formalizes the preference inference problem that we are attempting to address,

and introduces solutions.

e Chapter 5 discusses empirical experiments that test the efficacy of one such inference

algorithm.

e Chapter 6 concludes and indicates directions for future work.

1.3 Publications

Some of the work presented in this thesis, particularly the text in Chapters 4 and 5 and
Background sections 2.3 and 2.7, was published as a paper in collaboration with Francesco Ferrari,
Teofilo E. Zosa, and Laurel D. Riek:

Woodworth, B., Ferrari, F., Zosa, T., Riek, L.D. (2018) "Preference Learning in Assistive
Robotics: Observational Repeated Inverse Reinforcement Learning” In Proceedings of Machine

Learning for Healthcare (MHLC). [Acceptance Rate: 19%] [102].



Chapter 2

Background

This chapter discusses existing work relevant to the construction of assistive robotic
systems. Section 2.1 gives an overview of assistive robotic approaches. Section 2.2 discusses
reinforcement learning, the primary formalism for agents that interact with their environments.
This is extended to inverse reinforcement learning in section 2.3, which studies agents that reason
about other agents. Active learning explores systems that can choose which questions to ask
for more clarification on, and is discussed in section 2.4. Section 2.5 discusses existing work in
understanding human workflows. Further discussion of a concrete application area is provided
in section 2.6, which discusses automatic tutoring systems. Section 2.7 covers existing work
on systems that can understand the difference between global preferences and task-dependent
preferences. Finally, section 2.8 discusses important problems in robustness and safety as they

relate to these systems.

2.1 Overview of Assistive Robotics

While there is not currently a unified approach that meets the demands of an adaptable
robotic assistant, there is existing work that has tackled narrower versions of the problem.

Examples of this include the embedded personal assistants discussed in Chapter 1. In addition



to this, there is some existing work explicitly on home robotics. For example, Saunders et al.
demonstrate a robotic assistant integrated into a smart home filled with relevant sensors [85]. The
assistant has two user-input modes for adaptability: “teaching”, which involves specifying a series
of if - then conditions, and “showing”, which involves presenting a new label and demonstrating
the activity it represents. While successful in its application domain, the architecture only
understands the state based on specific home sensors, and its adaptability formulation requires
new understanding or behavior to be explicitly input by the user. We desire to work towards
systems that can operate successfully in any home, and which do not require the user to be willing
or able to directly teach it how to operate.

Kidd and Breazeal demonstrate a different kind of robotic assistant that focuses on long-
term social interaction in the context of weight loss [S0]. The robot primarily uses a text-based
conversational system that encourages the user to log their diet and exercise, and walks them
through the logging process with small talk. After a verbose introductory phase, it calculates
a binary relationship status by asking the user questions each day, which modifies dialogue.
The authors found that having a system that had varied conversational structure and eyes that
appeared to look at the user led to greater success (measured in affinity and actual weight loss)
than pen-and-paper logging. In the context of occupational therapy, these results lend credence to
the hypothesis that users will be better served by personalized, social robotic interaction than by,
for example, receiving reminders on a smartphone.

Another approach that explicitly targets healthcare is presented by Lange et al. in the
context of physical rehabilitation [55]. Their system aids in rehabilitation when close personal
interaction with a therapist is infeasible due to a shortage of rehabilitation specialists. They
gamify the motions used in the rehabilitation by creating a simple gem-collecting game displayed
on a screen, with the user interacting through a Microsoft Kinect. The system can adapt to users
through an initial calibration phase that asks the user to perform a motion and uses this to calculate

their range of motion, placing the gems accordingly.



There has also been work on directly training or assisting healthcare professionals.
Moosaei et al. [67] build a robotic patient simulator with facial pain perception, for use in
training clinicians, while Moharana et al. [65] introduce a paradigm in which robots are trained
to assist informal dementia caregivers. Taylor et al. [96] target an application with robot-assisted
coordination of clinical teams of nurses.

Igbal et al. [44][45] explore a method of adaptivity for human-robot teaming. They
demonstrate algorithms that allow a robotic system to understand temporal patterns in human
activity and adapt accordingly. This was validated in the context of a human dance routine that a
robot would dynamically understand and join. Further work by Igbal and Riek extends this to the
case of a collaborative human-robot drumming scenario [46] and human-robot handovers [47].

For a further survey of existing applications of robotics in rehabilitation, see Luxton and
Riek [61]. As a more forward-looking take, Lee and Riek perform a study on the currently-unmet
potential for robots to promote successful aging [56].

While these approaches successfully address various aspects of the full problem, we will
have to build on them with work from many other disciplines in order to create a robot for robust

and adaptable in-home occupational therapy assistance.

2.2 Reinforcement Learning

Reinforcement learning is a learning paradigm in which an agent learns through inter-
actions with the environment that lead to rewards [91]. In a given timestep, the agent selects
an action to take in the environment. Based on this action, as well as the previous history of
everything in the environment, the environment will provide the agent with a reward signal and a
set of observations. For tractability, environments are generally modelled such that the relevant
parts of their history is encapsulated in a single “state” variable. Altogether, in this framework the

environment has a state, an agent chooses an action to perform, and this causes the environment



to update to a new state and provide the agent with observations and a reward.

The goal of a reinforcement learning agent is to maximize the cumulative (discounted)
reward it achieves in the environment. Doing this generally requires a combination of exploration,
in which the agent takes unfamiliar actions in order to learn about the environment, as well as
exploitation, in which the agent takes actions it knows to be good in order to maximize reward.
Reinforcement learning is a particularly promising framework for acting in complex environments,
as it is generally easier to specify some general reward function over states than it is to specify
whether an action is “correct” or not as in supervised learning.

There is an inherent trade-off between conservative reward functions, which reward only
the states in which the goals are satisfied, and more aggressive reward functions that reward
apparently promising intermediary states. The former runs into problems with tractability, as
the agent must explore huge swathes of uninformative states before ever reaching a state with
positive reward. On the other hand, the latter can encourage the agent to perform the wrong task
altogether as it collects rewards from non-goal states [91]. This is discussed in more detail in
section 2.8 on Robustness and Safety.

There are a variety of potential techniques that can provide more information to the agent
about the desirableness of states, while still encouraging the proper behavior. For example,
Jaderberg et al. [48] propose an agent that looks for pseudo reward signals in the environment
that are good predictors for the eventual reward. This allows the agent to use environmental
heuristics - such as score, location, or items - to indicate which intermediate states are more or
less promising than others. With this modification, the authors show a 10x reduction in training
time with a 3% (Atari) to 50% (3D labyrinth) improvement in score over a standard deep learner
(A3C LSTM) without the environmental indicators.

Another option is to leverage human expertise by incorporating implicit information from
a human observer as part of the reward function. As one example, Broekens motivates the usage

of affective facial expressions as an augmentation to the reward signal [21]. They argue for an



agent that can estimate the valence associated with a human observer’s facial expression, which
may provide crucial additional data about the agent’s performance. Since humans rely heavily
on inferred facial affect in daily social interactions [29], we may expect that robots will also
benefit from this information. Broekens further demonstrates an agent which uses an estimate of
facial affect as an additional reward parameter. This agent is able to learn faster in a simplified
setting than an agent which does not take affect into account, providing empirical credence to the
usefulness of incorporating data from human observers.

An implicit system (such as one involving inferred facial affect) has the advantage of
being a natural reward signal in cases where the goal is maximizing a human’s preferences. In
many nontrivial tasks, a human may not be willing or able to provide explicit per-action feedback
to an agent, and in this case implicit signals are the only option. However, it is inefficient to rely
only on implicit feedback when other alternatives are available.

Alternatively, human evaluators may specify the reward function explicitly. Thomaz et
al. [99] explore what kinds of reward signals non-expert humans provide to a robot when they
are attempting to teach the robot how to perform a task. They found that humans tend to give
rewards not just based on whether the current state satisfies the goal, but also based on predicted
future actions; they attempt to use the reward signal to guide the robot. Another finding was that
humans build up intuitive models of the underlying learning algorithm, which they use to adapt
their reward signal over time. Although having humans explicitly provide all reward signals can
lead to robust and self-correcting behavior, it is infeasible to have a human observe and evaluate

every action taken during training and deployment of an agent.

2.3 Inverse Reinforcement Learning

Inverse reinforcement learning (IRL) is the problem of attempting to infer the reward

function being optimized by an external agent [68]. Once the reward function has been learned,
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one can then use a standard reinforcement learning algorithm to choose a course of action that
maximizes the reward in the current context. The modelling of agent motivations is in contrast to
behavior cloning, another approach to learning from another agent. In behavior cloning, the goal
is to directly infer a policy that most closely matches the observed behavior [100].

Unlike behavior cloning, inverse reinforcement learning agents attempt to explicitly model
the reward function of the other agent. That is, instead of attempting to find a policy that mimics
the other agent’s actions, the goal is to find the reward function that led to those actions. If the
inferred reward function is accurate, the agent can better generalize to environments that are
dissimilar to the ones for which it has expert demonstrations. However, IRL assumes that the
external agent is behaving optimally with respect to its reward, which does not hold for humans
[84]. In addition, it suffers from problems of underspecification, as there are infinite reward
functions that could lead to a particular set of observed actions [68]. For example, the uniform
reward function causes every possible trajectory to be optimal, and thus will always be included
in the hypothesis set.

The combination of suboptimal demonstrations and underspecification pose a serious
problem for IRL. Because of underspecification, any given behavior will be optimal with respect
to many potential reward functions. With suboptimal demonstrations the true reward function
will likely not even be in that set of candidates. Ng and Russell attempt to address this problem by
adding in heuristics that favor some reward hypotheses over others [68]. These include a penalty
on overly-general reward functions that are satisfied by many observations, as well as a penalty
on reward functions that highly reward too many states. These heuristics encourage the inferred
reward function to be both simple and specific, and can make the optimality constraints soft so
that the agent will favor a simple and specific but slightly suboptimal hypothesis over a vague,
general, and optimal one.

One can further expand the practicality of IRL by allowing an agent to learn from failed

demonstrations as well as successful ones. As humans regularly learn from experiences of failure
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(e.g. in the realm of mathematics, see Tall [93]), the intuition behind this approach is to allow
robots that same affordance. This allows the robot to learn not only about a narrow set of cases
involving success, but also about a variety of potential failure modes to avoid. Thus they can
directly rule out overly-general reward functions that predict success everywhere, such as the
uniform reward function, as it fails to predict that the observed demonstrations constitute failure.

A more specific formulation is cooperative inverse reinforcement learning (CIRL)
[40]. In this setting, a human (H) and robot (R) are in a reinforcement learning setting where
both agents are rewarded according to H’s reward function, but R does not initially know what
H’s reward function is. This way H makes a tradeoff between directly maximizing the reward
themselves and taking actions which more effectively communicate the reward to R so that R
can render more effective assistance, depending on what they expect to maximize their own
reward. This formulation has the benefit of treating the human as part of the optimization process
rather than just part of the environment, allowing it to model how humans can adapt to the
robot’s behavior while teaching them. However, the downside of this is that optimal behavior
requires the human to understand the robot’s algorithm and current beliefs, and select actions to
maximize the robot’s information. For a non-expert human who only knows how to teach a task
by demonstrating it, CIRL reduces to standard IRL.

Inverse reinforcement learning techniques are often used to teach robots to perform
human-like motions. In this context it is commonly referred to as inverse optimal control, which
addresses the same problem but from the formalism of optimal control [57]. Work that uses these
tools has successfully taught robots to grasp objects [37], backflip [25], and walk [27]. While
successful, work along this front tends to focus on lower levels of abstraction, such as fine-grained
motor movements. More work is needed to extend this work to larger environments with complex

objectives requiring high-level planning.
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2.4 Active Learning

Active learning is the branch of machine learning that deals with giving the learner
unlabelled data and letting it choose which data points will have their true label revealed; See
Settles for a review [86]. This paradigm is primarily useful when one has a large quantity of
unlabelled data at our disposal, but evaluating the label for any given data point is computationally
expensive. In the the field of robotics, a robot may quickly generate many potential plans or
trajectories for satisfying a given goal. Since in this case it is generally not straightforward to
evaluate the relative promise of a trajectory without directly interacting with the environment,
one can generate hypothesis trajectories much faster than one can evaluate them, leading to the
necessity of carefully selecting which trajectories to prioritize.

In many cases a human will be the one providing feedback to the agent. As discussed in
Section 2.2 on reinforcement learning, it is infeasible to expect a human to manually provide
feedback for all potential data points. Active learning ameliorates this by significantly reducing
the amount of labelling that the human has to perform, instead relying on clever choices of which
data to label.

Reinforcement learning can be augmented with the ideas from active learning in a couple
of ways. For example, Epshteyn et al. [33] propose active learning as a mechanism to handle
possibly misspecified transition probabilities. In their system, the expert-specified environmental
dynamics are not used to directly optimize the reward, but are instead used as a blueprint for
autonomous exploration to determine the true dynamics through observation. Sensitivity analysis
is employed to prioritize exploration, so that actions whose dynamics the reward function is most
sensitive to are sampled first.

Another option is to treat the reward function itself as uncertain, and then use active
learning to improve the agent’s understanding of the reward. This is particularly relevant when the

reward function is based off of some human’s difficult-to-formalize intuitive goals. Additionally,
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in many cases such goals are vastly simpler to identify than to directly demonstrate, meaning
approaches such as IRL and imitation learning are insufficient. This can happen for a variety of
reasons, notably when the human is a non-expert or when the robot’s morphology is sufficiently
different from the human’s that trajectories cannot be easily mapped between them.

One example of such a system was designed by Zhang [107]. In that work, the authors
propose a design in which a human is presented with groups of trajectories, and is asked to select
the trajectory from each group that best satisfies their goals. The robot selects a group of policies
that approximately maximizes the expected value of information of the query, such that knowing
the answer to the query maximally increases the expected return. Thus, like Epshteyn et al., they
maximize the expected impact of the query, rather than the expected information gained from it.
High uncertainty about an irrelevant part of the reward function is not given significant weight.

Christiano et al. extend this with a similarly motivated approach that involves learning to
perform a task solely by selectively querying a human for preferences over a pair of trajectories
[25]. In this architecture, a deep neural network is used to maintain an estimate of the reward
function, which is updated through asynchronous interaction with the human, while another
reinforcement learner learns a policy based on the estimated reward function. Their approach
queries the human on less than 1% of interactions with the environment, and successfully learns a
variety of atari and simulated robotic manipulation tasks. Their system performs as well or better
than a reinforcement learner given access to the predefined underlying rewards. It also has the
benefit of robust self-correction, as opposed to predefined heuristics encoded in reward functions
which can lead to optimizing the wrong behavior [91].

Active learning techniques have also shown promise in robotic contexts. For example,
Cohn et al. [28] demonstrate active learning techniques for learning the dynamics of a robot
arm. Ribes et al.[79] use active learning in a robotic musician attempting to learn how to imitate
musical patterns. Additionally, Gordon and Breazeal [39] apply these techniques in building a

social robot for tutoring children in word-reading skills.
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King et al. [53, 52] extend active learning beyond the context of getting answers from
a human. They propose a “robot scientist” capable of performing experiments related to gene
functioning in yeast. The robot comes up with hypotheses based on its current state of knowledge,
and uses active learning techniques to choose which hypothesis to test in a robotic lab environment.
This experiment selection process is shown to be competitive with human performance, and

significantly improves upon simple heuristics.

2.5 Workflow Detection

When performing complex, long-term interactions with a human, robots will need some
mechanism for understanding what the human is doing and estimating their next actions. One
approach towards addressing this is activity detection [3], which seeks to understand human
activities based on sensor readings. Particularly relevant to the current work is a subset of activity
detection known as workflow detection. In workflow detection, a “workflow” is a structured
temporal pattern of tasks (or phases), and the goal of workflow detection is to take as input the
workflow topology and a series of observations and output the phase of the workflow that each
observation represents [73]. A successful application of workflow detection would allow the
robot to be better equipped to understand not only the activity they are performing right now,
but also the larger pattern that it fits within and how this relates to the human’s goals. Such an
understanding would enable the robot to interact more appropriately and to better aid the user.

A recurring problem in workflow detection is building up a robust state representation in
the face of occlusion and other object tracking issues. Padoy et al. [73] address this by foregoing
tracking of individuals altogether in favor of a global state descriptor. This approach was found to
be successful in the context of an operating room surgery, as focus was always centered around
the patient.

In other contexts, such a global state descriptor is insufficient, and alternative solutions
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are needed. Arbab-Zavar et al. [8] propose using overhead cameras to avoid issues of occlu-
sion, allowing them to provide a localized workflow model that can detect multiple concurrent
workflows for different individuals. Alternatively, Stauder et al. [90] detect workflows using
only instrument usage data, circumventing the entire issue of detection at the cost of additional
necessary sensor data. As discussed in Section 2.1, Saunders et al. [85] show this technique can
work in an assistive robotics context, as they relied on sensor data from a smart home filled with
Sensors.

Most approaches to workflow detection use hidden markov models (HMMs), or some
variant thereof, as the tool for analyzing time-series observation data, which requires the spec-
ification of well-behaved states and features. Since this can be difficult to specify in complex
environments, Cadene et al. [24] propose the use of a residual neural network architecture. This
has the benefit of discovering its own state representations from pixel data, rather than requiring
expert-defined states and features. However, as is generally the case with neural networks, it is
difficult to discern what aspects of the input image caused the network to output a certain phase,
making it difficult to understand and to debug.

The particular goal of in-home robotic assistance presents its own challenges and opportu-
nities as it relates to workflow detection. First, while smart devices are becoming more ubiquitous,
many homes will likely continue to be devoid of sensors, and we desire our OT assistant to be
operable in surch circumstances. Thus unlike [90] and [85], we cannot rely wholly on external
sensors to handle our state formulation, though they may be a useful addition when available. On
the other hand, such robots are often expected to interact with only a single user at a time, making
tracking and detection easier. Face-detection algorithms can distinguish between differing users,
which can be easily trained in a calibration phase while the user is being introduced to the robot.
In single-user cases the robot may be able to identify the user simply by what house they are
in. It is important to take these unique detection considerations into account when designing an

in-home robotic assistant.
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While there are many promising existing approaches, more work needs to be done before
they are robust and generalizable enough to rely on for our robot’s interactions, which are subject
to very high expectations of safety and reliability. The surgical and industrial settings studied
to date consist of very well-defined and consistent tasks. Some home tasks may have similar
characteristics, but many involve a more dynamic and less well-defined environment. As one
example, a cleaning task may vary greatly from user to user, as each user performs different types
of activities in their workflow, with different tools, in different orders. The robot cannot assume
the user will always follow a single pre-defined workflow topology in these cases. A more robust
and flexible workflow detection solution would greatly enhance the interactive capabilities of
robots, and even partial solutions may provide benefits as long as their shortcomings are well

understood.

2.6 Automatic Tutoring Systems

A primary goal in human-robot interaction is learning about users over time. One specific
domain in which this problem has been addressed is automatic tutoring systems, which attempt to
provide a personalized curriculum that most effectively teaches a subject to a human user. An
integral component of this goal is inferring the current level of understanding of users as well
as how they respond to various types of information presentation, so the system can select and
present information in the best way to teach each individual user. Recently, emphasis has been
placed on inferring the user’s learning style, based on the empirical stability of this trait and
trends in the psychology literature [5].

One difficulty in preference inference that occurs when inferring learning styles is the
difficulty of getting ground-truth data to update the models. If we do have access to reliable
ground-truth information in the form of training data, we can use supervised learning approaches,

such as the neural networks used by Bernard et al. [17]. In their case, they used the output of
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a well-validated learning style questionnaire to provide the feedback for their model. Another
approach, advanced by Dorg¢a et al. [30], is to evaluate the performance of students through
testing in order to determine how performance correlates to the assumed learning style. In their
study, they evaluated a reinforcement learning model that received rewards based on how well the
user empirically demonstrated understanding.

Gordon and Breazeal [39] demonstrate the usefulness of inferring a student’s current level
of ability, rather than their learning style. They created a robotic system that encourages the
student to create a story and help “teach” the robot how to read. The robot selects one word out of
a set to present to the child, using techniques in active learning as discussed in Section 2.4. The
system is able to accurately infer the student’s reading ability, and use this knowledge to create
a personalized tutoring approach that yields more uniform results across age and initial-ability
ranges than an alternative, randomized approach.

Regardless of approach, there are two components in personalizing to a specific user
in an adaptive system. The first of these is user-modelling. In the case of inferring the user’s
learning style correctly, many approaches achieve accuracies of 70-80%, measured by taking
survey results as ground-truth [17]. As inferring learning style typically just requires selecting
or ranking 4-7 potential categories, this level of performance is lower than we would like for a
robust human-compatible assistant. While imperfect, these methods are likely sufficient to enable
significant improvements over non-adaptive systems.

The second component of personalization lies in incorporating the user model in a way
that better satisfies the goals of that particular user. There are currently “no proven recipes”
for applying inferred learning styles to adaptive tutoring systems, with few success stories of
applications in real-world tutoring [22]. This holds despite the fact that tutoring is a reasonably
well-studied subset of the full set of domains in which artificially intelligent systems may assist
humans. That is, there is pre-existing expert-defined information about learning styles, such as

bug libraries — collections of well-known learning roadblocks — that can be taken into account
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in the models [103].

These two steps (which will likely be profitably intertwined) are necessary in any adaptive
system. More work needs to be done both in improving the performance of automatic tutoring
systems as well as in extending these results to the domain of robotic assistants, in which we
cannot rely as heavily upon existing expert models for all interaction. The difficulties encountered
in tutoring, particularly in usefully applying inferred learning styles, is likely indicative of further
difficulty in adaptively utilizing a more comprehensive user model. Still, the results of this
field are cause for optimism that we can infer reliable user models just from observed behavior.
Through analogy to tutoring, user modelling should be the first area of focus for building an
adaptive robotic assistant, as there is likely more low-hanging fruit and better models will improve

our ability to evaluate the performance of a method of utilizing such models.

2.7 Inferring Global Preferences

Normally when we talk about preferences in the context of machine learning, we talk about
preferences over policies (or preferences over trajectories, from which we can infer preferences
over policies). This leads to the problem of inferring an optimal (or pareto optimal) policy
through stated preferences between trajectories, in a similar vein to some of the work discussed
in the section on active learning. There is much research geared towards answering this problem
[25, 20, 106], but this work is generally in the context of what we shall call local preferences;
that is, preferences over policies in the context of a single well-defined task. A somewhat distinct
goal is to infer a global model of the user’s preferences.

In the context of interactive robotics, we desire our system to model the user in such a way
that it can personalize many interactions to the user over a long period of time. As such, we are
trying to model task-independent properties of the user that distinguishes them from other users,

rather than just what they want to see in this given context. Such a user-specific, task-independent
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model is what we refer as a global model of the user. A desideratum of a long-term adaptive
system is to build up global models of the user in terms of capabilities (what they can do) and
preferences (how they would like to be interacted with, and how that influences the perceived
successfulness of an interaction). For now, we focus on the problem of inferring preferences,
which is discussed more starting in Section 3.5.

Some of the work done on inferring local preferences for given tasks may also be relevant
for inferring global preferences. For example, formalizations of preferences and their potential
relations to utility functions, such as those provided by Wirth and Fiirnkranz [101], can also
be applied to global preferences. They describe a distinction between preference-learning
systems that rely on explicitly modelling the preference relation over policies, and systems
that indirectly model this relation through inferring an underlying utility function (which is a
non-stationary reward-like function that maps policies to numeric utility). They also discuss
methods of translating between preferences over trajectories, which we can actually query users
for, and preferences over policies, which is what we ultimately want since the goal is to define a
policy that will work with any initial environment. While motivated in the context of inferring
local preferences, the methods are just as applicable to modelling global preferences, given the
ability to differentiate between task-specific preferences and task-independent preferences.

A good example of how to do this kind of differentiation is provided by Amin et al.
[6] with repeated inverse reinforcement learning (RIRL), in which we apply IRL over many
distinct tasks. In this framework the agent knows all of the task-specific rewards, but we assume
that the human’s true reward function (which determines their behavior) is the sum of this task-
specific reward function and a user-specific reward function shared among all tasks. Such a
task-independent reward function can be used as the formalization of a user’s global preferences.

The goal of their work is to infer and imitate the behavior of a human expert. In this formu-
lation the expert observes the robot’s actions and notifies it if any action is sufficiently suboptimal

according to the human’s true reward. The expert then provides an optimal demonstration from
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the state in question, allowing the robot to update its estimate of the human’s task-independent
reward function. The main result of their work is an updating procedure for the task-independent
reward function, which has provable bounds on the number of times the human will have to
intervene, given assumptions about the correctness of their formalism.

There is good reason to expect this task-independent term in a human’s effective reward
function. In their paper, Amin et al. motivate this by noting that in all tasks that a human performs,
they may act according to intrinsic goals about health, security, adherence to law, etc., even when
this is not directly part of the task they are undertaking. Russell and Norvig [83] also point out
this consideration in the context of a robot planning a path: if the fastest way to get somewhere
involves knocking over a vase, we don’t want the robot to take that path, even though we didn’t
specify ahead of time that “vase-safety” is part of the reward for path planning. These preferences
are likely shared by most humans, but there are also task-independent preferences that may differ
widely between specific humans, such as what kinds of music they enjoy or whether they are
bothered by receiving reminders while reading.

One notable related result is that, although we can provably bound the number of times
the robot will surprise the human, in the general case we cannot make any guarantees that
we will learn the human’s task-independent reward to any particular degree of fidelity. Rather
than a shortcoming of the approach, this is simply due to the fact that in settings where we
cannot arbitrarily select tasks for the human to evaluate, we may never encounter a task that
disambiguates the reward for a given state. This is not a problem in the context of having the
robot perform tasks according to the human’s preferences, as the only way we will be unable to
decide between two potential reward functions is if no task we encounter is noticeably affected by
the difference between them. However, in the context of healthcare robotics, we may wish to infer
effective preferences for diagnostic reasons, to provide relevant updates on physical and mental
health. If this is the case, we may propose suitably informative tasks for the human to perform,

and Amin et al. prove that, if the user is cooperative, we can recover the actual task-independent
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reward in a number of tasks logarithmic in the desired precision.

While amenable to provable guarantees, the procedure by which the human is assumed
to reliably intervene and demonstrate optimal trajectories from a given state is unrealistic in the
healthcare domains we are interested in. In our case, the task the robot is trying to perform may
at least be partially specified by external experts, such as prompting an interactive session in
which the robot teaches the human a new exercise. The user is not expected to be expert enough
to teach the robot how to teach them the exercise, and is not expected to be observing the robot
closely enough to be able to detect the point of divergence into suboptimal behavior even if they
are familiar with the task the robot is performing. Thus, while a useful candidate formalism for
global preferences, this approach is not by itself sufficient to solve the global preference inference
problem in our domain.

A separate idea for building user models is to incorporate results from psychology, similar
to the way pre-existing expert knowledge was incorporated into intelligent tutoring systems. For
example, Evans et al. [34, 35] build models that incorporates knowledge of several kinds of
human biases and suboptimalities due to bounded reasoning, such as time inconsistencies and
incorrect beliefs. This knowledge allows the system to gain a better understanding of a human’s
actions, as it is now able to learn whether surprising behavior is actually caused by the human’s
preferences being different than expected, or if it is simply an artifact of such psychological
effects.

As motivation, Evans et al. provide the example of a human trying to walk to and eat at a
healthy restaurant. Even though the human wants to eat at the healthy restaurant, if they pass by a
donut shop on the way, they may get tempted and eat at the donut shop instead. Alternatively, if
the human is aware of this property, they may go out of their way and take a longer path to avoid
passing by donut stores. Such behavior will likely lead to confusion for a standard IRL agent
observing the human, who will get conflicting evidence on whether the human actually prefers

to eat at the healthy restaurant or the donut shop. This can be avoided if the agent has a more

22



psychologically realistic user model.

There are clear benefits to providing our robot with this kind of additional data; in
particular, the models have the benefit of being both explicit and easily interpretable. This is
clearly beneficial in the context of healthcare, in which we desire both that our robots are safe
and reliable, as well as able to provide relevant diagnostic data to medical personnel. The current
trend in ML is towards less easily-interpretable architectures, such as deep neural networks, which
can have unforeseen safety problems [74] and whose internal representations can be difficult for
humans to interpret (though work is being done on this front [105]).

The cost of such a system is that it requires explicit, psychologically realistic models in
order to function. While it would be useful to extend this psychological modelling approach to
the full preference inference problem by having an explicit model of human preferences, this is
infeasible with the current state of psychological knowledge. Even if an explicit model of all
preferences is currently infeasible, our systems may benefit from the addition of specific, well-
researched psychological models, in a similar vein to Evans et al.’s work on bounded agents. With
a hybrid approach it may be possible to utilize the representational power of models such as deep
neural networks, while maintaining some degree of interpretability from explicit psychological

models.

2.8 Robustness and Safety

When designing robots to act in healthcare scenarios, it is vital to ensure that such systems
behave safely and robustly in a wide variety of scenarios. Some of the challenges in this area
can be addressed through the design of the robot itself, for example by constructing it out of
soft materials that minimize the damage caused in collisions [62]. However, other challenges
appear at the level of the robot’s reasoning and decision-making systems, and cannot be readily

addressed through hardware design choices. In this work we are primarily interested in designing
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reasoning modules for such robotic systems, so we will focus on the latter case.

In the past, intelligent agents such as robots have relied heavily on expert-specified
policies. While there were still notable concerns about systems-level security [76], such robots
did not run into many reasoning-based safety issues, as all possible behavior was more directly
specified by the human expert. However, as application domains become more and more complex,
agents will need to do more and more of their own autonomous reasoning and planning. For this
kind of autonomous robot, new classes of safety concerns become relevant, which will become
ever more important as the reasoning capabilities of artificial systems improves.

There are a wide variety of outstanding safety-oriented challenges relevant to this context.
Many such problems have been laid out in various research agendas, including those proposed by
Amodei et al. [7], by Taylor et al. [97], and by Soares and Fallenstein [89]. Problems in reasoning
can occur in various places in the design, training, and deployment of goal-directed agents. These
include biased training distributions, poor reward specification, mismatches between intended
and effective reward signals, aversion to modification, and vulnerability to adversaries.

One area of difficulty lies in the data the agent is given to train from, namely in ensuring
it is sufficiently representative of the kind of data the agent will encounter in the environment
[7, 97]. This can cause problems when the agent encounters new environments and attempts to
extrapolate a solution from insufficient information. One notable historical example of this is a
classifier trained to detect whether a picture of a forest contained tanks hidden in the trees, which
initially performed admirably, but failed spectacularly when new data was presented [31]. The
system evaluators realized that all the pictures of empty forests were taken on a cloudy day, and
all pictures with tanks were taken on a sunny day, leading the classifier to simply look at the
overall brightness of the image. When presented with pictures of tanks on cloudy days or empty
forests on sunny days, the classifier did not have sufficient data to make the correct generalization
(is there a tank), and thus extrapolated upon the wrong information (is it sunny).

There are a few approaches to addressing this issue of mismatched training data. Active
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learning can address this issue in the context of imitation learning, through the use of DAGGER,
a method of avoiding compounding errors that happen when any perturbation causes the state to
deviate in a way not present in the training set [82]. DAGGER and related methods mitigate this
problem by asking for the optimal responses to the previously-unseen states, thus expanding the
training set. In this setting, we simply aggregate all of the environmental states that our agent has
experienced and ask for demonstrations involving those states. This requires unrealistic levels of
human interaction, but more sophisticated active learning approaches exist which have strong
theoretical bounds on the number of required queries. In one such approach, the agent maintains
a set of candidate hypotheses that roughly fit the observed data, and asks for a datapoint to be
labelled based on the disparity between the predictions of these hypotheses on that datapoint [18].

Even if our agent has access to good training data, poor choices of reward functions can
lead to unanticipated and harmful actions. Clark and Amodei [26] describe a case in which a
reinforcement-learning agent that was trained to play a racing game learns to ignore human-
desired goals such as “win the race”, achieving higher reward by driving in a circle and repeatedly
hitting point-generating targets. Although it was clear to the authors what the goal of the game
was, and there was an intuitive link between rewarding score and rewarding winning races, this
still led to surprising and counterproductive behavior. Such behavior may be harmless in the
context of a game, but it would be unacceptable in medical contexts.

This problem is further exacerbated by reward shaping, in which the reward function is
modified to make it easier to learn. Consider the problem of teaching a robot how to play chess
with no prior knowledge. A natural reward function would be to give the agent a score of +1 for
being in a winning state and -1 for being in a losing state. However, if the robot initially plays
random moves in an attempt to learn the game, against any even remotely skilled opponent it will
almost always lose and observe an uninformative reward of -1, making training of such an agent
computationally infeasible.

Reward shaping addresses this by providing additional information about the game
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through the reward function. In the context of our chess robot, this may involve giving positive
reward when the robot captures the opponent’s pieces and negative reward when it loses its own
pieces. This makes the game significantly easier for the agent to learn as it gets more informative
feedback, but the robot is no longer optimizing the same reward function.

As Sutton and Barto [91] point out, the robot may learn to play a strategy that its human
designers would not approve of. For example, it may learn to capture opposing pieces and protect
its own even at the cost of losing the game. They use this example to motivate the notion that
it is improper to use the reward function to describe how to achieve the goals, with the reward
function’s only correct usage being to describe what the goals are. While an important notion,
it may be overly pessimistic: Ng et al. [69] describe a necessary and sufficient condition for
applying reward shaping in a manner that does not alter the optimal policy.

Another more subtle manner in which a robot can learn incorrect behavior is if the
reward function is computed in terms of proxies for real-world objects. This can incentivize the
robot to optimize over the proxies rather than the actual objects they are supposed to refer to, a
phenomenon known as wireheading [97].

More concretely, consider the case where our goal is to design a robot that learns how
to get the user to take the correct medication at the correct time. We desire to reward such a
robot based on whether the user successfully took the correct medication, but in our autonomous
setting there is no overseer directly providing this reward. Thus we may instead reward the robot
if its internal state estimation puts it in a state where the user has taken the correct medication.
However, this means that if the robot can manipulate its state estimation, for example by damaging
its sensors in a specific manner of swapping out all of the labels on the medication bottles to
claim they are the desired medication, then it can achieve high reward by essentially tricking
the reward function into believing it had accomplished the goal. In cases where this is easier or
more reliable than actually maximizing the intended reward (for example if the user always takes

random medication regardless of the robot’s efforts) then the robot will be incentivized to perform
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such wireheading by default.

Everitt and Hutter [36] propose a modification of reinforcement learning called value
reinforcement learning (VRL) to address the wireheading problem. In VRL, there is assumed
to be some underlying utility function, and the observed reward is based upon this but can be
modified if the agent is in a self-delusional state. The goal is not to maximize reward, but to
learn and maximize the true utility function, which incentivizes against self-deception as this
interferes with the agent’s ability to learn the utility function. Everitt and Hutter then define a
consistency-preserving VRL agent, and prove that such an agent does not wirehead.

As we have discussed, it can be difficult to define a goal for the agent that causes it to
do what we want. Thus, we would like the agent’s goals to be easily modifiable if it turns out
it behaves in undesirable ways. However, the agent will almost assuredly have instrumental
incentives to avoid being modified in this way, and an agent intelligent enough to understand this
will actively work against having its goals modified [15]. Intuitively, this is because nearly any
goal will be better satisfied if the robot is pursuing that goal than it would if the robot’s goals were
changed, and the robot’s current actions are decided entirely on the basis of what will maximize
its current goals.

A common lens through which to view this problem is in the willingness of an agent to
let itself be turned off by human overseers. Hadfield-Menell et al. [40] analyze a game-theoretic
scenario in which the robot can choose to disable its off-switch before the human overseer has
a chance to press it. Standard reinforcement learning agents are incentivized to disable the
off-switch in this scenario, but the authors show that it is possible to do better. If an agent is
uncertain about its own reward and believes that the human knows its reward better than it itself
does, it will be incentivized to allow the human to turn it off while simultaneously avoiding
incentives to turn itself off. An example of such an agent can be found in cooperative inverse
reinforcement learning, in which the robot’s reward function is identical to the human’s, but

only the human knows what the reward is [40]. Complementary work is done by Orseau and
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Armstrong, [72] who define a framework in which an agent can learn the optimal policy even in
the face of interruptions.

All of these challenges stem from inherent difficulties in correctly specifying goals, but
the problem becomes even more difficult in the presence of adversaries. As an example of this,
Behzadan and Munir [14] demonstrate a vulnerability in a common class of deep reinforcement
learning agents. For such agents, an attacker with modest abilities to influence the environment
can manipulate the agent into adopting the attacker’s own policy.

Issues with adversaries are further exacerbated by concerns for privacy. Robotic assistants
may have access to sensitive personal data about their users, which a malicious user should not
be able to recover through interaction with the robots [92]. One way this can manifest itself is in
standard security vulnerabilities, in which an attacker manipulates the system into performing
undesired behavior such as divulging private data. However, this is not the only way an attacker
can extract information; results related to differential privacy have shown that even exposing
aggregated statistical data about a large group can reveal personal data about individuals within
the group [32]. If the behavior of a robot depends upon statistical data about its users - for
example through the use of a learned prior over preferences - then care must be taken to avoid
exposing sensitive user data.

While these concerns need to be addressed when designing modules for robots that act in
safety-critical domains such as in healthcare, this is not a complete specification of the manners
in which a robot’s reasoning system may be unsafe. Notably, many problems in reasoning may
depend on the learning architecture being used, and may not materialize in other domains or even
in earlier versions of the same system. As a concrete example of this, deep Q-networks, which
are commonly used in reinforcement learning tasks, suffer from a problem that causes them to
gradually “forget” about previous experiences that they learned to avoid [59]. Agents built from
such systems may periodically repeat past mistakes, no matter how catastrophic.

As there is currently no comprehensive checklist for creating robustly safe reasoning
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for autonomous agents, it is vital that designers of safety-critical robotic systems place a heavy

emphasis on ensuring the reliability of their systems.
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Chapter 3

The Robotic Occupational Therapy
Assistant (RobOTA): Goals and

Architecture

The goal of creating an adaptive in-home robotic occupational therapy assistant is well
motivated. The world faces an aging population, most of whom would prefer to age gracefully
and independently in their own homes [63]. Unfortunately, high costs, health disparities, and
a shortage of healthcare providers make it infeasible to provide this type of care to everyone
[81, 75, 13]. In-home systems to provide occupational therapy could help address this care gap,
and, if designed well, could support care receivers, providers, and informal caregivers [81].

While the need for such a system is well-motivated, how it is embodied within technology
remains an open question. For example, what kinds of behaviors would such a robot need to
support, how might one evaluate the degree to which a particular system satisfies the relevant
therapeutic goals, how to best interface with clinicians to support end-user goals, etc. Even
when such behavioral goals are clearly stated, it is not immediately clear what research effort

is necessary to achieve them or how to incorporate disparate research results into a unified
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system. In this chapter, we clarify the goals of the project to create an adaptive, in-home Robotic
Occupational Therapy Assistant (RobOTA), and characterize the additional research work that is
necessary to build such a system.

The rest of the chapter is organized as follows. In Section 3.1, we discuss the design goals
a robotic OT assistant should satisfy, based upon our work with OT experts. We then propose
RobOTA’s architecture in Section 3.2, and discuss how such a design will satisfy our goals.
Section 3.2.1 discusses the user-context awareness component in more detail, while Section 3.2.2
concludes the architectural section with a discussion of relevant open problems.

We begin discussion of adaptivity in Section 3.3, which is the problem area we focus on
in future chapters. Section 3.4 then discusses important subproblems within adaptivity. In Section
3.5 we present a framework for user modelling, and we extend this to a formal specification of
the preference inference problem in Section 3.6. This formal framework is used to propose and
evaluate solutions to user modelling in the following chapters. Thus in the course of this chapter
we start from the overall design goals, and use them to narrow in on a single formal problem

statement that is amenable to direct work.

3.1 Defining the Goals of the System

Our intuitive, overarching goal is to design an adaptive in-home robotic OT assistant
(RobOTA). As discussed in Chapter 1, existing robotic systems are insufficient for this purpose.
In this section, we will go into more detail on what new kinds of behaviors we desire such a robot
to exhibit, and set up criteria for success. This will enable us to make more concrete proposals
and evaluate their potential.

When deploying a system in home environments, it is important a robot fit within the
clinical context between the care receiver and OT expert, and is cognizant of the OT’s workflow

in order to be accepted and used [38, 81]. In our desired workflow, an occupational therapist (OT)
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Table 3.1: High-level tasks a RobOTA should be able to aid with, along with examples.

Task Example

Social Engagement Facilitated conversation

Memory Medication reminder

Encouragement Support for scheduling events

Acute oversight Notification of medical personnel after a fall
Long-term oversight Reporting health changes to OT
Manipulation Pick item up off the floor

evaluates the care receiver in clinic and co-designs a set of goals with them. The OT can then
transfer these goals to the robot. The robot will then later interact with the care receiver in their
home in order to aid them in fulfilling the OT-specified goals.

Thus, this can be framed with our robot operating in two phases: specification and
deployment. In the specification phase, the OT, who is not assumed to be familiar with robotics
or programming, will specify their desired behavior to the robot. This can include specifying
low-level activities, such as the motion involved for a particular exercise, as well as high-level
procedures such as the initiation and guidance of an interactive session that teaches the care
receiver how to perform the exercise while providing useful feedback.

In the deployment phase, the robot will interact with the care receiver in the home to assist
them in satisfying the OT’s goals. In particular, the system will need to be able to understand
the relevant aspects of the user and environment, as well as the goals, in order to decide when
it is appropriate to perform various actions. Given that different users are expected to behave
in different ways, and change at different rates throughout their rehabilitation, the robot should
have mechanisms that allow it to learn about the user over time, such that it can personalize its

behavior to better suit their individual needs. This is what we refer to as adaptivity.

Through a series of contextual interviews with occupational therapists (see Chapter 5), we

identified several important target activities to design RobOTA around. These tasks were deemed
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to be both helpful for those needing care, as well as technologically feasible by todays robotic
systems. These tasks are decomposed with examples in Table 3.1.

Some cognitive tasks that a successful RobOTA should assist in include social engagement,
memory, and encouragement. In social engagement and reorientation, the user is assisted through
interaction that includes providing reorienting data such as the user’s name and the current date
[95]. RoboTA may also assist users by providing reminders, such as for medication, including
identification of the correct kind. Users may additionally benefit from encouragement to plan
events, along with general support for scheduling them.

RobOTA could combine these social signals with physical sensing to provide both physical
and psychological oversight. This includes monitoring for acute health conditions, such as falls, as
well as more long-term monitoring for early signs of declines in health. Finally, many users would
greatly benefit from direct physical assistance with mobility and the movement of household
objects.

Our goal for RobOTA’s architecture is for it to be flexible enough to eventually support
all of these goals in a manner that is as widely-applicable as possible. Thus, we make as few
assumptions as we can about, for example, how familiar the OT is with robotics, the kinds of
actions we may be asked to take, the properties of the user or their home, etc. In particular,
we desire such a system to be extensible enough to enable additional forms of behavior as new
environments are encountered and improvements in technology enable new hardware and software
capabilities for the robot.

In line with all of this information, we consider a design for this robot to satisfy our goals

if it can:

e Expose a simple, easy-to-use declarative interface to occupational therapists

e Be expressive enough to handle any of the kinds of action or regimen OTs may use

e Be flexible enough to handle unforeseen capability and environment changes
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e Successfully implement the regimen with the user such that it fulfills the OT’s goals

3.2 Proposed RobOTA Architecture

Figure 3.1 shows a diagram for a proposed high-level architecture for addressing these
goals. We have specified this architecture at a high enough level of abstraction that it can apply
to a wide range of robotic system implementations, while at a concrete enough level to clearly
identify open research questions of interest.

Descriptions corresponding to the numbered labels on the diagram are as follows:

1. Occupational therapist (OT): works with the user and determines a set of goals for

RobOTA.

(a) During the specification phase, the occupational therapist designs a set of desired
goals for the robot to assist the user in, which gets compiled into behavior nodes in an

execution graph.

(b) In some cases when the therapist describes how to perform new behavior, some
additional information may be provided to help the robot understand what kinds of

properties this behavior has.

2. Option Models: decompose potential actions the robot could take into a set of relelvant

features describing those actions.

3. Environment: includes everything that RobOTA will be interacting with during deploy-

ment, including the user.

4. Sensors: on (or off of) the robot perceive the environment, and constantly publish large

streams of low-level data.
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Figure 3.1: A high-level architecture for an adaptive in-home robotic occupational therapy
assistant. Dotted lines represent passing of information during the specification phase, while
solid lines correspond to the deployment phase
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5. Feature Extractor: makes this stream of low-level data useful for higher-level reasoning
by putting it through a feature extraction step, where the large quantity of relatively
unstructured data is transformed into a simple and coherent environmental model. For

example, this node might include a skeleton-tracking algorithm.

6. User-Context Model: uses this higher-level data to make inferences about the user (capa-

bilities and preferences), as well as the context (location, history, workflow, etc).

7. Execution Graph: keeps track of which goals are currently unmet, and decides which
execution node, if any, it would be appropriate to schedule right now. To do this, it sends the
data about which options it is considering to the option ranker, which responds with scores
for each alternative based on how appropriate it is in the current context. Additionally, the
execution graph may need to take additional contextual data into account for various types

of execution nodes; in this case it queries the user-context model directly.

8. Option Ranker: monitors the current user-context model for features which are relevant
to determining the appropriateness of the options. When the Execution graph queries the
Option Ranker for a set of options, the relevant option features are extracted through the

Option Models, and combined with the contextual data to return a ranking.

9. Action Planner: takes as input the action that the execution graph has selected, uses the
appropriate handlers to decompose the action into primitive operations, and schedules the

actions for physical execution.

10. Actuators: take signals from the action planner and physically execute them in the envi-

ronment.

Such a design would allow us to express and implement any of the expected tasks
specified above, as well as to have the flexibility to extend to a wide range of other tasks. This

is largely because the therapist-specification procedure is intentionally underdefined. That is,
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concrete systems for that purpose can be modularly substituted without invalidating the rest
of the subsystems, as long as they can compile the goal information into a form usable in a
decision-making node (the execution graph). For example, some parts of this specification could
happen in manners similar to those described by Saunders et al. [85].

While all of the aspects of this architecture are important and require additional research,
in this thesis we scope the work to focus on those related to adaptivity and action selection. For
action selection, the execution graph will have an understanding of the goals specified by the
therapist, and which ones are currently unmet. We explicitly model the action-selection decision
in terms of how appropriate various actions related to goal completion are. This is accomplished
by combining models of the user, the context, and the actions themselves, with adaptivity being
dependent upon the user-model and how it is incorporated into decision-making. These pieces of
information are all necessary in order to make the best decisions, as removing them would render
the system incapable of understanding the environment, the user, or itself.

This data enables the robot to understand the environment, the user as an individual, and
how it can impact both. We expect any successfully adaptive architecture to incorporate the kinds
of information discussed in this model. Thus, when we use this information to discuss the kinds
of challenges faced, we can be confident that such problems and analysis will be relevant to future

concrete implementations of a fully-operational RobOTA.

3.2.1 The User-Context Model

The user-context model abstracts away sensor data from the decision-making module (the
execution graph), exposing just the details that are necessary to make good decisions. It exposes
a model that encapsulates all the necessary data about the individual properties of the user and
the current state of the user and environment.

It is also a fundamental building block of adaptivity, as it contains longer-term models of

the user. These can be used both by caregivers, for example, by the presentation of a report of a
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user’s changes in physical capability, as well as by the system itself, as it allows alternatives to be
chosen based on an individual user’s inferred preferences.

As a concrete example of how such a model enables adaptivity, consider the case of a
system that has two users. Alice is hard of hearing, whereas Bob is made anxious by sudden loud
noises. In this case, when giving verbal reminders we will want to be louder when working with
Alice and quieter when working with Bob. When working with Bob, the system may additionally
learn to prefix all sound-based actions with a soft attention-getting chime that gently ramps up in
volume. For both users, the system may opt to give information visually more often than verbally.

Internally, there are three distinct (though not orthogonal) inferences taking place: pref-
erence inference, capabilities inference, and context-awareness. Preference inference refers to
an attempt to understand the users intentions, goals, and desires. Capabilities inference refers to
an attempt to understand what types of actions the user is willing and able to perform. Context-
awareness refers to an attempt to understand the context in which the user and robot are operating,
and how that interacts with their goals and actions.

These different inferences have different interpretability requirements. For capability
inference, models should be human-interpretable, in order to generate reports to the OT as
needed. While models for preference inference and context-awareness may also benefit from
being interpretable, this is not a requirement. As such, the features of those two models may be
able to be learned in an opaque way, such as through a deep-learning system. If these features
are learned, they should be learned in tandem with the option ranking system, which will use the
features as input.

There are many potential directions we could take in tackling these inference problems,

using for example techniques in learning theory, but some open questions remain.
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3.2.2 Relevant Open Questions

The design work done thus far brings to light a few core research questions that will have
to be answered in order to actually build a system that functions as desired. For example, how can
we make the therapist-facing interface as simple and intuitive as possible while retaining as much
expressive power as possible? In simple cases OTs may desire to interact entirely verbally through
natural language processing. However, in more complex cases there are many difficulties in
making such an NLP system expressive enough to understand the range of concepts the therapist
may wish to specify.

One way to make specification easier for the therapist is to create classes of related
actions and goals, new instances of which can be quickly parameterized to fit the current need.
For example, we may have a “programming by demonstration” class [4, 9, 54] that allows a
therapist to record a series of motions that can then be translated into a robot’s actuators for
later performance. How can we build and incorporate such a set of core action classes and goal
classes? It is possible to explicitly program in such classes ahead of time if we can predict the
need for them, but can we allow the therapist to have a framework for easily creating new classes
as unforeseen needs arise?

Many kinds of behavior, such as social conversation, will likely be relevant for all users.
Rather than having the therapist repeatedly specify all such behavior, it should be transparently
embedded into the execution graph for each user. What kinds of behavior should be included
in this set, and how can we ensure that the therapist has all the relevant information about what
behavior is being added? How can we ensure that, in unusual contexts that require more fine-
grained control, the therapist is presented with the tools and knowledge they need to exert such
control over this transparently-added behavior?

The option ranker subsystem has to incorporate information from the user, the context,
and the options under consideration in order to perform its task. How should this information be

represented, such that it is expressive and easy to work with for the option ranker? The options
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we will be deciding between can be single actions or the start of more complex activities. How
should we design the features for options that give all relevant information, including information
about how the decision will affect the future context? Once the ranker has all of this information,
how should it best incorporate it into a unified ranking?

The user-context model is responsible for abstracting all higher-level sensor features into
a unified and queryable model. What kind of models of the user and context would capture all
of the information that the system needs, while maintaining accuracy under a diverse range of
scenarios? If this should be an online reinforcement learner parameterized by user engagement
and adherence to therapist-specified goals, how do we extract a usable feedback signal from our
observations such that we can successfully update our model? Could we leverage a supervised
approach, for example by having a training set of example scenarios along with human expert
ratings of the appropriateness of various responses? If so, how could we procure reliable training
data that effectively captures the huge range of behavior our system may potentially encounter?

While all of these questions will have to be addressed, in the scope of the current work

we will direct focus towards developing methods of adaptivity.

3.3 Adaptivity

There is a spectrum of autonomy that we could support. One end of this might involve
an execution graph that is entirely specified in advance by an expert. On the opposite end of
the spectrum, we might have the expert specify only the end goals, and have the robot learn
how to act in the environment to satisfy those goals through reinforcement learning. We refer to
approaches near the former end of the spectrum as “constrained”, and approaches near the latter
end as “unconstrained”.

A constrained system has higher requirements on the expert to design ahead of time all of

the interactions and alternatives that might be relevant. Furthermore, the robot can only execute
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behaviors that have been explicitly added in as an option by the expert, reducing flexibility to
new scenarios. In the worst case, involving many different specified behaviors that could be
relevant at the same time, the option selection procedure may require as much user, context, and
action feature inference as the unconstrained case. The primary benefits of such an approach
are that it is simpler to actually implement and run in the deployment phase, and we have much
higher robustness and safety confidence in the system as it does not run into the reasoning issues
discussed in Section 2.8.

By comparison, an unconstrained system would be very easy for the expert to program,
as they just need a way to specify a goal function. Such a system also allows a significantly
higher degree of flexibility and capacity to adapt to new scenarios. However, it requires a
significantly higher degree of reinforcement learning horsepower in order to function properly
in such complex real-world environments, which the current state of the art seems unable to
supply. An unconstrained system likely requires all the user, context, and action modelling that the
constrained case requires, plus a bunch of additional work in autonomous reinforcement learning
capabilities. This becomes especially challenging considering the aforementioned difficulties in
safe autonomous decisionmaking.

It is important to realize that this is not a binary question between constrained and
unconstrained systems, but rather a spectrum. For example, completely constrained systems may
be infeasible for addressing the range of contexts we are interested in, but mostly-constrained
systems that use some learning and build up libraries of known tasks and actions may be sufficient.
Through characterizing both ends of the spectrum, we can focus our efforts on the open questions
relevant to a wide range of agents, rather than questions that will only benefit a smaller range of
the spectrum. As such, in this work we will focus our efforts on the kinds of modelling problems
that both kinds of systems need in order to operate, and leave for future work questions about,

among other things, how to improve the capabilities of real-world reinforcement learning systems.
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3.4 Subproblems in Adaptivity

With this in mind, the following set of capabilities seems sufficient to enable a flexible

adaptivity framework:

1. A method of turning percept history into expressive state features that encode all known,

relevant contextual information
2. A method of understanding potential actions the robot could take

3. A method of inferring user-specific preferences and capabilities and distilling them into a

useful model

4. A method of combining the above three components into an action-selection framework

that allows the propagation of training signals based on observed outcomes

We need to ensure the state features are simultaneously expressive enough that they
encode all of the data we are interested in, while also being compressed enough that they can be
stored and worked with in a computationally efficient manner. Some examples of the kinds of
information the state features need to encapsulate includes the locations of the user and robot, the
user’s mental state, what actions the user is performing, what workflow the user is taking part in,
etc. These features could be learned from previous interactions, defined beforehand by an expert,
or some combination thereof. We may want our understanding of state to be extensible so we
can more easily adapt to new scenarios, such as if the robot will be expected to model a level of
danger posed by the use of various household objects for a particular class of user. This will be
harder with more opaque approaches such as learned features in deep neural networks.

For action features, we want to be able to understand the actions we can take in terms of
the context and user, including how they lead into future workflows such as interactive sessions.
As a concrete example, all actions that play a sound or lead to actions that will play a sound should

share some feature, such that those actions can be penalized when the user is doing something
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sound-sensitive such as talking on the phone. One idea for addressing this is in a model-based
approach, in which we assume that there is some transition function that operates on the state
features, such that each action corresponds directly to some change (or distribution over changes)
in the state features. A “model-free” alternative might involve simply giving actions their own
set of representative features (similar to states), and using this directly as input into the function
which combines inputs into option rankings, which will have to internally learn how the action
features correspond to the environment.

In terms of modelling preferences, we must determine both how to represent the model
and how to update the model based on observational feedback. One option is for the model to be
expressed in an explicit manner, through a series of hand-designed features. Such a model could
then be built up either through a successive cutting of the hypothesis space, or methods such as
bayesian updating which track a probability distribution over models. Alternatively, the model
representation itself could be learned in tandem with the rest of the system, although this would
likely require large amounts of diverse and representative training data.

There are also a number of ways to get feedback with which to update our model once its
representation is specified. One straightforward method is to make predictions about the user’s
behavior based on the current model and context, and treat the predictive power of the current
model as a reward signal. In particular, the robot may make predictions about what kinds of
actions will lead to the greatest probability that the user will satisfy the goals set out with the
therapist, and receive a binary reward signal based on whether the user actually satisfies the goal.
We assume that, all else being equal, the user would prefer to satisfy the goals they made with the
therapist, which can give us additional information if some preference in the user unexpectedly
prevents them from achieving these goals. We may additionally be able to use other information
such as facial affect as auxiliary information with which to augment our update techniques, as
in [21], though it is unlikely that such an approach would be sufficient by itself given current

technical limitations in affect inference.
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Capability inference is tightly linked with preference inference. This is because if a user
has a hard time or simply cannot do an action, they will not do it, which is also what we would
expect to see if they had the capability to do it but simply preferred not to. Purely from the
perspective of RobOTA’a behavior, it will likely not matter much whether behavior is caused by
preference or capability, as both cases cause similar predictions of user behavior and response
to the robot’s actions. However, this information may be important for other reasons, such as
providing the therapist with advance warning of any important changes in a user’s condition.

In many cases a preference against taking an action may indicate a problem in capability.
For instance, if the robot infers that a user has a preference against lifting their left arm above
shoulder height, that is suggestive that the user may be having problems with that shoulder.
However, we cannot always be confident in such assumptions, and in general the only way to
determine whether an observed (lack of) behavior is caused by preference or capability is to
observe a circumstance in which the robot is confident that the user would perform an action if
they were capable of it. The problem with this is that there are no guarantees we will naturally
observe situations like this in the environment, and in fact such situations are likely rare. To
address this the robot can attempt to explicitly bring such situations about, for example by asking
the user to perform diagnostic motions while providing verbal indications of the importance of
doing these motions.

Given all of this data, we still need a method of combining it into a coherent rating of the
appropriateness of potential actions in the current context. There are many relevant approaches
in the machine learning literature, the applicability of which depends on what kind of training
data we have access to. For example, if we can gain access to “correct” labels for appropriateness
ratings, which may be provided by human experts, we can use techniques in supervised learning.
Alternatively, if all we have is access to environmental reward signals such as goal adherence or
facial affect, we will need to rely upon techniques in reinforcement learning. Regardless of this

choice, we will likely require a way to propagate the error or reward signals into the inputs of this
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function, in order to train the other components in our system.

An important consideration for any adaptive system is how it will get the feedback that
allows it to know how to tune its behavior. While auxiliary features such as facial affect may be
relevant, such a robot should rely heavily on knowledge of whether its actions culminated in the
successful completion of the therapist-specified goals. Thus, the robot must be able to translate
between the goals as specified by the therapist and the kinds of observations that represent the
successful completion of those goals.

This brings to light issues of robustness, such as the concern for wireheading if the
robot can take actions which trick itself into observing a satisfied goal even when the goal was
not actually satisfied. In addition, we need to ensure that the robot’s specified goal-following
behaviors properly respect the health and safety of the user in all relevant manners. It is important
to avoid cases where the robot is incentivized to try and get the user to accomplish the therapist’s
goal at the expense of the user’s own physical or psychological well-being. On the other hand,
the robot cannot be so afraid of violating such rules that it refuses to take any action at all towards
satisfying the therapist’s goals. These are important open questions; for more discussion, see
Section 2.8 on robustness and safety.

In the current work, we will focus our attention on building models of user preferences,
for several reasons. First, preference models should be universally applicable and not particularly
domain-specific, which does not hold as strongly for state or action models. This additionally
means that such models may be useful outside of our focus on healthcare, and may be just as
relevant for any assistant Al. As discussed above, a strong preference model can also serve as the
baseline for capability models. We are now ready to specify in more detail the user-modelling

framework we will be analyzing.
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3.5 A Framework for User Modelling

We will now introduce a zoomed-in picture of the user-context model, particularly of the
user modelling, starting with the system’s goals. We will then discuss proposals for how the
preference inference procedure might be performed, and how it would be incorporated into the
larger system.

In order to sufficiently satisfy the needs of adaptivity in the rest of the system, the user-
model must satisfy some design criteria. First, the user model must be able to give usable features
to the combined action-selection framework. How the combination of context, user, and option
features is turned into option rankings is outside the focus on the current work, so our emphasis is
simply on providing sufficiently expressive features that can be used as input to a unified model.
Additionally, the user model must allow us to infer the capabilities of the user and how these
change over time, as it must enable diagnostic data to be available to caregivers and medical
experts. Finally, the model must be efficiently learnable over the course of interaction with the
user.

Figure 3.2a provides an architectural diagram of the user-context model. In this diagram,
the option ranker and option model are the same as in figure 3.1. The context model transforms
sensor data into relevant features usable both for option ranking and for making predictions
(it encapsulates the environmental state). The user model is parameterized over the course of
interaction with the user, and exports features usable for option ranking, user predictions, and
capability inference.

In the language of reinforcement learning, the state would be a concatenation of the
features for the context, the user, and the available options. Standard reinforcement learning
techniques such as Q-learning and policy gradients could be used in the option ranking subsystem,
with these features as input.

We can receive three different feedback signals in this way: a reward signal, a capability-
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Figure 3.2: Proposed architectural diagrams for the user-context model

prediction signal, and a user-action-prediction signal. First, we receive a reward signal based
on whether the user successfully completes the therapist-specified goals, which can propagate
feedback through the option ranking subsystem and into all three inputs. Second, we can
estimate the user’s capabilities and use active learning techniques to query the user about their
capabilities at some small cost, sussing out whether an observed trend is due to preference or
capability limitations. The results of this query can also give our user model feedback in cases
of misestimations. Finally, we can use techniques from inverse reinforcement learning to build
up information about the user simply from observing their choices, which we can generalize as
making predictions about their actions and updating when surprised.

As such, this model encapsulates the three design goals we had of the system, as the user
model feeds features into the option ranker, is used for inferring capabilities, and has multiple
paths for receiving evaluative feedback from the environment.

There are a few ways in which the user model could be structured to achieve the desired
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effect. First of all, the model could consist of an expert-specified psychological model of human
preferences. This approach would require the prediction and capability inference subsystems
to also be designed in a manner that allows them to use this specific model. While there has
been some work done on this front [16, 34, 35], more work needs to be done before such explicit
models realistically capture a sufficient amount of human reasoning.

Alternatively, the features used to model the use could themselves be learned, for example
as the internal representation in a neural network. Ideally, we would like the input to such a
network to be a one-hot encoding of the user, as the identifier of a user does not itself encode
features about the user. We can achieve this effect by having the input layer to the net be trainable
independently for each user, while the higher levels are shared among all users and encode general
preference-modelling information. This would require a large amount of training data over many
different users in order to train the upper levels of the network to be sufficiently generalizable, but
if such data is available then we will only need to learn a single layer’s worth of weights during
interaction with a new user, making subsequent training periods for new users much shorter. A
diagram of this proposal is presented in figure 3.2b. As sufficient training data does not yet exist
to train this model, we will focus on other methods, though in the future this approach would be a
good direction for additional research.

Another approach is to model preferences in a manner similar to that used by Amin et
al. [6]. This involves a task-independent reward signal that is added to the known task-specific
reward signal. This task-independent reward function can be learned by observing the user act in
a variety of known tasks, using a form of inverse reinforcement learning. This is the approach we

will focus on, and it is further discussed and formalized in Chapter 4.
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3.6 A Formal Specification of Preference Inference

The central question of this work is how to infer and model a user’s preferences, such that
an assistive robot can learn to personalize its behavior over time. Towards this end, we adopt the
formalism of Amin et al. [6]. That is, a user is assumed to have an underlying task-independent
reward function over states, 0, in addition to the standard task-dependent reward function R
that encodes information about the specific short-term goal the user is attempting to reach. For
example, when cleaning, R may encode information about higher rewards for states of higher
overall cleanliness, while 8 may encode information about concerns for safety or the avoidance
breaking things, which we can expect to be present in all tasks that the user performs.

This formulation is useful because we can expect the user to act according to certain
preferences no matter what task they are performing, and such preferences may be different for
all users. In many cases we will have access to a kind of reward function for the task the human
is doing, such as cleaning, but we do not expect all preference-related concerns to be encoded
in that prior information. Thus, this formulation works well in the case where we know some
aspect of the reward function for many of the tasks we can infer the human performing, and want
to infer what additional preferences the user acts towards satisfying.

This is well-suited to our context, in which the robot has access to the therapist-specified
goals related to rehabilitating the user. We assume that, all else being equal, the user will prefer
to satisfy these goals if they are made aware of them. By this we mean that, if satisfying a goal
was just as easy as not satisfying it, we assume the user will prefer to satisfy it. If this assumption
does not hold, it will significantly complicate care, as getting the user to satisfy the goals involves
getting them to act against their own preferences. While such cases may exist, our emphasis is on
assisting the user, and users who do not want to be assisted fall outside the scope of the present
work.

We now move on to a more complete specification of the robot’s workflow and preference-
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inference procedure. The robot begins the deployment phase with information about therapist-
specified goals for the user, which it can prompt the user to complete in various task-specific
ways. Once the robot has prompted the user to start the task, we assume the user will adopt
the therapist-specified task-specific reward R as an additive component to their usual preference
function 0, such that the true reward function Y is now equal to R 4- 0. The robot will make
predictions about how the user will behave based on its current model of 0, and observe the
user acting in the environment. Based on the user’s actual actions, in particular on whether the
human successfully completed the goal, the robot will update its estimate of 0 according to the
newly-measured data. The robot can then use this improved model to make better predictions
about when and how to prompt the user to complete tasks, as well as what interactive steps the
user will find most useful in tasks with interactive components.

In addition to being relevant in the domain specified, there is reason to believe such a
formalization will address some of the robustness and safety concerns laid out in Section 2.8. In
particular, in this method the robot is uncertain of the true reward function Y, and assumes that
the human knows this better than it itself does, similar to the cooperative inverse reinforcement
learning paradigm proposed by Hadfield-Menell et al [40]. As they proved, this leads to proper
incentives for the robot to avoid taking actions to manipulate or disempower the user, for example
by finding a way to disable its own off-switch, while also incentivizing the robot to take actions it
expects to be most helpful. However, this is not sufficient to address robustness, problems with
which can manifest at any part of the system, including the reward function or state estimation. It
is important to stress that all components of the system must be built with robustness and safety

in mind in order for the system to perform reliably.
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Chapter 4

Proposed Algorithms for Preference

Inference

In this chapter we introduce a new preference-inference formulation: Observational Re-
peated Inverse Reinforcement Learning, or ORIRL, along with a proposed inference algorithm
based on maximum-margin approaches. Some IRL approaches such as feature expectation match-
ing attempt to infer enough about the user to predict their actions, without emphasis on learning
the true underlying preference function. However, in many applications the true preference
function itself may encode useful information. For instance, in rehabilitation applications, a
clinician reward function may include relevant information about health and pain levels. In our
case, we are trying to infer task-independent rewards to generalize the user’s preferences to new
tasks, which requires a model of the reward. Max-margin approaches are well-suited to our
use-case, as they attempt to learn the underlying preference function directly [2].

The chapter is organized as follows. Section 4.1 introduces the Repeated Inverse Rein-
forcement Learning (RIRL) framework proposed by Amin et al. [6], which is the inspiration
for ORIRL. This section includes a discussion on the assumptions made in RIRL, and why they

are unsatisfactory for the settings in which RobOTA needs to operate. We then propose ORIRL
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in Section 4.2 as a variant with less restrictive assumptions. Finally, Section 4.3 describes a
max-margin learning approach that solves ORIRL’s problem statement by inferring a global

reward function purely from observation.

4.1 RIRL Formulation

RIRL and ORIRL model tasks and environments in terms of Markov decision processes
(MDPs). An MDP is defined by the state space S, action space A, transition dynamics P: S X A —
A(S), initial state distribution y € A(S), discount factor y € [0,1), and reward Y : § — IR. In
addition, an agent’s strategy in an MDP is denoted by their policy T : S — A(A), which determines
the (possibly stochastic) action to take in any particular state. The state inhabited at timestep ¢ is
denoted as s;.

In many cases of interest, a full Markovian state-space formulation for the MDP is

necessarily large or infinite, leading to problems with tabular reinforcement-learning methods

52



[91]. This is commonly addressed through a mapping ¢ from states to low-dimensional state
features. This is extended to a function u that maps policies to the expected exponentially-
discounted sum of state features under that policy, known as feature expectations [1]. That is,
u(m) = ExY;¥0(s;). The reward function is commonly assumed to be approximately linear
in these state features, so that the reward is parameterized by a vector ®. Thus, the expected
discounted reward from a policy 7 is just the dot product between ® and ().

In RIRL, the true reward for a given task is a weighted sum between a task-independent
reward term and a task-dependent reward term. With a linear approximation ® of the reward
function, this means for task i that ®; = 0 + R;, where 0 is the task-independent reward term and
R, is the task-dependent reward for task i. The task-dependent reward terms R; are assumed to be
known fully ahead of time, and the goal in RIRL is to infer the task-independent reward 6 through
interaction. This lets the robot adapt to new tasks much more quickly, as it can understand ahead
of time how the user’s preferences will interact with the task’s structure.

The interactive setting of RIRL itself relies on several assumptions. In this setting, a
robot attempts to perform a task on behalf of a user. The robot and user both know the complete
task-dependent reward function, but the user additionally has some set of global preferences 0
that they are trying to satisfy. The user carefully observes the robot’s performance, and identifies
whenever the robot selects an action with expected loss of more than € compared to the optimal
action. Then the user replicates the state in which the robot made the mistake, and demonstrates
an optimal trajectory from this state. With this information, the robot can update its model in such
a way as to guarantee with high probability that the number of mistakes it will make is bounded

by an amount that depends on &, the size of the state space, and the desired probability.
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4.2 ORIRL

The assumptions made for RIRL are unsatisfactory in the context of RobOTA for two
reasons. First, we are interested in many settings in which the interactive context of RIRL is
infeasible. Many users do not have the technical expertise to identify €-suboptimal actions, enter
a context that exactly matches the robot’s internal state representation when it made that action,
and demonstrate an optimal trajectory. In addition, this interactivity implicitly assumes that the
user and robot have identical capabilities. If the robot’s morphology is different than the user’s,
then the robot may not be able to perform the actions the user is expecting, and the user may not
be able to tell whether an action is optimal with respect to the robot’s form. This is especially
problematic in the context of OT, in which performance in many activities relies very heavily on
the exact biomechanics of the user’s body.

Secondly, RIRL assumes the robot always has perfect prior knowledge of the task-
dependent reward R; for every task in which it engages with the user. It is reasonable to assume
prior information of the task, as many of these tasks are predefined by OT experts, but assuming
perfect information of task-dependent rewards also implicitly assumes knowledge of how mo-
tivated the user is by the completion of various tasks. If a user is more or less motivated by a
task, they may be more or less willing to trade off progress towards that task against their overall
preferences. A robot that assumes perfect knowledge of task rewards will be unable to adapt to
users with differing levels of motivation for different tasks.

To address these drawbacks, we introduce a variant of RIRL known as Observational
Repeated Inverse Reinforcement Learning (ORIRL). ORIRL does not assume the user is willing
and able to critique the robot’s performance and demonstrate optimal trajectories, nor that the
robot has a sufficiently similar morphology to enable one-to-one mappings of actions. The
“Observational” part of ORIRL indicates that an ORIRL agent should infer the user’s task-

indpenedent preferences solely from observation, without any assumption that the user will be
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able to aid in the inference.

In addition, ORIRL agents only have partial information of the task-dependent reward
terms R;; namely they do not know the relative magnitudes of the terms. This means that
o; = 0+ k;R;, where k; is the weighting for task i. We define K as the vector of scalars K =
[k1,k2, ..., ky], where n is the number of tasks. Thus the goal of an ORIRL agent is to infer 6 and
K from observation.

ORIRL better captures the kinds of inference needed to make RobOTA adaptive, but it is
strictly more challenging than RIRL as it involves inferring more properties from less data. The
original algorithm presented by Amin et al. [6] to solve RIRL doesn’t extend to ORIRL, as it
requires the user to identify mistakes and provide optimal alternative trajectories. Despite these
challenges, we aim to establish that inference is still feasible in the ORIRL setting. Section 4.3
presents an algorithm to perform this inference, and Chapter 5 presents empirical validation of

the algorithm’s performance.

4.3 Max-Margin ORIRL

The original IRL problem as defined by Abbeel and Ng [1] was to infer a reward function
that matched the observed behavior, assuming the expert behaves optimally. However, this leads
to problems of ambiguity, as there are many reward functions that would explain any given
observation. The problem is exacerbated if the expert’s demonstration are suboptimal, as will be
the case if the expert is a human acting in a complex environment, such as on a busy road or in an
operating room.

In order to overcome the challenges inherent in the original IRL formulation, Ratliff et al.
[78] proposed the use of max-margin methods. In this formulation, they first turn the feasibility
problem into one of optimization — namely they minimize the L2 norm of the weight vector, as

a form of complexity penalty, subject to the optimality constraints. This means there will be
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a unique solution, but since they are minimizing the L2 norm, the reward function that always
returns 0 will be selected for any given set of observations, despite the fact that humans rarely
have exactly no preference over any possible state.

To deal with this class of problem, maximum-margin methods incorporate the heuristic
that the expert’s policy is likely significantly better than alternatives. Structured-prediction
maximum-margin methods require the expert’s observed policy to not only match, but beat all
other policies by an amount that scales with a measure of difference between the policies. This
encodes the idea that “nearby” policies may be nearly as good as the expert’s policy, but “faraway”
policies are probably worse than the optimal policy by a larger amount.

This still leaves the unsatisfactory assumption that the expert’s policy is exactly optimal
with respect to the hidden reward. In addition, while it may be a good heuristic that the expert’s
policy is significantly better than others, this may not always be the case. Maximum-margin
methods handle these concerns by including the “slack” variable, &, that can allow policies to be
close to or better than the expert’s policy, at some cost in the optimization term. Thus, the full

optimization problem becomes one of solving:
min ||@||3 +CE 4.1)
.8

s.t. o' u@) > o u(m)+mrt,n)-E V¥ (4.2)

Where 7 is the expert’s policy, T* is the optimal policy, ® represents the weights for the
reward function, and m(.) is a distance function which compares the optimal policy ©* and the
expert’s policy 7.

We can additionally extend this to multiple MDPs that share the same reward function by
using:

rgi&nllwllﬁ +C) & (4.3)
ol i
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s.t. o'u(m) > o' u(m) +m(n;,m) —& Vi, (4.4)

The optimization term is quadratic and the constraints are linear, allowing efficient
solutions for a given number of constraints using quadratic programming. However, there is a
constraint for every possible policy, which may be large or infinite. Ratliff et al. [78] address this
by modifying the form of the constraints and using subgradient methods, but a simpler alternative
is iterative constraint generation of the form used by Abbeel et al. [1].

We now modify the existing maximum-margin algorithm described above to extend it
to the context of ORIRL. In ORIRL, ®; = 6* + k;R;, where R; is the task-dependent reward
vector that is assumed to be known in advance, up to scaling. The goal is to infer 08" (the
user-specific task-independent reward term) and K = [ky,k»,...,k,] (the proper scaling terms
for the task rewards). Thus we expand ® in the constraint terms. To get the analogue of a
complexity constraint in the minimization term, we minimize the L2-norm of 6*, our inferred
task-independent reward vector. In order to encode a similar regularization over the values of K;
we must also include a penalty for the L2 norm of K — 1, where 1 is the constant vector of all 1’s,
to regularize the values of K to be closer to 1.

We are left with the following equation:

PEAELCY)

mlgla 16%[3+BIIK — 13 +CY & (4.5)
i

S.t. (6* + k,‘Ri)T‘u(TC;k) > (6* + k,-R,-)T,u(Jt,-) —l—m(ﬂ??,?’[,‘) — E_,,' Vi, T; 4.6)

With this formulation, the optimization remains quadratic and the constraints remain
linear, allowing efficient solution through quadratic programming methods.

Chapters 4 and 5, in part, have been published as it appears in ’Preference Learning in
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Assisitive Robotics: Observational Repeated Inverse Reinforcement Learning”, Machine Learning
for Healthcare Conference 2018 [102]. The thesis author was the primary investigator and author

of this paper.
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Chapter 5

Experimental Validation and Results

In Chapter 4 we introduced a max-margin algorithm for performing inference in the
ORIRL setting, but it still must be seen whether this proposal performs adequately in a realistic
setting. This chapter introduces a realistic OT setting that RobOTA should be able to operate
in, and discusses the performance of max-margin ORIRL in inferring user preferences. Section
5.1 discusses the context of the experiment, and why an experiment of this kind was chosen as
a testbed. Then we discuss the details of the experiment itself in Section 5.2. The results are
presented in Section 5.3, and their significance is discussed in Section 5.4.

The work in this chapter was done in collaboration with Francesco Ferrari, Teofilo E. Zosa,
and Professor Laurel D. Riek. Professor Riek and Teofilo Zosa helped design the experimental
setting itself. The robotic interaction was coded by Teofilo Zosa, who also oversaw the experiment
and collected the raw data. Programming for the max-margin ORIRL implementation was aided
by Francesco Ferrari and Teofilo Zosa. Francesco Ferrari helped analyze the results and compiled

them into a published paper [102], which this chapter is built upon.
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5.1 Experimental Context

The motivating context for this work is in healthcare. In particular, we are interested in
methods for inferring preferences from users who have been given non-binding therapeutic advice
from clinicians, and who must then figure out how to balance engaging in that activity given their
own preferences. For example, users might be advised to perform stretching exercises twice a
day.

This is a particularly interesting application space for two main reasons. First, this is a
common scenario in ambulatory care — clinicians provide prescriptive advice which may or may
not be followed by users, or may be only followed for a short time, etc. (e.g. adherence issues).
However, if we can infer their preferences in these scenarios and build interactive, adaptive
systems based on them, it can have a substantial practical impact — tailored, individualized
treatment plans are far more likely to be adhered to [60, 42, 66]. This is a key application area for
RobOTA.

Second, the clinician’s advice can influence the choices that the user might make, and
hence the reward of corresponding tasks. Because of this, our system will not only learn the
user’s preferences, but also the expert’s advice. Thus, we evaluate our methods in a rehabilitation
setting across multiple activities, in which participants receive written advice from a physical
therapist, and then interact with a robot facilitator to choose a set of activities to perform.

In our study, participants participated in a week-long, twice-a-day prehabilitation activity
session with a robot (See Section 5.2 and Figure 5.2). The activity sessions lasted for 10 minutes,
wherein the robot solely provided instruction and structure. In each session, participants would
be greeted by the robot and presented with advice from a licensed physical therapist (randomized
by day and participant). This clinical advice was related to the different categories of activities to
bias activity selection. The activity categories consisted of eight different parts with standing or

not standing versions for a total of 16 unique prehabilitative activities.
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Participants would then navigate to a main activity screen where they could choose the
activity they would like to perform. They would then be presented with an instruction screen
which contained a video example of the activity and brief explanatory text. Once ready, the
participants would then begin the activity, at which point a session timer would start. Participants
were allowed to perform an activity for as long as they liked.

Once participants were finished, they would then navigate back to the main activity
selection screen which would pause their session timer. Two robot-initiated events could occur at
this point: following the first activity that brought session time over 5 minutes, the robot would
prompt the user for a break. If total session time exceeded 10 minutes, the robot would end the

session.

5.2 Participants and Procedure

We recruited four participants to participate in our study. Their ages ranged from 20-24
(average age = 22 years). Three participants were women, and 1 was male. They were primarily
undergraduate and graduate students who spend a majority of their time sitting, working at
computers. No participants reported any pre-existing health conditions which would affect study

participation.

5.2.1 Exercise Choices

Based on feedback from a licensed physical therapist, we focused on activities that would
reduce susceptibility to repetitive stress injury (RSI) in office workers. The activities in our study
focused on eight body parts, with a standing version and a non-standing version (either seated or
lying down) for each, yielding a total of 16 exercises. Table 5.1 lists the six major pathologies we
focused on improving, and their corresponding eight body parts.

Forward head posture results from improper placement of computer monitors, as well as
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Table 5.1: Prehabilitative activities for RSI prevention.

Forward Kyphotic W.r1st Pelvic | Prolonged Hip & Limited
Pathology Head Tension & . . Hallux
Posture L Tilt Knee Flexion R
Posture Irritation Dorsiflexion
Body Part Neck I?Frzspfc Wrists Back | Hips & Hamstrings Toes
Non- Lying (Hips) &
Stal'ldl.ng Lying Lying Lying Lying Sitting (Hamstrings) Sitting
Variation

the stationary nature of these devices. This causes flexion of cervical spine with extension at the
occiput-Cl1 joint which leads to overstretched/lengthened cervical neck flexors (especially deep
neck flexors) and tight/short upper cervical/occiput extensors. Kyphotic posture (i.e. rounded
shoulders) arises from excess forward leaning common in prolonged computer work. This com-
monly leads to tight/short anterior chest muscles (e.g. pecs), tight/short upper trapezius and levator
scapulae, overstretched/lengthened posterior shoulder/upper back muscles (e.g. external rotators
of the shoulder, middle/lower traps), and kyphotic (flexed) thoracic spine. Wrist tension and
irritation, specifically in the wrist extensors and flexors, occurs as a consequence of maintaining
neutral grip and wrist position when having to use a keyboard and mouse. This also leads to
overuse of finger flexors.

Pelvic tilt, both anterior and posterior in the sagittal plane, occur as a consequence of
prolonged periods of sitting. For example, shorter people may tend to sit in more posterior pelvic
tilt in order for their feet to touch the floor (“slouched” pelvic positioning). Taller people either
sit in anterior pelvic tilt (they have no problem getting their feet to touch the floor) or posterior
pelvic tilt (poor sitting posture, slouched or reclined positioning). People who sit in a very upright
and “proper” position (90/90 position) may have lower back pain (overuse of back extensors)
as well as overactive hip flexors to maintain this position. Prolonged hip and knee flexion also

occurs as a result of sitting for extended periods of time. This leads to tight/short hamstrings,
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sway back posture while standing, and often accompanies posterior pelvic tilt. Limited hallux
(i.e. big toe) metatarsophalangeal dorsiflexion and extension also often occurs in office workers
and is typically the result of the use of certain types of shoes (such as heels), midfoot pronation,
being overweight or sedentary, and frequent running. This can lead to conditions such as plantar
fasciitis. Very limited dorsiflexion and extension (i.e. less than 60°) adversely affects normal gait.
All pathologies and etiological explanations were provided by the licensed physical therapist in
our study [108].

In addition, to emulate expert advice given for multiple tasks, there were six sets of advice
provided by a therapy expert, targeting the six different pathologies. Each set of advice refers
to a known expert-specified reward function over state features. We emphasize simple, easy to
specify reward functions that give a positive reward when the task is completed and no reward
everywhere else. For instance, a set of advice targeting neck posture would have a positive reward
only when designated neck stretches and exercises are completed. Because we want to learn the
preferences of the users, we do not assume to know ahead of time to what extent the users are
influenced by the therapist’s advice, and users are encouraged to perform whichever activities

they want to perform regardless of the advice.

5.2.2 Equipment and Interaction Design

In our study, we utilized a Double robot, and two small exercise mats (See Fig. 5.2).
The robot ran a custom application designed specifically for the study. In accordance with best
practices in the health behavior change community [42, 71, 104], all messaging in the application
was delivered in an positive manner, e.g., “Welcome [User]! It’s so great to see you again!” and
“You did great, I can’t wait to see you again!”. Furthermore, illustrated smiling faces were used at
the introduction, break, and outroduction screen, respectively.

A robot’s morphological and behavioral features has been shown to have a significant

impact on attentional capture and user engagement [58], which can affect both the quality of data
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gathered and the algorithmic performance that depends on that data. For this reason, the robot’s
height was dynamically adjusted at certain parts of the study to promote greater engagement. At
the start of the study, the robot would be initially set to its minimum height (about three feet
from the ground) to simulate that the robot was asleep/off. Once the user began a session, the
robot would raise its display to its maximum height, which corresponded to eye level for our
participants (about five feet from the ground). When choosing non-standing activities, the robot
would lower itself back to its minimum height to help maintain a comfortable viewing angle.
Once the participant completed this activity, the robot would then raise itself back to its maximum
height. To ensure a comfortable interaction, the users had the option of adjusting the height
manually at any point in the session.

Finally, to simulate cooperative behavior, the robot would provide the participant with an
encouraging remark when the user completed an activity after the five minute mark of the study.
The robot would then inform the participant that it was itself motivated to take a stretching break.
It would redisplay its smiling face, and turn 360 before prompting the user that it was ready to
continue. This was the only time the robot moved, and its kickstands were deployed immediately

after to ensure user safety.

5.2.3 Procedure

At the beginning of the study, participants participated in an orientation session. An
experimenter taught them how to properly interface with the robot and performed demonstrations
of the 16 different prehabilitation exercises of the study. Participants participated in approximately
two sessions per day, five times per week (Monday - Friday), for one week.

Prehabilitation sessions consisted of participants entering the experimental area, where
the interactive robotic facilitator (see Fig. 5.1) would take them through the day’s activities, as
explained in Section 5.1. To mitigate possible ordering effects, exercises presented on the robot’s

display at the activity selection screen was randomly chosen for each session. Additionally, to
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Not Standing

Figure 5.1: (a): The main activity selection menu. (b): The standing/not standing version
selection screen. (c): A sample instructions screen (d): A sample of the screen that plays while
the user performs an activity.

minimize gender and/or cultural bias, all videos and pictures were presented as thermal images or

silhouettes.

5.2.4 Data Collection and Feature Engineering

In our experiment we used the following measures: the group of the selected action, its
duration, and whether the user performed the seated or standing variation of the activity. The
action’s group is linked to a unique identifier and it tells us which muscle group was activated
during the exercise. The action’s duration was measured in seconds and was also used to calculate
the total duration of a session. Finally, the action’s sit/stand variation was recorded as a boolean
variable.

During each activity session, each participant read the session’s prompt and chose a
sequence of actions to perform in that session. To emulate a home care setting, no human
facilitators or other participants were present during the sessions; each participant’s activities
were classified by the interactive visual dialogue system on the robot’s touch screen. Each session
generated data consisting of the participant’s ID, the session ID, and the sequence of actions the

participant selected, which includes the three measures described above. Each action is then
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Figure 5.2: Left: the robot in a real-world setting. Right: A user interacting with the robot.

encoded as a vector that combines a one-hot encoding of its targeted muscle group, its discretized
duration, and whether it was the sitting or standing variation. In addition, the session is linked to
the advice given in that session.

This dataset is provided to ORIRL as a set of feature expectations generated by the
participant’s actions. That is, the algorithm models the set of sessions as a Markov Decision
Process (MDP), and observes the empirical discounted sum of state features resulting from the
participant’s choices.

The features provided to the algorithm approximate the relevant information about the
actions and state. In addition to the action features described above, the state was mapped by
concatenating the following vectors: (V;, V,~2, ViVi_y ,Xi,XiZ,XiX,-_l, T;. V; corresponds to an array
that keeps count of the variations (standing or sitting) up to state i, X; corresponds to an array
that counts the muscles targeted up to state i, and 7; corresponds to a one-hot encoding vector
which discretizes the total duration of the session up to state i. These features were selected to
give ORIRL sufficiently expressive representations with which to model preferences, without
biasing the algorithm by providing extra prior data. For instance, the algorithm initially has no

prior expectation that participants might tend to prefer to take varied actions in each session, and
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must learn such associations from observation.

5.3 Results

4
8r><10

1 2 3 4
# Training Sessions

Figure 5.3: The mean squared error between max-margin ORIRL’s prediction of the next
session’s duration and the empirical duration of that session, plotted against the number of
sessions the system has already observed for this user. The graph shows how with more sessions
ORIRL is able to make better predictions on the time durations of new tasks.

Ground truth data for user preference models is infeasible to obtain, so we measure the
performance of the algorithm by its predictive power and its convergence properties.

To see how the predictive power of the model changes as it is given more sessions to
train on per user, we gave the model the first n sessions for each user and measure how well
it predicts aspects about session 7+ 1. Namely, we measured the mean squared error between
the time features of the user’s actions with the time features of the policy that is optimal with
respect to the inferred preferences. Unlike the other features, time is continuous, which allows a
more straightforward error analysis. The results in Figure 5.3 show how error decreases as more
sessions are provided to train on, with diminishing returns.

To track the convergence rate of the algorithm, we run the algorithm until it converges to
an estimate 0 of the user’s task-independent preferences. We then observe the mean squared error

of the estimate 0; after iteration i with respect to the final converged 0. Figure 5.4 plots this, in
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Figure 5.4: MSE of 0 at each iteration of ORIRL, relative to the final inferred value. The
algorithm learns the task independent features by iteratively applying max-margin on the
inferred reward functions.

which we observe a rapid convergence in the first few iterations, until after iteration 6 the weight
values for the inferred task-independent preferences only undergo small adjustments.

Finally, in order to get a more general estimate of predictive power beyond just predicting
the time variable, we define an error metric based on the negative log-likelihood of observing the
user data under the inferred preferences. In the vein of Ramachandran and Amir [77], we assume
a generative model where a user selects actions based on an exponential distribution over the
Q-values of that state-action pair. That is: P(als,R) = %eO‘QI*?(s’“), where a is a hyperparameter
weighting how “noisy” the user’s choices are, Ok (s,a) is the Q function that gives the expected
discounted sum of rewards from following the optimal policy after taking action a in state s, and
Z is a weighting term to make the probabilities for all actions sum to 1.

Given this generative model, we can compute the error score as the negative log-likelihood
of observing the user data under the total reward function inferred by the ORIRL model. That is,
for each estimated total reward, we define a probability function over the set of actions selected in
the observed states, and rate the model based on how much probability mass its inferred reward
function assigned to the set of true user actions. Figure 5.5 plots this score per iteration for each

task the model is inferring. The first iteration bases its predictions off a random policy, and we
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Figure 5.5: Averaged prediction error scores per task. Prediction error scores are based on the
negative log-likelihood of observing the user-generated dataset under the inferred preferences at
each iteration.

observe a very significant improvement in predictive power after just one additional iteration.

Afterwards, the error score continues to steadily improve (note the logarithmic scale on the Y-axis

means improvement slows over time).

5.4 Discussion and Future Directions

Overall, the results we obtained with max-margin suggest that it is possible to learn
task-independent preferences in this framework (See Figs. 5.3 and 5.5) in a small number of
iterations (See Fig. 5.4).

The algorithm achieves a sensible time inference accuracy on unseen sessions (see Figure
5.3), suggesting that the inferred user preference model is able to successfully capture relevant
information about the user’s task-independent preferences. Moreover, max-margin ORIRL is able
to successfully learn the global preferences of a user across different real-world tasks (see Figure

5.5). For example, ORIRL learned that one user prefers to stand when performing an exercise,
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and also prefers activities involving the back. It can then transfer these general inferences to
better predict the user’s behavior even on tasks it has never seen the user perform before.

Inferring user preferences in observational settings, as ORIRL does, will greatly benefit
robotics by promoting more personalized long term interactions between robots and humans. A
robot with a stronger understanding of the user will be able to better handle uncertainty introduced
by new situations. For example, they can rely upon previous knowledge in new situations, as was
demonstrated when the algorithm predicted features of unseen tasks (See Figure 5.3).

While ORIRL’s observational nature means it relies on weaker assumptions than previous
work, it does assume that the robot can infer which task the user is performing. This turns out
to be a sensible assumption, as it can often be done for distinctive tasks [90, 8]. However, even
in cases where there is not an easy way to identify tasks a priori, Babes-Vroman et al. [12]
demonstrate that clustering approaches can be used to group demonstrations together based on
the task that generated them.

Chapters 4 and 5, in part, have been published as it appears in ’Preference Learning in
Assisitive Robotics: Observational Repeated Inverse Reinforcement Learning”, Machine Learning
for Healthcare Conference 2018 [102]. The thesis author was the primary investigator and author

of this paper.
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Chapter 6

Conclusion

6.1 Contributions

The application of robotics to healthcare has vast untapped potential. Robots could support
caregivers, assist health care workers, and provide consistent, personalized care to patients. This
thesis explores the use of assistive robots to support personalized rehabilitation in the home. We
propose occupational therapy as a natural testbed, and examine some relevant trends in related
technology, such as workflow detection and reinforcement learning. These paint a concrete picture
of where more work is needed to enable the kinds of robotic assistants that the field envisions.
In particular, it is vital to ensure that such robots are deeply adaptable to the personal needs and
preferences of their users.

To make assistive robotic applications more concrete, we proposed a specific set of goals
as a target, including flexible specification, seamless adaptivity, and low overhead of adoption.
To further support these goals, we propose a high-level system architecture for exploring this
research area in Chapter 3. By doing this, we decomposed the problem and generated tractable
research directions. To demonstrate the usefulness of this decomposition and to begin the process

of building these systems, we narrowed in on the problem of providing adaptive behavior through
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modeling the user’s preferences.

After building a formal definition of the real-world preference inference problem of
interest, we introduced, developed, and analyzed a novel paradigm: Observational Repeated
Inverse Reinforcement Learning (ORIRL). In ORIRL, robots must operate in realistic, limited-
information, and limited-interaction settings. After analyzing how existing methods fail to extend
to this domain, we introduced a maximum-margin algorithm for performing the ORIRL inference.
We validated that maximum-margin ORIRL successfully and efficiently learns users’ preferences

through an experiment with real users in an occupational-therapy domain.

6.2 Future Work and Open Questions

In the future, we seek to improve the features ORIRL uses to map each action taken by
the user. We could improve the current feature set by learning the features themselves, as in deep
neural networks. This would also have the benefit of making ORIRL easier to deploy without
requiring hand-crafted features, at the cost of requiring much more data than we had the resources
to collect. One possible way to tackle the lack of data is to apply a deep generative model on
a pre-existing smaller dataset to generate new user data using a different Gaussian distribution.
Another option is to craft stronger priors, so that the algorithm only has to learn how each user
differs from some “average”, rather than learning preferences from scratch.

In addition, we plan to explore new applications of ORIRL. This work could be extended
to content filtering in more interactive recommender systems, such as a system that recommends
nearby social events to help engage socially isolated older adults (a known public health problem
[70, 87]). Instead of modeling a user’s social preferences as a static mapping, the system could
have a more dynamic, interactive model of the user’s needs and preferences. That is, learning
preferences as task-independent rewards like RIRL and ORIRL do would enable them to better

take context into account, such as the history of recent social interactions and preferences for
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novelty or stability. This would enable different recommendations that adapt to the user’s actions
and environment, including interactions with the recommender itself.

The preference-learning done by ORIRL aims to satisty the goal of building a user-context
model as described in Section 3.2.1. Future work will target the goal of incorporating preference-
learning into a comprehensive model that can rank the appropriateness of actions. Such a model
will need to incorporate not only preferences, but also an understanding of how those preferences
interact with the particular context in which the user and robot are currently acting. How to best
model context in the domain of occupational therapy and how to design the interaction between
context and preferences are currently open problems.

Finally, the user-context model is just one component of the RobOTA architecture de-
scribed in Section 3.2, and will need to be incorporated into the larger system. How to define the
interaction between the execution graph and the user-context model is an open problem in this
integration. Another open question is how we can define an interface to allow for occupational
therapists to easily and expressively define goals for the system to pursue. Section 3.2.2 discussed

open questions relating to the other components in this architecture in more detail.

6.3 Closing Remarks

The goal of this work is to enable adaptive healthcare robotics systems. With a rising
need for healthcare that is outpacing the available resources, building scalable robotic solutions
to fill this gap is more important than ever. Such systems could aid human healthcare experts by
implementing expert-defined intervention strategies with users. Ideally, robots like these could be
deployed long-term in a user’s home, enabling more graceful, independent care and aging.

Towards this goal, the current work provides clarity on the necessary existing research
effort needed to bring about such a system. The ORIRL framework described in this work

provides both a useful standalone tool, as well as an example of using this roadmap to generate
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and solve tractable research questions. By itself, the ability to model a user’s preferences across
different situations over a long period of time will enable more personalization and improved
collaboration between the user and a robot. This is especially important now as robots are
becoming more involved in our daily routines, and commonly operate inside our homes.

We envision a future in which critical and currently-unmet needs can be satisfied by
experts leveraging robotic assistants. It is our hope that future work continues to expand these

ideas and ensure that this idea comes to fruition with robots that are truly personalized.
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