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ABSTRACT

This thesis details the first direct ultrafast measurements of the dynamic thermal
expansion of a surface and the temperature dependent surface thermal diffusivity using a
two-color reflection transient grating technique. Studies were performed on p-type,
n-type, and undoped GaAs(100) samples over a wide range of temperatures. By utilizing
a 90 fs ultraviolet probe with visible excitation beams, the effects of interband saturation
and carrier dynamics become negligible; thus lattice expansion due to heating and
subsequent contraction caused by cooling provided the dominant influence on the probe.
At room temperature a rise due to thermal expansion was observed, corresponding to a
maximum net displacement of = 1 A at 32 ps. The diffracted signal was composed of
two components, thermal expansion of the surface and heat flow away from the surface,
thus allowing a determination of the rate of expansion as well as the surface thermal
diffusivity, Dg. By varying the fringe spacing of the grating, this technique has the
potenfial to separate the signal contributions to the expansion of the lattice in the
perpendicular and parallel directions. In the data presented here a large fringe spacing
was used, thus the dominant contribution to the rising edge of the signal was expansion
perpendicular to the surface. Comparison of the results with a straightforward thermal
model yields good agreement over a range of temperatures (20-300 °K). Values for Dy
in GaAs were measured and found to be in reasonable agreement with bulk values above
50 °K. Below 50 °K, D was determined to be up to an order of magnitude slower than

the bulk diffusivity due to increased phonon boundary scattering. The applicability and
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advantages of the TG technique for studying photothermal and photoacoustic phencmena

are discussed.
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GENERAL INTRODUCTION

Surfaces play an important role in a large range of phenomena, extending from
the catalysis of chemical reactions to the most complex life functions. A considerable
amount of effort has been devoted to the study of these phenomena, spanning the fields
of both science and technology. Progress in our understanding of the many fundamental
processes is slow, however, and our knowledge of interfaces is far less extensive than of
the bulk, This is due in large part to the fact that the physical and chemical processes at
the surface are inherently more difficult to study. Consider for example a single crystal
medium. The bulk, which consists of those regions of the crystal sufficiently removed
from the surface so as not to be affected by it, may be treated as a uniform, infinite
periodic structure. As such, the bulk is readily amenable to theoretical treatment. At the
surface, however, the fdrccs acting on the atoms are no longer symmetric. The surface
atoms are usually displaced from their ideal lattice positions, giving rise to a rather
corplex two-dimensional structure. Moreover, the fact that the surface constitutes an
abrupt termination of the crystal results in the deformation of the crystal potential; thus
its periodic nature is lost at the surface. This has far reaching consequences on the
electronic properties in the region of the crystal close to the surface. At the same time,
the unsaturated bonds of the surface atorns make them highly reactive towards the
various species outside the crystal. Thus, except when produced and maintained in
ultrahigh vacuum, the surface is covered by one or more layers of foreign matter. All of
these characteristics make the surface a totally different entity from the bulk, requiring a
high degree of sophistication for its study.

It has become common to distinguish between two types of surfaces, real and
clean. The former refers to surfaces obtained by ordinary laboratory procedures, the
latter to surfaces prepared under carefully controlled conditions so as to cnsure the

absence of foreign matter. A real surface is usuvally prepared by mechanical polishing
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followed by chemical etching to remove the outer damaged layers. Such a surface is
covered by a chemisorbed material, generally an oxide, and by molecules adsorbed from
the surrounding environment. Real surfaces have been studied extensively because they
are easily prepared and handled and because they are readily amenable to many types of
measurements. Also, it is the real surface that is encountered in most practical
applications. Clean surfaces are much more difficult to produce. They can be prepared
by cleavage, ion bombardment, or by heating at elevated temperatures. Once obtained, a
clean surface must be maintained in ultra-high vacuum (UHV), typically 10-9 t0 10-12
torr, to prevent recontamination. Surfaces produced in this manner are generally free of
foreign adsorbed matter to better than a few percent of an atomic monolayer. The
interest in clean surfaces stems from the fact that they constitute the closest
approximation to the true crystal surface, and thus should exhibit the fundamental
features of the surface. Also, the clean surface, with its absence of impurities, is a much
more tractable system to model theoretically.

Surfaces are studied by a wide variety of methods. Structural parameters, such as
the lattice constant and long range surface ordering, can be determined by low energy
electron diffraction (LEED) or X-ray scattering methods, among others. In LEED a
beam of monoenergetic electrons (20-500 meV) is directed at the surface in UHV, and a
diffraction pattern is produced. The geometry of the diffraction pattern is determined by
the translational symmetry and periodicity of the surface only (penetration depth
typically < 1 nm) so the size and shape of the surface unit cell can be deduced by simple
arguments. The high atomic cross sections for electrons in this energy range makes
LEED extremely sensitive to surface atomic arrangements. Surface composition can be
determined by Auger electron spectroscopy (AES) or thermal desorption spectroscopy.
In AES, surface atoms are ionized by incident electrons of energies ranging from 500 to
5000 eV. The ion may then lose some of it's excess potential energy by filling the core

hole with an electron from a shallower level and emitting another shallower bound
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electron. The energies of the emitted electrons are characteristic of the atom from which
they originate, so their detection outside the sample provides a surface-sensitive probe of
chemical composition. Another spectroscopic technique is photoelectron spectroscopy,
in which the surface is exposed to photons of sufficient energy to ionize an electronic
shell so that an electron is ejected into the vacuum. The emission energies are
characteristic of the surface atoms, and the angular dependence provides information
about the surface structure.

The above techniques, along with other methods such as electron microscopy, are
mainly used to study the static properties of surfaces. A knowledge of the dynamics of
particles is also important in the analysis of processes taking place at the surface (e.g.,
adsorption of particles), and also for the determination of surface properties (e.g.,
thermodynamic functions). The dynamic behavior of a surface is most commonly
studied by optical methods. Raman and Brillouin scattering of light by dense media were
first demonstrated in the 1920s and 1930s. Here the inelastically back scattered light
provided information on the vibrational properties of surfaces. The more recent
application of lasers to surface studies has opened up a new area of research in surface
science. Laser annealing, for example, has aroused a great deal of interest for both
scientific and technical xreasons.1 Lasers have been used to probe molecule-surface
interactions by detecting and analyzing molecules desorbed or scattered from surfaccs,2’3
and to yield vibrational spectra of adsorbed molecules by laser-desorption4 or to perform
photoacoustic spectroscopys. By monitoring the propagation of surface acoustic waves,
the thickness of a surface adsorbate layer can be determinled.6 Also, by combining laser
pump-probe spectroscopy with photoelectron spectroscopy, the lifetimes of electronic
surface states can be measured.7’8

Nonlinear optical effects, such as second harmonic generation, have also been
exploited for surface studies. Unlike conventional surface probes which rely on

emission, absorption, or scattering of particles, nonlinear optical techniques are
3
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applicable to interfaces between two dense media and therefore offer some unique and
intriguing possibilities. In particular, this thesis discusses the use of the reflection
transient grating technique to measure the rate of transient thiermal expansion and the
thermal diffusivity of a surface. :
Two categories of recent research activities in the investigation of surfaces are
apparent. One involves the study of the lattice structure or mechanics of the surface,
while the other involves the various electronic phenomena taking place at and near the
surface. Combined, these lead to the "chemistry" of a surface. Considerable progress
has been achieved within each category, but a systematic correlation between the two
types of observations remains somewhat fragmentary. While this thesis is concerned
with demonstrating the ability of femtosecond optical techniques to study the dynamic
mechanical properties of the surface, the transient grating technique has also proven
useful in the study of electronic properties. T*us this technique has the ability to help

bridge the gap between these two complex fields.
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1. ULTRAFAST SURFACE EXFANSION AND THERMAL
DIFFUSIVITY

1.1 Introduction

Understanding the dynamics of the basic processes associated with the interaction
of ultrafast (< 10 ps) laser pulses with matter is of great importance to optical damage
investigations, opto-electronics, and laser processing of materials. The goal of our
«esearch is to gain a basic understanding of the ultrafast response cf a condensed phase
surface to light. The response of a solid medium to light can be separated into two
categories:

1) The electronic response, which generally occurs in less than a few

picoseconds.

2) The thermomechanical response of the lattice to the ultrafast deposition of

heat and the stress and strain derived from the vlectronic relaxation, which occurs

from picosecond to second time scales.

The interaction of laser radiation with matter is an extensively studied field, in
particular, the response of a medium to the impulsive deposition of hcat.g'lo The short
penetration depth of laser light into absorbing materials results in extremely high surface
temperatures with low energy requirements. Alse, due to the focusing characteristics of
laser light, localized heating of specific areas of the sample is achicvable with relative
ease. There are several additional advantages to heating with ultrafast laser pulses, i.e.
when the laser pulse duration approaches the characteristic times for relaxation of the
photoexcited electron gas to the lattice. First, the heat is being deposited in such a short
time that heat conduction out of the light-absorbing volume does not occur within the
laser pulse duration. Extremely high temperatures are thus generated in a shallow layer.
Second, due to short excitation times, matter is being heated while still in a quiescent

S
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state and may be observed and probed before it escapes out of the irradiated area by
evaporation or ablation.

Systematic investigations of the nonequilibrium thermodynamic properties
measured during ultrafast irradiation are not currently available, however a number of
experiments have demonstrated the importance of this field. Several studies have
investigated the nonequilibrium heaiing of a solid that results when the deposition time is
shorter than the time required to transfer the heat from the electrons to the lattice. 15,12
A necessary consequence of the deposition of heat is thermal expansion of the surface
and the simultaneous propagation of acoustic waves throughout the lattice. The
generation and propagation of acoustic waves has also been well studied over the past
few years.6’13 There is little published, i’nowevcr, on dynamic thermal expansion at the
surface of a material.

Understanding the dynamics of transient thermal expansion is of technological
importance in fields such as heteroepitaxial semiconductor structures, optical coating
design, and laser processing of materials. For example, the biaxial stress due to different
rates of thermal expansion between two semiconductor layers (e.g. GaAs/Si) can alter the
band structure of the materials, leading to a change in energy relaxation rates.
Furthermore, the lattice mismatch between the layers can generate dislocations that
shorten carrier lifetime and influence carrier relaxation processes. Recently, the transient
expansion of a heated surface was indirectly observed using picosecond photothermal
deflection spectroscopy. There the thermal expansion of an absorbing silicon surface
was measured by time resolving the surface deforrnation after a short heating pulse. 14
This technique measured the expansion perpendicular to the surface only. Using a two-
culor transient grating technique in the reflection grating geometry, we have directly
observed the expansion perpendicular to the surface. However, while photothermal

deflection spectroscopy can only measure expansion perpendicular to the surface, the

transient grating method has the potential for measurement of expansion both in aud out
6



of the plane of the surface. This requires that the thermal diffusivity of the material be
long relative to the rate of expanSion in order to isolate the two signal components. The
transient grating technique also allows simultaneous determination of the surface thermal
diffusivity. The dissipation of thermal energy at a surface is relevant to two major
problems in chemistry at surfaces, adsorption and chemical reactions, in that the back
reaction is quenched by the dissipation of heat.

This thesis describes in detail the use of a two-color reflection transient grating
method to measure the ultrafast thermal expansion rate and thermal diffusivity of a
GaAs(100) surface. As a direct band gap semiconductor, GaAs lends itself to optical
investigation. In addition, since GaAs is a typical III-V semiconductor, we expect that
any understanding of this material will be applicable to a wide range of materials. The
ultrafast electronic response of GaAs has been extensively studied due to its
technological importance in microelectronics. The transient thermomechanical response
of the system, however, has been explored to a much lesser extent. We have therefore

concentrated our investigations on the thermomechanical response of the GaAs(100)

surface.




1.2 Transient Grating Spectroscopy

When two intense light waves are crossed at an angle in a material, its optical
properties (i.e. refractive index and coefficient of absorption) become spatially
modulated in the interference region as shown in Fig. 1.1. Permanent gratings have been
produced in this way by photographic processes for many years. 15,16 In contrast,
dynamic, or transient, gratings disappear after the light source has been switched off.
Lasers are ideally suited as a light source as their coherence, collimation, and intensity
provide strong interference patterns. Also their wavelength tunability and short-pulse
canability allow a particular type of laser-matter interaction to be selectively addressed.
Transient gratings have been induced in all matérial phases and in many materials, and
are detected by diffraction of a third beam (probe) off the grating, or by the self-
diffraction of the light waves inducing the grating. The process is equivalent to four-
wave mixing in nonlinear optics, and is the basis of real time holography and optical
phase conjugation.

In general, transient grating signals result from any changes in the real or
imaginary parts of the index of refraction caused by the presence of the grating excitation
beams. For example, the absorption of light causes excited states in a medium. These
excited states are created with the same spatial distribution as the induced grating, thus
creating a population density grating. In the case of an excited state population grating, a
scattered signal can be generated by the index change resulting from the ground state
depletion and relaxation of excited carriers throughout the material. Following decay of
the initially prepared excited states, various lower energy electronic and vibrational states
are populated, forming secondary gratings. Finally the excitations thermalize, forming a
temperature grating which is accompanied by stress, strain, and density variations with

the periodicity of the original induced grating. The probe diffracts off the optically
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Figure 1.1: Interference of two light waves of wavelength A,y and wave vectors k exc
and k exc Atan angle 0 produces a transient grating with a periodic fringe spacing

= Ngxcl2 sin(6/2). This creates a spatial modulation of the dielectric constant € of the

material, which varies as a function of the grating periodicity, as well as the absorption

depth into the sample.







induced density modulations, producing a signal which reflects their magnitude and time
dependence.
There are many reasons for the usefulness and sensitivity of the transient grating
(TG) technique:
1) Because the transient grating technique creates variations in the macroscopic
properties of a material by strong coherent excitation, the resulting signal is
orders of magnitude larger than for spontaneous light scattering experiments.
2) Spatially modulated excitations can be detected optically with greater
sensitivity than spatially homogeneous modulations. In fact, transport
phenoimnena such as diffusion require a modulated excitation in order to be
detectable at all. The sinusoidal modulation of the refractive index created by the
grating is well-defined, and is thus easier to evaluate. In addition, one can
distinguish properties along different axes in an anisotropic material by varying
the periodicity of the sinusoidal modulation in a controlled manner.
3) The diffracted signal is produced at a uniquely defined direction, making the
technique background-free. This enables one to look at perturbations that range
from one part in 102 to 1016 in magnitude,
4) Monitoring the decay of the grating allows one to distinguish between
different decay mechanisms, based on the time scales of the processes responsible
for the signal.
For many years transient gratings have been used to study a variety of ultrafast
processes in condensed phase materials. 17 The first dynamic grating was produced not
by light, but by ultrasonic waves, and was detected by the diffraction of an optical

18,19

probe. The transient grating technique as we know it today, (i.e. creating a

transient grating by two pulsed laser beams, and probing it by a third), was first used by

20,21 .

Eichler et. al. to determine the bulk thermal diffusivity in ruby and glycerol, The

method was extended a step further when Phillion et al. combined it with picosecond
11
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laser techniques to resolve the short lifetimes of electronic excitations.2 2 Since then it
has been used to determine energy deposition quantum yields resulting from the
deposition of a thermal grating23, and to detect ground stat<:24 and excited state-excited
state absorption25 in condensed phase solutions. Rotational reorientation rates from Kerr
effect gratings in liquid crystals26 have been determined, as well as the diffusivity of

radical ions in concentration gratings in flame:s27

. A particularly important application
has been to the study of acoustic propagation in anisotropic media.28’29 And in
semiconductors, excited state gratings have provided a means of observing electronic
processes such as anisotropic state filling.30
More recently, the TG technique has proven quite successful for studying thermal

31 and acoustic propagation13 in thin films as it has the advantage of non contact

flow
generation and detection of a well-defined heat source at the surface or in the bulk of a
sa.mplc.32 Like the photothermal deflection method, the TG technique is sensitive to
minute displacements of the surface, and can be used to determine the surface
temperature protiles and expansion dynamics33. Unlike other photothermal methods,
however, transient gratings have the ability to discriminate between signals arising from
each of the three crystallographic axes of a sample simply by varying the periodicity of
the grating. The experiments presented in this thesis were performed with a large fringe
spacing, i.e., fringe spacing >> optical absorption depth. Under these conditions, the
resulting signal is primarily due to expansion and contraction perpendicular to the surface
region and can be modeled reasonably well with one-dimensional solutions. For small
fringe spacing however, this technique is sensitive to the component of expansion in the .
plane of the suiface, provided the thermal diffusivity is long relative to the rate of
expansion,
While transient grating experiments have traditionally been performed in

transmission, a recent paper by Fishman, et. al. has demonstrated that this method is

sensitive to surface properties when performed in the reflection grating geometry, while
12
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transmission studies are dominated by bulk properties.34 This was experimentally
demonstrated by using the technique to measure thermal flow and ultrasonic propagation
in thin ﬁlms.g"l In the case of a weakly absorbing material, the excite beams are
prirﬁarily transmitted. As a result, absorption can be treated as uniform throughout the
depth of the material. The transmitted diffracted signal is proportional to the change in
the dielectric constant Ag, created by the grating. This leads to a equal spatial weighting
of the signal contributions throughout the material. The reflected signal, however, is

dae

proportional to - 1, to first order in Ae. Thus the reflection signal is only generated from

the spatial regions where an abrupt change of the dielectric constant exists, i.e., the
surface or interfacial regions of the sample. Similar considerations apply for even order
nonlinear processes, such as second harmonic generation at a surface in a
centrosymmetric medium. For an even order process, a signal is generated only where a
break in the symmetry exists, i.e., at a surface or interface. In general this occurs on an
atomic distance scale. Reflection transient gratings, however, are essentially odd order
nonlinear experiments. In this case the maximum depth from which signal can be

35

: . A . N
effectively be generated is Z;t; which corresponds to a material with no absorption.

This depth is on the order of 25 nm for most materials (n = 1.5) at visible wavelengths.
As the material becomes more optically dense (i.e., absorption depth << optical
wavelength), absorption becomes increasingly shallow, thus both the reflected signal and
the transmitted signal are generated progressively closer to the surface. The transmitted
signal contributions become exponentially less as a function of depth into the sample,
comparable to the absorption depth. The reflected signal is generated from a depth into
the sample comparable to one half the Beer's absorption depth. Thus while the net effect
of high optical absorption is to localize all signal generation nearer to the surface, the

difference between the regions probed in transmission versus reflection becomes less.



By varying the laser wavelength, one can control the optical sampling depth. The
surface can selectively be studied by using a probe wavelength far down the edge of an
intense absorption band where the optical density is low, thus creating a large difference
between the spatial regions from which the transmitted and reflected signals are
generated. As the probe wavelength approaches the absorption band, the difference in
the spatial region sampled in reflection and transmission decreases. Finally,
predominantly bulk properties can be studied by probing the grating in transmission.
Thus by varying the laser wavelength and experimental grating geometry one can
selectively probe to different depths in the sample, allowing the investigation of surface,
interface, and bulk phenomena. Here we report the extension of this technique to the
study of transient thermal expansion at a surface, as well as a determination of the

surface thermal diffusivity.

1.3 Thermal Expansion

The expansion of a solid when heated is a direct consequence of the anharmonic
nature of the interatornic forces in the solid. If the forces were purely harmonic, the
mean position of the atoms would not change even though the atoms would vibrate with
larger and larger amplitudes as the temperature increased. To account for thermal
expansion one has to take into account the anharmonicity of the lattice vibrations. The
anharmonic terms contribute to the free energy of the crystal, which is not necessarily a
minimum for vibrations around the assumed equilibrium configuration in which the net
displacement is zero. The whole crystal thus expands (or contracts) until it finds the
volume where the total free energy is a minimum, Griineisen's theory provides a general

explanation of the phenomena using a quasi harmonic approximation of the lattice

potcmial.36 Thus the condition for the minimum free energy, A1), is:
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& e, (L.1)

where V is the volume, AV is the change in volume, % is the bulk compressibility, and {

is the Griineisen parameter. This is related to the linear thermal expansion coefficient, 7,
by

K14
C='x—q§’ (1.2)

where C,, is the specific heat at constant volume. Griineiscn parameters exist for each
mode of the solid separately, and they can in general be very different from mode to
mode. The linear thermal expansion coefficient is defined as the increase in length
suffered per unit length of the solid when the temperature is raised by one degree Celsius.
The volume expansion coefficient, V), is related to the linear coefficient, and to first
approximation is the sum of the linear expansion coefficients in three mutually
perpendicular directions in the solid. Rigorously, the thermal expansion coefficient ¥jy is

a second rank tensor relating the temperature T (a scalar) and the second-rank strain

tensor Z;x by
Zig="Yig T, (1.3)
where
Y11 Y12 Y13
Yig = Y21 Va2 Y23 | - (1.4)
Y31 Y32 Y33

The measurement of thermal expansion of crystals is important for the following
reasons:

1) The expansion of a crystal is intimately related to the normal modes of

vibration of the lattice and hence a study of it might be expected to throw some

light on the nature of binding between the different units in the lattice.
15




2) The expansion coefficient is a structure sensitive property and reflects any
transitions in crystal structure. |

3) Expansion coefficients are needed to convert the specific heat at constant
pressure, Cp, to the specific heat at constant volume, C,,. This is done through

the thermodynamic relation:

Cp-Cy=vy VTIxJ, (1.5)

where J is the mechanical equivalent of heat.

4) Precise measurement of the expansion coefficient at very low temperatures
provides information on the molar volume of a substance at T = 0. Itis also
useful for distinguishing the electronic and nuclear hyperfine contributions to the
Griineisen parameter from the lattice contributions.

5) Thermal expansion data enables the evaluation of the Griineisen parameter,

as well as the second Griineisen constant,

_-dln:[
,‘V‘dlnvlr’ (1.6)

both of which are fundamental to the study of many basic phenomena in solids

and to the prediction of a variety of physical properties such as the equation of

state.
6) A knowledge of lattice thermal expansion of a material is essential in
investigations involving epitaxy and thin film growth, as well as in industrial thin

film deposition.
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1.4 Thermal Diffusivity and Conductivity

Heat flow across a surface is generally described by the thermal conductivity
coefficient k. This is defined with respect to the steady-state flow of heat down a long
rod with a temperature gradient %‘E by the expression:
=S A7)
where j is the energy transmitted across a unit area per unit time. The form of this
equation implies that the process of thermal energy transfer is a random process. That
energy does not simply enter one end and flow in a straight path to the other end, but
rather the energy diffuses through the sample, suffering frequent collisions. The random
nature of the thermal conductivity process introduces the temperature gradient and the
mean free path or the phonons between collisions. While k represents the experimental
observable commonly measured in thermal experiments, it is actually composed of the
three basic parameters p, C, and D. Here p is the material density. The specific heat at
constant pressure, C, is a measure of the number of accessible electronic and phonon
modes in the solid. The final parameter D is the thermal diffusivity, which is related to
the mean free path of the phonons. The thermal conductivity can be written in terms of

these fundamental parameters by the relation

Kk=pCD . (1.8)

One way to understand the mechanism of heat conduction is to think in terms of
the collective vibrations of the whole system rather than those of individual atoms. In a
solid any displacement of a particular atom does not remain localized, but propagates

through the lattice giving rise to a lattice wave. Thermal diffusion can then be described
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as the propagation of energy through the crystal by these lattice waves. The waves can
be quantized, and the resulting quantum is known as a phonon.

Many thermal properties of solids can be described in terms of phonon behavior.
In a perfect crystal and in the harmonic approximation, the phonon modes are referred to
as normal modes. However, a certain amount of anharmonicity is always present and
this leads to the scattering of phonons by other phonons. In imperfect crystals, phonons
may be scattered by other mechanisms, such as impurities, lattice imperfections,
boundaries, etc. In heavily‘dopcd semiconductors the scattering of phonons by electrons

and holes may also contribute to the total phonon scattering. We can relate the mean free

path of the phonon by, to the thermal diffusivity of the lattice by the relation
1

where vy is the velocity of sound. As the scattering increases, the phonon mean free path
decreases. The variation of K with temperature will thus depend mainly on the
temperature dependence of C and Cph’ as p and vy vary only slightly with temperature.
Above the Debye temperature, the temperature dependence of K is proportional to T-1,
As the temperature is lowered, x rises and reaches a maximum at a temperature well
below the Debye temperature. As the temperature approaches absolute zero, x decreases
rapidly, vanishing at absolute zero. A simple explanation goes as follows, As the
temperature decreases the phonon mean free path increases rapidly, resulting in an
increase in x until lph becomes comparable to the crystal dimensions, or, more
realistically, to the distance between crystal defects, e.g., impurities or lattice
dislocations. The boundaries of crystals are usually poor reflectors of phonons,
consequently their mean free paths cannot increase any further. In this temperature range
the thermal conductivity of the lattice decreases with temperature at a rate proportional to

T3, which is due to the loss of heat capacity C in the material.
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1.5 Ultrafast Processes in Gallium Arsenide

Gallium arsenide (GaAs) has an face centered cubic zincblend lattice structure.
For the purposes of interpreting the electronic band structure and vibration spectrum of
GaAs, the most important paths through the Brillouin zone are those from the zone center
I" to the high symmetry points X, L, and K on the zone boundary. Figure 1.2 shows a
schematic of a portion of the calculated band structure of GaAs after Chelikowski and
Cohc:n.3 7 The top of the valence band, at £ = 0 (I'-point) and E = 0, is 4-fold degenerate.
Away from the I'-point the degeneracy is lifted and there are two 2-fold degenerate
bands, the upper designated as the heavy-hole (hh) band and the lower as the light-hole
(1h) band. About 340 meV belov' the top of the valence band at k = 0 lies a 2-fold
degenerate band called tiw spin-orbital split-off (so) band.38 The minimum of the
conduction band in GaAs also lies at k = 0, making it a direct-gap semiconductor. The
energy gap Eg, is approximately 1.43 eV at room temperature. There are two sets of
satellite conduction band valleys in GaAs. The L-valleys have minima at the boundary
of the Brillouin zone in the (111) direction about 310 meV above the central F~vallcy.39
The X-valleys have minima at the zone edges in the (100) direction, about 460 meV
above the central valley.40

Using optical methods it is possible to examine the carrier dynamics in a GaAs
lattice. We are primarily interested in electronic transitions with energies near the band
gap, i.e., visible excitation. These photons have wavelengths much longer than the lattice
constant of the solid (5.65 A), and thus have a wave vector that is negligible on the scale
of the Brillouin zone. As a result, optical transitions must leave the wave vector of an
electron essentially unchanged (dipole approximation). Thus, only vertical transitions

are allowed, and for the photon energies of interest (2 eV) only states near Ak = 0 can be

involved. A significant difference in the curvature of the conduction and valence bands
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Figure 1.2: Schematic of a portion of the calculated band structure of GaAs (after
Chelikowski and Cohcn37). The zero of energy is taken to be at the valence band

maximum.
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determines that most of the excess energy resides initially in the electrons rather than the
holes.41 Different densities of states in the two bands further implies that electrons in
the conduction band have a much stronger influence on changes in absorption produced
by the excitation. Thus optical pump-probe spectroscopy is primarily sensitive to
electronic state filling in the conduction band. ,

Fig. 1.3 illustrates the pertinent band structure for our experiments in GaAs. For
photon energies of about 2 eV linearly polarized along the (100) direction, three vertical
transitions are allowed. Electrons can be excited from the split-off valence band, with
about 150 meV of excess energy in the I™-valley of the conduction band, and from both
the heavy and light hole bands, with about 500 meV of excess energy. The relative
strengths of the so-hh-lh transitions are about 0.15-0.42-0.42 rcspectively.‘u”43 Carriers
with energies of more than 500 meV above the I'-valley minimum can scatter via large
wave vector phonons into the X-valley, while those with more than 300 meV can scatter
into the L-valley (Fig. 1.4). These scattering processes are extremely rapid and are of
special importance to electronic devices since the rapid accumulation of excited carriers
in the high effective mass satellite valleys leads to the reduced carrier mobility observed
in hot carrier transport. These carriers only contribute to optical absorption changes
when they return to the T-valley. Carriers that remain in or return to the I'-valley
redistribute in energy by carrier-carrier scattering and lose energy by coupling to the

lattice.

Under the dipole approximation, if excitation is sufficiently far from the band
edge, the optical absorption is essentially constant over the frequency bandwidth of even
an ultra short optical pulse. Excitation then occurs over a continuum of states in the
valence band that is at least as broad as the frequency bandwidth of the pulse. The
coherent polarization associated with such a superposition of states simply follows the
electric field amplitude of the excitation. As a result of the excitation of electrons and

filling of states in the conduction band, the absorption spectrum of the medium is
22
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Figure 1.3 Schematic of the GaAs(100) band structure pertinent to experiments in this
thesis. For a 2 eV excitation, transitions from the heavy hole (hh), light hole (1h), and
split-off (so) valence bands to the conduction band I'-valley are allowed. Because the 4
eV probe beam looks at a set of ground states further down the valence band edge than
were initially excited by the 2 eV grating, electronic effects have a negligible effect on
the diffracted signal. The signal therefore arises solely from density changes at the
surface created by heat transfer from the carriers to the lattice phonons and their

subsequent equilibration.
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Figure 1.4: Schematic illustration of electron and hole excitation and decay mechanisms
in GaAs(100). Electrons are excited out of the valence band with energy hvey leaving
behind a hole (circle). Excited electrons in the I'-vailey can scatter with other electrons
(e-e) or intervalley scatter tc the adjacent X and L valleys, from which they may or may
not return to the I"-valley. The primary cooling mechanism of hot electrons is through
emission of longitudinal optical phonons (e-p). The decay proceeds through a cascade of
carrier-phonon interactions terminating in the creation of an electron-hole plasma at the
minimum of the conduction band I'-valley. Electrons then decay back to the valence
band through luminescence (hop and radiatively recombine with holes in the valence

band.
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changed. At wavelengths near the excitation, a local decrease, or hole, appears.
Disappearance of the hole corresponds to the time it takes electrons to scatter out of their
initially excited states either by carrier-carrier scattering or by carrier-phonon scattering,
and return to the valence band via radiative decay (Fig. 1.4).

Because the lh and hh bands are anisotropic in k-space, the carriers excited into
the conduction band fill the available states anisotropically. This was first observed

44,45 and has been shown to

experimentally using hot luminescence spectroscopy,
depend upon the orientation of the polarization of the laser relative to the
crystallographic axcs46. Using orthogonally polarized excitation pulses, the anisotropic
state filling in semiconductors has been observed via the transient grating technique,
though the anisotropy is generally weak.30 Subsequent relaxation of this anisotropic
carrier distribution provides a means of measuring the momentum redistribution of the
system.47

Emission of phonons is the mechanism by which hot carriers give up their energy
to the lattice. We are mainly concerned with carriers near k = 0, which will interact with
phonons near k = 0. The modes near k = 0 consist of the longitudinal acoustic (I.A) and
transverse acoustic (TA) modes, and the longitudinal optical (LO} and transverse optical
(TO) modes. While both types of modes play a role in the relaxation of hot carriers, the
dominant cooling mechanism for hot carriers with temperatures above about 30 °K in
GaAs is the emission of optical phonons. Acoustic phonons have rather small energies
(= 3 meV) for the k-vectors of interest, thus they are not very efficient at cooling the
electrons. The energies of the optical phonons are 33.8 meV for the TO and 36.7 meV
for the LO modes, thus only a few optical phonons must be emitted in order to
thermalize the carricrs.48 However, this process is only possible for relatively energetic
electrons. An equilibrium distribution will never be reached by optical phonon scattering

alone; the distribution will be depleted of all high energy carriers, while those with

energies below the optical phonon energy will be unaffected. Further equilibration
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requires the emission of acoustic phonons. Below about 20-30 °K, the electrons and
hdlcs have insufficient energy to emit the more energetic optical phonons, and cooling
must proceed vié the acoustic phonons. The decay proceeds through a cascade of carrier-
phonon interactions terminating in the creation of an electron-hole plasma at some
minimum of the conduction band.49 Figure 1.4 shows a schematic illustration of some
of the decay mechanisms described above.

An intuitive understanding of hot phonon effects can be gained by considering
what happens after a carrier emits a phonon. The group velocity of the optical phonons
is negligible (< 103 cm/s), implying that the phonons cannot move significantly during
their lifetimc:.50 These high frequency (= 109 cm-1) optical phonons decay through the

creation of two lower frequency acoustic phonons.b1 This occurs within approximately
3 psin GaAs at 300 °K.52 If the carrier density is large enough, the optical phonon can
be reabsorbed before it has a chance to decay. If the reabsorption time is one fifth of the
lifetime, for example, up to five phonons will have to be emitted before any energy is
actually lost to the carriers. Thus the carrier cooling time would be increased by a factor
of 5. Itis assumed that once the optical phonon decays, the energy is lost to the carriers,
as the acoustic decay products have far too large a wave vector to interact directly with
the carriers. The resulting phonon distribution can thus be described by a Boltzmann
dism'bution.53

The rates of all these processes may depend upon both the excess energy and the
excitation density. It is often possible to separate the overall dynamic behavior into two
regimes:

1) A period of rapid scattering out of the initial states into a transient, hot

distribution of carriers.

2) A slower cooling of this distribution to the lattice.
This type of behavior is observed for the conditions used in our experiments which have

been performed at room temperature and with carrier densities greater than 1017 ¢m-3,
28




We discriminate between these two regimes experimentally by varying the probe
wavelength, By selecting a probe wavelength near the excitation wavelength, the

dominant influence on the probe in electronic, while probe wavelengths far from the

excitation wavelength exhibit trends due to the thermomechanical response of the lattice.
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2. THEORY

In the transient grating experiment, two laser pulses with wave vectors ke - and
1]

k exc A€ temporally and spatially overlapped on the surface of a sample as shown in

Fig. 1.1. The interference between the two pulses forms a sinusoidal grating pattern on
the sample surface with a fringe spacing, f, related to the angle between the two beams,

0, by the relation

f=Aexc/2 sin(6/2) , .1

where A,y is the excitation wavelength in vacuum. The optical energy absorbed in the
material results in local heating and thermal expansion, which simultaneously launches
acoustic waves with a wavelength determined by the fringe spacing. This produces a
time-dependent modulation of the sample density, resulting in a time-dependent
oscillation of the real and imaginary indices of refraction with the same periodicity as the
interference pattern. A variably time delayed probe pulse diffracts off the optically
induced density modulations, producing a signal that reflects their periodicity,
magnitude, and time-dependence.

A complete theoretical treatment of the transient grating signal from highly
absorbing materials in the reflection geometry has recently been published, providing the
formalism for analyzing the data hereim34 This formalism includes the spatial
distribution of the grating-induced dielectric constant profile perpendicular to the sample
surface which had not previously been treated. If we consider a semi-infinite plane of
absorbing raterial with a complex dielectric constant, €, the reflected diffraction
efficiency, M, is proportional to the square modulus of the grating peak-to-rull sifference | ’
in the complex dielectric constant. For a sample with weak absorption, the reflected

: : : . A ,
diffracted signal arises from a maximum depth of pr— while the signal from a strongly

absorbing sample is generated in a region within half an absorption depth from the
30
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surface or interface. A general expression for the one-dimensional reflected diffraction
efficiency of the probe is given by34

[~]

o .
J 2i ‘g\/z - §in2@ z
e

cos20

w?
) = g e—— e
n@h =2 % +JE - sin20 14

Aﬁ(z,t) dz ’ (2'2)

where €, ¢, w, and A€(z,f) are the unperturbed dielectric constant of the sample, speed of
light, probe beam angular frequency, and grating peak-to-null modulation of the

dielectric constant, respectively. The complex index of refraction,

Ai=(n + ik) = (E)1/2, (2.3)

is modulated with the grating periodicity, resulting in

A'(.2,6) = A + AR, z,t) = A + cos(By) {An(z,0) + iAk(z,0)} , (2.4)
where
B = 4n sin(0/Apxc) » (2.5)

is the magnitude of the grating wave vector. Ignoring second order terms in A leads to a

dielectric constant modulation with a grating peak-to-null amplitude of

AE(z,t) = 2A{An(z,t) + iAk(z,0)} = 2A AA(z,0). (2.6)

Thus in the small angle limit, i.e. | € I>>sin26, Eqn. 2.2 can be reduced to

2 1 2
Ay 1 (2K Aariydz | 2.7)

@O =7

Here Asi(z,t) is the grating peak-to-null modulation of the complex index of refraction,

and
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k, = —2}7”(;1 + ik) , (2.8)

is the magnitude of the complex probe wave vector, where »n and k are the real and
imaginary indices of refraction respectively.

The driving force for the transient grating signal in our experiment is the
impulsive deposition of an amount of heat g in the lattice by nonradiative relaxation
following optical absorption. This leads to a spatially varying temperature distribution in

the lattice given by

AT, . (x2 2 2
AT(xy,z1=0) =—2 e Oexc? (1 4 cos(Py)) e & T IN20° (2.9)
Here
AT, =q (1 - &"%exc?)/pC (2.10)

is the initial temperature rise at a grating peak a distance z into the surface, gy is the
optical absorption coefficient at the excite wavelength, p is the unperturbed density, C is
the heat capacity at constant volume, and a is the excitation beam radius.

At time ¢ = 0, the sample has been excited by the driving force, but there are as
yet no displacements. Thus the total strain and the resulting stress must be zero at ¢ = 0.
As the surface thermally expands, the grating peaks are displaced towards the grating
nulls and perpendicular to the plane of the surface, and counter propagating acoustic
waves are simultaneously launched. This creates a strain Z in the medium, which in turn

induces an isotropic thermal stress given by

3BYAT,,, | 2.11)

where B is the bulk modulus and Y is the coefficient of thermal expansion.
Application of external stress has a profound influence on the material band

structure. Isotropic stress causes a shift of the energy states, while uniaxial stress in
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general lowers the symmetry of the lattice. Thus at a more general level, we should
consider that the light pulse changes the electron and phonon distribution function n,(k)
and np(k) by Ony(k) and 8np(k) respectively. These changes produce a stress in the

sample which can be written as

oE, ow
—5 1Y 8n (kyh—~ 2.12
az,,*'; ny (kR == (2.12)

Y

G, = on,(k)
k

where E and y are the electron energy and frequency of a phonon of wave vector k
respectively. The first term in Eqn. 2.12 is the electron-hole contribution to the strain

associated with the deformation potential 551‘ . Assuming the material is isotropic, the
Y

electronic stress is equal to

oE dE
Ofg o _ pdEgs.
3%, dng=-B dPS‘J dng , (2.13)

where dn, is the total number of electrons {equal to the number of holes), E ¢ is the band
gap, and P denotes pressure. The excited carriers couple to the phonons through their
deformation potential in the excited state, and may diffuse a significant distance before
losing all their energy. Thus the spatial dependence of dn,, and hence of the electronic
component of the stress can be modified by diffusion. For each photon of energy E
absorbed, thermal phonons of total energy (E - Eg) are produced. The second term in
Eqn. 2.12 is the phonon contribution to the strain. If the phonons have a well defined

thermal distribution, then their contribution to the stress is equal to
3B
- —CE_— (E - Eg) 5,’} dn, . (2.14)

If the electrons and phonons are in thermal equilibrium then Eqn. 2.12 reduces to the

isotropic thermal stress in Eqn. 2.11. In GaAg, the electrons and phonons are known to
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reach a local thermal équilibrium within 3 ps at room temperature. Because this is short
relative to the time scale of the phenomena we measure, the expression in Eqn. 2.11 is
sufficiently accurate for our purposes.

Because excited states have a negligible effect on the time scale of our signal,
only strain-induced contributions to A/ need to be considered. The grating peak-to-null
variations in the real and imaginary indices of refraction due to the presence of strain,

respectively, are:

)

2.1
An(z,t)=~Z(z,t)Q‘2n—z, | , (2.15)
and

Ak(z,t) =-X(z,H) k . (2.16)

The contributions to An and Ak have been discussed in detail prcviously.29 The strain
can be related to the grating peak to null temperature difference AT b'y the relation

X =YAT, where Y is the 3x3 tensor representing the expansion coefficient. This
expression assumes the resulting thermal expansion is instantaneous. Because GaAs is a
cubic, isotropic medium, Y is diagonal and has the same magnitude along all three axes.

The strain is also related to local changes in the material density by the relation

Ap(z,t) = -py Z(z,0) . .17)

The density change Ap in one dimension is proportional to first order to the

displacement, Au, of the grating in that dimension.54 Thus

AR(z,0) o< Ap(z,t) o< Au(z,t) . (2.18)

The displacement of the surface due to thermal expansion provides a real experimental
observable which we can use in place of A7 in Eqn. 2.7 to calculate the diffraction
efficiency of the reflected probe beam in the z-direction.
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In order to find the time-dependent expansion in the z-direction, the acoustic field
equations must be solved. For an isotropic cubic medium such as GaAs, they need only

be solved in one dimension. Thus the relevant equations are:

ou
). =-é—zz : (2.19)
2u, do
Pa = and @20
O'ZZ = vaBEzz - BB'YATO . (2.21)

Here u, is the material displacement in the z-direction resulting from the strain, X,,, and

vy is the velocity of sound in the material. Using a Green's function solution, these

6 With an

equations have been solved to find the temporal evolution of the strain field,
initial condition of zero strain everywhere and the boundary condition of zero stress at

the free surface, i.e. 6,;(z = 0) =0, at all times, the solution is:

S(2f) o (e Fexc? (1. Lo GexcVstyy L (A e %exe 27V on gy (2.22)
‘ 2 ac
Here
4Tk oxc
Opye = , (2.23)
exc ' :; excC

is the absorption coefficient at the excite wavelength, corresponding to an absorption
depth & = 1/0l,y- . This solution assumes no flow of heat away from the surface. The
first bracketed term in this equation represents the strain due to thermal expansion in the
region near z = (), assuming an instantaneous temperature rise of the lattice. To be
completely rigorous, our calculation should take into account the rise in temperature as
the nonequilibrium phonons equilibrate. However, since the phonons reach equilibrium

within the first 3 ps of the signal rise the temperature rise can be treated as instantaneous
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without significant impact.52

The second term in Eqn. 2,22 describes the acoustic pulse
generated by thermal expansion propagating into the bulk at the speed of sound. The

magnitude of this term is determined by the acoustic amplitude parameter

Aac =24, na?C"

where R is the reflectivity of the surface at the excite wavelength.
The change in the displacement of the surface region due to expansion only is
obtained by integrating Eqn. 2.22 from z to e over dz'. To first order in dtgy,z, the

integral is proportional to

(1 - e %excVsty | (2.25)

This is valid in the near field region where oz 0z << 1, corresponding to a probe depth
which is shallow cdmpared to the depth of excitation in the sample. This is a reasonable
assumption for the experimental results presented here as the probe depth is - 15% of the
excite depth. We also assnme that the thermally induced expansion of the surface is fast
on the time scale required for the diffusion of heat cut of the surface region, hence
contraction of the surface is limited by thermal diffusion. The displacement of the

surface region a distance z into the surface at time t is thus given by

Au(z,t) =‘( 1- e-aexcvst) T(z,1), (2.26)

where T(z,?) is the temperature profile due to thermal diffusion. Only diffusional flow
will be considered, i.e. the mean free path of the phonons is short compared to the sample
thickness.

The temperature profile as a function of time and distance into the surface can be
determined by solving the heat conduction equation for a point source of unit strength

and an infinitely thick absorbing materialssz
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aT(r,0)

D V2T(r,) = (2.27)
The thermal diffusion constant is given by,
D =«xpC, (2.28)

where x is the thermal conductivity tensor. The initial condition used to solve Eqn. 2.27
is given in Eqn. 2.9. The three dimensional problem is simplified by separation of

variables with the appropriate boundary conditions to

T(r,t) = AT(x,y,z,t = 0) T(x,8) T(y,t) T(z,1). (2.29)

On our experimental time scale the radial diffusion of heat is small compared to the
Gaussian excitation spot size, thus the x and y Gaussian profiles can be treated as
constants across the excitation spot. However, the dielectric constant is also modulated
in the y-direction by the grating heat profile. This cannot be neglected and leads to a

solution of the form

-DyB2t

T(,0) =% (1+e cos(By)), (2.30)

where Dy is the diffusion constant in the ymdirection.56 In the z-direction we apply the

boundary conditions

dr
I Iz:O =0 (2.31)
and
T(z 5 o0t) =Tt =0) , (2.32)

to obtain the following 1-dimensional analytic solution to Eqn, 2.279:
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T(z,t) o< { e(‘“ech+D(0ﬂexc)2t) erfe(z + ZDaexct)

Dt
b olOexc + DOgxd?D) grpe, 2%ty 1 (2.33)
2Dt

The temperature profile used in our calculations is thus the product of equations 2.30 and
-2.33. This product is substituted into Eqn. 2.26 to find the net displacement of the
surface, which in turn replaces the variable A7 in Eqn. 2.7. Equation 2.7 is then solved
numerically to find the reflected diffracted signal efficiency, 1, using the computer codes
presented in the Appendix of this thesis.

Again, at a more general level, carrier diffusion can influence the shape of the
phonon pulse. Although thermalization occurs extremely fast, excited cmﬁcrs may
diffuse a significant distance before they transfer all their energy through phonon
emission to the lattice. This nonequilibrium diffusion results in a phonon pulse broader
than the initial distribution of the sample. The problem of a nonequilibrium elcptron gas
in a lattice has been treated theoretically57 and extensively studied sihce the advent of

subpicosecond lase:rs1 112

. In describing nonequilibrium electron heating, the material
may be treated as two coupled thermal systems composed of the electrons and the crystal
lattice. When an ultra short laser pulse deposits energy in the conduction electrons, they
rapidly thermalize via electron-electron scattering. Energy is then transferred to the
lattice through electron-phonon scattering. If the incident pulse duration is sufficiently
short relative to the electron-phonon energy transfer time, a nonequilibrium temperature
difference will exist between the electrons and the lattice. Since the electronic heat
capacity is much less than the lattice heat capacity, it is possible to produce transient
electron temperatures far in excess of the lattice temperature. Furthermore, the dynamics
of this process are nonlinear since the electronic specific heat is temperature-dependent.
The temporal evolution of the electron and lattice temperatures, T, and Ty

respectively, can be modeled by a set of coupled differential equations.57 These are:
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aT
pCe 5F=x V2T, - g(Ty - Tp) +Ar) (2.34)

and

oTy )
PCe—5 = 8(Te-Ty) (2.35)

where C, and Cy are the electronic and lattice heat capacities respectively, p is the

density, and x is the thermal conductivity. Heating due to the incident optical pulse is
accounted for by the source term A(r,f), and electron diffusion is accounted for by the
diffusion term kV> T,. The electron and lattice temperatures are coupled through the
electron-phonon coupling constant g, which is independent of tc:mperatu're.58 Since the
electronic heat capacity is lincarly proportional to the electron temperature, the effect of
an increased electronic temperature is an increased thermal relaration time. Hot
electrons also have a much larger thermal diffusivity (x/pC,) than in the case of
equilibrium thermal transport (k/pCy¢). However, the nonequilibrium thermal
distribution typically equilibrates within 1 ps, thus we have not included the influence of

carrier diffusion in our calculations.
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3. EXPERIMENT

3.1 Laser System

The dispersion compensated colliding pulse mode-locked ring dye laser (CPM)
used for these experiments was based on a variation of an original design by Fork et
al.59’60 The layout of the laser system currently used in our laboratory is shown in
Figure 3.1. The dye laser was pumped with a cw argon ion laser tuned to a wavelength
of 514.5 nm with a single line output power of 3-6 watts. The gain medium used iﬁ the
ring dye laser was a solution of rhodamine 6-G organic dye in ethylene glycol with the
concentration set to absorb = 90% of the pump beam. The stimulated emission was
collected by concave mirrors around the gain jet, resulting in two counter-propagating
pulses in the cavity at any given time. A saturable absorber jet was positioned one
quarter of the cavity length away from the gain jet so that the pulses met in the saturable
absorber and reached the gain jet at one half the round trip cavity time, resulting in
optimum gain for both pulses. The interaction between the two pulses as they met in the
saturable absorber resulted in the production of mode-locked pulscas.m'65 The saturable
absorber medium was 3,3'-diethyloxadicarbocyanine iodide (DODCI) dissolved in
ethylene glycol with a small signal loss of 20%. The internal cavity repetition rate of 85
MHz of the laser was determined by the cavity length. Pulses were extracted from the
cavity at 8 kHz using an acousto-optic cavity dumper. The dye lase  typically produced
90 fs pulses with a bandwidth of 4 nm centered at 620 nm and pulse energies of
approximately 800 pl/pulse.

The output of the CPM was amplified using a six-pass configuration in an
optically flat jet of rhodamine 640 laser dye in ethylene glycol.66 The dye was pumped
by a copper vapor laser (CVL), which produced 25 ns pulses in two lines (510 and 578
nm) with an average output of 25 W at 8 kHz. Timing of the CVL pulses was
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Figure 3.1: Layout of the amplified dispersion compensated colliding pulse mode-locked
ring dye (CPM) laser system used for the work in this thesis. The dye laser was pumped
with a cw argon ion laser. The gain medium used in the ring dye laser was a solution of
rhodamine 6-G organic dye in ethylene glycol in a jet. A saturable absorber jet of 3,3'-
diethyloxadicarbocyanine iodide dissolved in ethylene glycol, was positioned one quarter
of the cavity length away from the gain jet. The internal cavity repetition rate of 85 MHz
was determined by the cavity length of the laser. Pulses were extracted from the cavity
at 8 kHz using an acousto-optic cavity dumper. The output of the CPM was amplified
using a six-pass configuration in an optically flat jet of rhodamine 640 laser dye in
ethylene glycol. The dye was pumped by a copper vapor laser at 8 kHz. Timing of CVL
pulses was synchronized with the output of the cavity dumper using a optical trigger
from the CPM. A saturable absorber jet between the fourth and fifth passes through the
gain jet suppressed amplified spontaneous emission and sharpened the leading edge of

the pulse, resulting in an average pulse length of 90 fs.
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synchronized with the output of the cavity dumper using a optical trigger from the CPM.
A saturable absorber jet between the fourth and fifth passes through the gain jet
suppressed amplified spontaneous emission and sharpened the leading edge of the pulse.
The saturable absorber consisted of a solution of malachite green dye in a methanol
solution. The resulitant amplified pulses had a typical energy of 3 pJ/pulse. To improve
the beam quality, a spatial filter was installed at the output of the amplifier, reducing the

pulse energy by approximately 25%.

3.2 Transient Grating Experimental Setup

The optical setup used in our two-color reflection transient grating experiments is
shown in Fig. 3.2. The s-polarized 2.0 eV (red) light was frequency doubled to 4.0 eV
(UV) using a bare 300 um thick KDP crystal. The residual 2 eV light was separated by a
beam splitter, then rotated to p-polarization, making all the beams of like polarization.
The 2 eV beam was split into two excitation beams of equal energy, with a maximum of
180 nJ each. One cf the beams was directed into a computer-controlled delay stage,
providing control of the temporal overlap of the two excitation beams. The two beams
were beams focused to a 85 wm spot size, and were temporally and spatially overlapped
on the sample.

Temporal overlap between the two red beams was obtained by maximizing the
self-diffraction signal intensity generated from the sample. Self-diffraction only
occurred when the two beams were temporally and spatially overlapped. This
phenomena also provided an autocorrelation of the laser pulse length, which is shown in
Figure 3.3. The autocorrelation was performed at the sample by scanning the temporal
delay between the two excite beams and monitoring the resulting self-diffraction signal.

The autocorrelation was performed both outside and inside the vacuum charmber in order
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Figure 3.2 Transient grating experimental setup. A 90 fs laser pulse at 620 nm was
frequency doubled to 310 nm using a 300 pm thick KDP crystal. The residual 620 nm

light was split into two excite beams that were spatially and temporally overlapped on the

GaAs(100) surface at an angle 0 to create a periodic modulation of the dielectric
constant. The sample was located inside a UHV chamber to reduce surface damage due
to surface contamination. The variably time delayed 310 nm probe was diffracted off the

laser-induced modulations to monitor the grating signal. The diffracted signal (DS) was

detected with a photomultiplier tube (PMT) and processed via computer controlled lock-
in amplification techniques.
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Figure 3.3: Temporal overlap between the two red beams was obtained by maximizing
the self-diffraction signal intensity (squares) generated from the sample inside the UHV
chamber. This phenomena also provided an autocorrelation of the laser pulse length at
the sample. The pulse shape was somewhat asymmetric due to dispersion induced by the
quartz window of the vacuum chamber. The net effect was to steepen the rising edge to
a 65 fs rise Gaussian, while the falling edge was best fit with an 80 fs Gaussian (solid

line). This produced a net pulse length of approximately 75 fs.
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to correct the pulse length for dispersion induced by the quartz chamber windows. The

typical autocorrelation shown in Fig. 3.3 is best fit with a Gaussian pulse shape, ie.,

1{t)"V2 o exp(-2(In 2)t2/’cp2) ) 3.1

where I(¢) is the square root of the average intensity and ’cpz is the full width at half

max'1mum.6’/7

The pulse shape was somewhat asymmetric due to dispersion induced by
the quartz window of the vacuum chamber. The net effect was to steepen the rising edge
to a 65 fs Gaussian rise, and broaden the falling edge , which was best fit by an 80 fs
Gaussian, This produced a net pulse length of approximately 75 fs at full width half
maximum (FWHM). The ‘pulse length varied between 75 and 100 fs from day to day.

The 4 eV light was carefully recollimated after frequency conversion using a 2:1
up-collimating telescope. This allowed independent collimation and adjustment of the
red and UV spot sizes. The UV light was then directed into an aluminum coated
retroreflector mounted on a computer-controlled delay stage (1 jum step size) for use as
the probe beam. The stage was aligned to better than 100 pirad deviation in pointing over
the length of the stage to prevent anomalies in the measured signal decay. Alignment
and collimation of the beam were verified by scanning over the length of the stage with a
50 um pinhole in place of the sample. Less than 2% variation in the transmitted intensity
through the pinhole was observed. The UV probe beam was strongly attenuated to
obtain an energy of = 15 pJ/pulse. It was then focused to a 65 pm diameter on the
sample. The probe beam was incident at an angle bisecting the two excitation beams as
shown in Fig. 3.4.

The timing between the red and UV beams was set outside the vacuum chamber
using a kinematic mirror and pinhole to reproduce the sample location inside the vacuum
chamber. A spare quartz window, equivalent to that used on the vacuum chamber, was
added to the beam path to account for the difference in optical path lengths encountered

by the red and UV beams. Temporal overlap between the red and UV beams was set by
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Figure 3.4. Two-color reflection transient grating geometry. The two 620 nm grating

excitation beams, with wave vectors k exc and k e’ CTOSS at an angle O at the surface.

The time delayed 310 nm probe beam bisects the angle between the excitation beams,
giving rise to a diffracted signal collinear with both of the specularly reflected excitation

beams.

49



diffracted
- exc signal

50

diffracted
signal




o

performing optical pump-probe spectroscopy to monitor the transient absorption of the
UV beam in trans-1,4-diphenyl-1,3-butadiene (DPB). A 7.8 X 10-3 molar solution of
DPB in hexane in a 1 cm quartz cell was pumped with the 310 nm beam focused to a 90
um spot size. One attenuated red beam, focused to a 65 pm spot size, served as a probe
of the transient absofption. The UV beam was temporally delayed with respect to the red
beam by scanning the UV delay stage. The UV pump beam was chopped at a rate of
395 Hz. The change in the transmitted probe intensity with and without the pufnp beam
present was detected by a photodiode and lock-in amplifier whose output was digitized
by a computer using the detection electronics described below. °

Whén the DPB molecule is initially excited, its transition dipole moment lies
along the direction of the polarization of the exciting laser beam. If the probe also lies
along that direction, the molecule can immediately begin to absorb the probe. The first
photon excites the molecule to the 1By, state, from which transient absorption takes

place.68

The transient absorption then decays with a time constant characteristic of the
fluorescence time of the DPB molecule. For spectra where the UV and red beams are
polarized parallel to one another, a pulse width limited rise time followed by a single
exponential decay with a 460 ps decay constant is observed (Fig. 3.5). This is
characteristic of a molecular diffusion process. Because the rise time of the electronic
transition is virtually instantaneous when the two beams are temporally coincident, it
provides an excellent means of setting the temporal overlap.

Transient grating experiments were performed for several fringe spacings ranging
from 3 to 10 pm. For the data presented here, the angle between the two excitation
beams was 7.2° as denoted by 0 in Fig. 3.4, which led to a fringe spacing of 5 um. The
excite pulses interacted with the sample to create a spatially modulated distribution of
free carriers, or population grating, as well as a thermal grating at the surface. In order to

determine the resulting angle of the grating signal one must consider the grating wave

vector matching conditions for the beams involved. Because the grating depth was so
51



Figure 3.5 Transient absorption signal in trans-1,4-diphenyl-1,3-butadiene used for

setting the temporal overlap (T = 0) between the red and UV beams.
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shallow (i.e., 1/0tgxc << Agyc), the Bragg condition for diffraction was relaxed. This led
to significant diffraction in both the +1 orders of diffraction. Hence the wave vector

matching conditions for the signal were

ks =kp £ B, (3.2)
where
== (k'T - k), 3.3)

as is shown in Fig. 3.6. The resulting diffracted signal appeared in reflection, collinear

with both of the specularly reflected excitation beams.

Excitation beam &k oxc Was optically chopped at a rate of 395 Hz, and the

diffracted signal collinear with the reflected excitation beam & oxc Was detected by an

R1784 Hamamatsu photomultiplier tube in a Thorn EMI R1527 pulsed base. A block
diagram of the detection electronics is shown in Fig. 3.7. The data collection software
used for these experiments, FSDATA, was graciously provided by the Fayer group at
Stanford University. The software, written by Todd Guion and upgraded by Scott
Greenfield, contains both data collection routines and a sophisticated collection of data
analysis programs. The data collection aspect of the program was designed to work with
a Data Translation analog-to-digital converter (A/D) card and an IBM compatible
computer. The software works with either lock-in amplifier detection methods or by
using two gated integrators and normalizing the signal with respect to the laser intensity.
Because the noise on our laser system had large peak to average intensity variations, but
did not have periodic dropouts, we chose to use lock-in amplification techniques. The
signal was isolated by lock-in amplification methods, then sent to the analog-to-digital
converter card. This program has the capability to normalize laser intensity fluctuations,

however, this feature is unnecessary for lock-in amplification methods.
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Figure 3.6: Wave vector maiching diagram for transient grating experiments. The wave

vectors are defined as follows:

1 "

k exe and & oxc ATC the excitation wave vectors

' "

kT and kT are the transmitted excitation wave vectors

kp is the probe wave vector
kg 1s the diffracted signal wave vector

B is the grating wave vector
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Figure 3.7: Block diagram of the detection electronics used for experiments in this
thesis. The signal was isolated by lock-in amplification methods, then sent to an analog-
to-digital (A/D) converter card. A 4.5 V power supply served as a substitute reference
signal to provide a signal baseline for the A/D card. A TTL 2-pulse box was used to
provide the A/D card with a signal to coordinate the timing for data collection on each

shot. This box also provided the computer with an interactive clock pulse to initialize the
A/D card for each laser shot.
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Thus a 4.5 V power supply served as a substitute reference signal to provide a signal
baseline for the A/D card. A TTL 2-pulse box was used to provide the A/D card with a
signal to coordinate the timing for data collection on each shot. This box also provided
the computer with an interactive clock pulse to initialize the A/D card for each laser shot.
The stage remained stationary for 10-1000 data points before moving to the next delay
position. A typical scan took 300 shots at each delay time, requiring approximately 15
minutes per scan. Several scans were averaged to improve signal to noise for each data
set. When using the full delay available (850 ps), the minimum step size was 10 um,
corresponding to a time resolution of 66 fs/step. Shorter scans provided a maximum

cavity length of the laser resolution of 6.6 fs/step.

3.3 GaAs Experiments

Experiments were performed on p-type, n-type, and undoped single crystal
GaAs(100) samples, nominally 300-500 jum thick, with a variety of dopant
concentrations. Samples were prepared by mechanical polishing and chemical etching in
order to obtain the high quality optical surface required for transient grating experiments
(i.e., better than A/2 over the excitation spot size). The samples were placed in an
ultrahigh vacuum chamber, maintained at 10-9 torr, to reduce damage due to surface
contamination and condensation during low temperature experiments. Because gallium
arsenide segregates when annealed, it was not possible to sputter and anneal the surface
for cleaning purposes. As a result, all samples had a thin surface oxide layer (2-3 nm),
verified by Auger spectroscopy, which resulted in a slight increase in the absorption
coefficient of the materials. However, because the oxide layer was much thinner than the
optical absorption depth, it both expands much less and has little direct effect on the

optical properties.
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In order to perform the experiments in this thesis, the UHV system used was
designed and constructed from the ground up. Schematic drawings and specifications of
the vacuum chamber are shown in Figure 3.8 and Table 3.1. Two 6-inch quartz vacuum
windows allowed optical access to the sample in order to vary the grating fringe spacing
over a wide range. Other ports were arranged to allow standard UHV diagnostics to be
mounted in convenient locations. These included LEED, Auger, and mass
spectrometers. The chamber was designed with an on-axis manipulator in order to
perform angle-resolved experiments easily. A Vacuum Generator sample mount allowed
rotation of the sample about the axis perpendicular to the crystal face. This was mounted
to a Varian flange allowing x,y, and z translation of the sample, as well as rotation about
the manipulator axis. The temperature was controllable over a range of 120-1000 °C
using a Vacuum Generator temperature controller. The pressure was maintained below
10-9 torr by a 400 I/s Varian ion pump and a titanium sublimation pump, as well a CTI
cryopump for use in experiments requiring a magnetic field-free environment.

In order to perform the low temperature (< 120 °C) experiments in this thesis, the
sample manipulator described above was replaced by the custom designed low
temperature manipulator shown in Fig. 3.9. A UHV liquid helium cooled cryostat was
mounted to the chamber through a Varian x-y-z translation flange, allowing access to
multiple samples and precise adjustment of the spatial beam overlap. Up to seven
samples were mounted on an oxygen free high conductivity (OFHC) copper sample
block attached to the end of an OFHC copper rod. The dimensions of the rod were
chosen to maximize thermal conduction to the sample. Because surface oxidation
dramatically reduces the thermal conductivity of copper at low temperatures, all copper
pieces were acid etched to remove oxide buildup. They were then gold electroplated to
prevent further o xidation of the copper. The rod was attached to the tip of the cryostat,
using indium washers between all surfaces to provide good thermal contact. The sample

temperature was monitored at each end of the sample rod by Lakeshore Cryogenics
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Figure 3.8 Schematics of the UHV chamber designed for the experiments in this thesis.
Specifications are given in Table 3.1. Parts (a) - (d) show views of the chamber from

different angles.
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Table 3.1: Specifications for UHV chamber shown in Fig. 3.8. The chamber was made
of type 304 non magnetic stainless steel, then chemically etched and helium ieak tested
for 10-11 torr use. The overall height of the chamber was 16.625 inches. Port
specifications refer to individual ports in Fig. 3.8. There are three levels of flanges on
the chamber as indicated by REF. 1, 2, and 3 on the figure. The distances and angles
specified for each flange are given with respect to one of these reference points. The
distance, (in inches, £ 0,02"), from each flange face to the chamber center(CC) reference
point listed in column 3, is denoted "dist. to CC". Angle 1 represents the angle of each
flange with respect to the plane of flanges A-C-E-G. Angle 2 represents the angle of
each flange with respect to the plane of flanges A-E-Y-Z. Flange type indicates whether
the flange is rotatable (R) or nonrotatable (N). Diagnostic type indicates the type of
instrument or flange associated with each port. Windows were non-magnetic with the

exception of the quartz windows (Q) used for UV optical experinicnts.
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fl. diam. C.C.ref. dist. to

. angle 1 angle2 flange diagnostic
port (in.) pt CC (in.) (deg) (deg) type type

A 8.00 REF 1 12.50 0.0 0.0 N time of flight
B 6.00 REF1  9.50 0.0 45.0 N window (Q)
C 8.00 REF 1 10.50 0.0 90.0 N L.T. manip.
D 275  REF1 850 00 1350 N window

E 8.00 REF 1 9.0 0.0 180.0 R LEED/Auger
F 275 REF1  8.50 0.0 2250 N window

G 8.00 REF 1 10.50 0.0 270.0 N Mass spec.

H 6.00 REF 1 ‘9.50 0.0 315.0 N window (Q)
J 275 REF 3 8.50 0.0 225.0 N leak valve

K 2.75 REF 1 11.25 -37.0 315.0 R window (Q)
L 2.75 REF 3 8.50 0.0 60.0 N blank

N 2,75 REF 3 8.50 0.0 120.0 N gate valve

P 2.75 REF 3 8.50 0.0 150.0 N ion gauge

Q 2.75 REF 1 10.00 37.0 0.0 N blank

R 2.75 REF1 1000  37.0 45.0 N ion gauge

S 275  REF1 1000 370 9.0 R cold tip/blank
T 2.75 REF1 1000 240 135.0 N window

U 2.75 REF 1 10.00 37.0 180.0 N blank

\% 2.75 REF 1 10.00 24.0 225.0 N window

W 2.75 REF 1 10.00 27.0 270.0 N ion gun

X 2.75 REF1 1000  37.0 3150 N window (Q)
Y 13,25 REF 1 9.875 -90.0 0.0 N pump stack
Z 10.00 REF 1 6.75 90.0 0.0 N R.T. manip.




Figure 3.9 The low temperature manipulator designed for the experiments in this thesis
is shown. The sample mount was attached to a liquid helium cryostat equipped with an
x-y-z translation flange for ease of alignment. The mount accommodated up to seven
samples, and was temperature conirolled using a Lakeshore Cryogenics feedback
temperature controller . A fiberglass sheathed nichrome wire wrapped around the sample
rod served as a heater. A minimum temperature of 12 °K was obtained with temperature
fluctuations of approximately 0.2 °K over the length of a grating scan, The temperature

was monitored by two silicon thermometers using a four-lead resistance measurement.
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silicon diodes (thermometers) using a four-lead resistance temperature measurement
method. There was less than a 0.5 °K dron 1 n temperature between either end of the 13
inch rod at 20 °K. The temperature was maintained using a Lakeshore Cryogenics
feedback temperature controller to vary the temperature, A fiberglass sheathed nichrome
wire wrapped around the sample rod served as a heater. A minimum temperature of 12 °©
K was obtained with temperature fluctuations of approximately 0.2 °K over the length of
a grating scan.

Data was taken over a range of temperatures from 12 to 300 °K. Multiple scans
of the delay line were averaged to improve signal to noise. The same baseline was
obtained after each scan, demonstrating that no irreversible damage had occurred. In
addition, a power-dependence study showed the diffracted signal to be linear in the
intensity of each of the excitation and probe beams by over one and a half orders of

magnitude in signal intensity.
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4. RESULTS AND DISCUSSION

4.1 Confirmation of a Thermomechanical Signal

When GaAs is excited by photons with energies greater than the band gap energy
(1.43 eV), clectrons are excited out of the conduction band and into the valence band.
The three transitions allowed for a 2.00 eV pump pulse on the GaAs(100) surface are
shown in Fig. 1.3. Electrons can be excited from the heavy hole, light hole and split-off
valence bands into the conduction band I'-valley. The creation of electron-hole pairs
produces a change in the dielectric function €, which can be described at low intensities
by the Drude model since the excitation wavelength is relatively near the band edge.
Single color pump-probe measurements at 2 eV show a rapid absorption saturation
transient on the order of 100 fs due to electronic carriers scattering out of their initial
excited state and assuming a broad energy distribution,69 Experiments performed with a
UV pump and visible probe (exactly the opposite of the experiments presented here),

70,71 This excited distribution relaxes to the

exhibited similar electronic effects.
conduction band minimum via carrier-carrier scattering on a 1-2 ps time scale, or if the
electrons have greater than 500 meV of excess energy they can interband scatter to the
adjacent X and 1. valieys. The relaxation of these carriers results in the transfer of heat
from the carrier distribution to the lattice phonons. This creates a nonequilibrium
phonon distribution which equilibrates within approximately 3 ps at
300 °K and 10 ps at 10 °K.52 Radiative recombination brings the electrons back to the
valence band within 1 ns to 1 ps, depending on the carrier density excited in the
madium.72
Our 2 eV excitef4 eV probe data shows no evidence of the electronic effects
discussed above; instead we see a 30-33 ps rise time which we attribute to the thermal
expansion of the GaAs perpendicular to the plane of the surface. The signal decays to
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the 1/e point within 150-160 ps due to conduction of heat away from the surface as
shown in Fig. 4.1. Since the 4 eV light probes a set of ground states further down the
valence band edge than were initially excited by the 2 eV grating (Fig. 1.3), electronic
effects, such as interband saturation and intervalley scattering, have a negligible effect on
the probe beam. Thus the diffracted signal arises solely from density chianges at the
surface created by heat transfer from the carriers to the lattice phonons and their
subsequent equilibration. These results and the technique used are fundamentally
different from the electronic experiments previously reported in the literature.

Figure 4.1 shows representative data taken on n-type (Si, 1 X 1018 ¢m-3) and p-
type (Zn, 6 x 1018 cm-3) samples at 300 °K. As can be seen, the differences in the rising
edge and decay of the data are within the experimental noise. The signal from the n-type
sample rises to a maximum within 31 ps, and decays to the 1/e point within 156 ps, while
the signal from the p-type sample rises in 33 ps and decays in 150 ps. Only two curves
are displayed for ease of viewing, however similar results were also obtained for
undoped samples and different dopant concentrations (i.e., Si, 1 x 1017 ¢cm=3 and Zn, 3 x
1019 cm“3).

If the signal observed were due to electronic effects, a change in the optically
induced carrier density, dopant type (i.e. electrons vs. holes), or dopant concentration
would affect the carrier transport and thus the temporal nature of the signal. Kash and
Tsang have verified this by measuring the rise and decay rate of the hot phonon
population in GaAs as a function of these parameter.«s.s2 They found that the
nonequilibrium decay rate in GaAs decreased as the carrier density increased, going from
8 ps to 4 ps, as the carrier density increased from 1016 cm=3 to 1017 ¢m3. The
nonequilibrium phonon population was also found to be much smaller in the p-type
sample, because the cold (doped ) holes provided an additional mechanism for the initial
cooling of the injected electrons by electron-hole scattering. This reduced the phonon

lifetime to approximately 2 ps. Transient absorption studies of the effect of variations in
70
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Figure 4.1 Transient grating (TG) diffraction intensity versus probe delay time is plotted
for data taken on n-type (Si, 1 x 1018 cm-3) and p-type (Zn, 6 x 1018 cm-3) GaAs(100)
samples at 300 °K. Part (a) shows a high resolution scan of the diffracted signal rising
edge dominated by transient thermal expansion. The signal from the n-type sample rises
to a maximum within 31 ps, while the signal from the p-type sample rises in 33 ps. Part
(b) shows the signal decay due to thermal diffusion into the bulk. The signal decays to
the 1/e point within 156 ps for the n-type sample and within 150 ps for the p-type
sample. Differences in the rising edge and decay of the data are within the experimental

noise, verifying that the phenomena is truly thermomechanical in nature.
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the optically induced carrier density corroborate these results‘69’73

We did not observe
a significant change (i.e., > 7%) in the either the rise or decay constants of our signal as
the dopant type and concentration were changed. Nor did we observe a change in the
time dependence of the signal as the excitation density was varied over an order of
magnitude.

We also do not observe any measurable change in the time-dependence of the
signal by simultaneously rotating the polarization of the excitation pulses (Fig. 4.2).
Since the light and heavy hole bands are not perfectly isotropic, optical transitions from
these states give rise to an anisotropic momentum distribution, the decay of which is
polarization dependent. Thus an electronically derived signal should be affected by the
incident light polafizatiorx.30’47 The above results confirm our belief that the

phenomena observed is truly thermomechanical in nature.
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Figure 4.2 Transient grating (TG) diffraction intensity versus probe delay time is plotted
for data taken on a p-type (Zn, 6 x 1018 cm=3) GaAs(100) sample at 300 °K. Part (a)
shows the diffracted signal with the excite and probe beams of like polarization, Part (b)
shows the diffracted signal with the excite and probe beams polarized perpendicular to
each other. Differences in the data are within the experimental noise, verifying that

electronic state filling is not influencing the signal.
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4.2 Signal Contributions

The diffracted signal is composed of four components: thermal expansion of the

- surface and heat flow away from the surface into the bulk, and expansion and diffusion

of heat in the plane of the surface. We can estimate the magnitude of the parallel and
perpendicular contributions to the signal using simple back-of-the-envelope type
calculations. As discussed in Chapter 2, the effective rising edge can be approximated as
- e't/ Tejf), where Tofris the effective time constant, The contributions from the

perpendicular and paraliel components are T, and 7, respectively. The effective time

constant due to both can thus be written as

=TS @)

- 22
T +T,

This is experimentally determined to be 15 ps, corresponding to the 1/e point in the rise.

The time constant for the expansion contribution perpendicular to the surface can be

estimated from the expression

Again, this corresponds to the 1/e point in the rise. The parallel expansion is expected

result in to a rising edge with a time constant of

T, =fi2vg = 37 ps, 4.3)

A comparison of the individual contributions indicates that the signal is dominated by the
perpendicular expansion in the 5-10 um fringe spacing range. The parallel contribution
contributes less than 7% to the overall rise.

The decay constant corresponding to the 1/e point in the decay is experimentally

determined to be 156 ps for diffusion of heat into the surface. The corresponding parallel
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thermal flow would be expected to lead to a 3 ns ( = ‘QLD‘)“) decay of the signal, As

can be seen from the data, the rise and fall are both dominated by the effect of
phenomena perpendicular to the surface. Because of the large fringe spacing used in
these experiments, we expect the influence of the parallel expansion component to be
negligible. This is illustrated in Fig. 4.3. The effect of parallel phenomena is observable
because the movement of the surface or of heat perpendicular to the grating fringe
spacing washes out the grating structure on a particular time scale. The mean thermal
diffusion distance in GaAs is 1 um, thus on the time scale of our measurements the heat
will have propagated only one fifth of the way to the next grating fringe, reducing the
contribution of the parallel thermal expansion to the diffracted signal to less than 5%.
This was verified by performing experiments over a range of grating fringe spacings
(5-10 wm) with no measurable effect on the signal.

In many materials it would be possible to measure the parallel expansion of the
surface. To resolve this, the grating fringe spacing must be on the order of or less than
the skin depth of the excitation beams. In GaAs this requires a fringe spacing of << 1
um. This unfortunately leads to a signal decay due to thermal diffusion in the plane of
the sample on the order of the thermal expansion rise time, making the parallel versus
perpendicular expansion difficult to resolve in GaAs. In general, this limitation is not
present in all materials, and the prediction of using transient gratings to time resolve
parallel versus perpendicular expansion should be possible. This would also require a
more thorough theoretical approach, namely expanding the analysis to three dimensions.

It is interesting to note that there is no evidence of acoustic waves in our data.
When the lattice responds to the deposition of heat, thermal expansion occurs
simultaneously with the launching of acoustic waves throughout the lattice. In a transient
grating experiment these acoustics appear as a periodic sinusoidal pattern superimposed

on the diffracted signal. Given the parameters of our experiment, we would expect to see
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Figure 4.3 The mean thermal diffusion distance in GaAs is 1 um on the time scale of our
experiments. For large fringe spacing, the heat will not propagate far enough to wash out
the adjacent fringes of the grating. Thus the transient grating diffraction signal will be
dominated by perpendicular expansion and thermal diffusivity. At small fringe spacings
however, the grating signal will have contributions from phenomena occurring both

parallel and perpendicular to the fringes.
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“acoustics with a period T = f/2vgs = 500 ps. The absence of acoustic oscillations

indicates we are not exciting coherent acoustic wave guide modes in the sample. This is
probably due to poor overlap of the acoustic modes of the sample with the excitation
prcofilc.13
It is commonly believed that acoustic oscillations are thé signature of a thermally-
induced signal. However, the absence of these oscillations has recently been observed by
others.32 It has been shown that one can make a smooth transition from a region where
there is significant acoustic amplitude to a region where there is virtually no acoustic
amplitude to the transient grating thermal signal by varying the grating fringe spacing.
This is due to a change in the spatial overlap between the acoustic pattern and the grating
excitation profile. In this case, Marshall et. al. found that by signal averaging for several
hours, minute acoustic oscillations did bccome discernible. This is probably the case for
our experiments as well, but we were unable to verify the existence of acoustics. This
was partially because our signal was over two orders of magnitude smaller than theirs.

Also, in order to resolve such small scale oscillations a delay line of sufficient length to

observe several acoustic periods is required.

4.3 Data Modeling

Figure 4.4 shows a representative data set for n-type GaAs (Si, 1 X 1018 cm-3)

- with a one adjustable parameter least squares fit to the data using the detailed model

described in Chapter 2. The insert in Fig. 4.4 shows a high resolution data scan of the
rising edge taken immediately after the long time scan shown in the main part of the

figure. Both data sets were taken on the same sample on the same spot, with the same
fringe spacing and laser excitation density, in order to assure their comparability. The

rising edge was determined to be solely due to thermal expansion.
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Figure 4.4 Transient grating (TG) diffraction intensity versus probe delay time is plotted
for data taken on a p-type (Zn, 6 x 1018 cm-3) GaAs(100) crystal at 300 °K. The
smooth line through the data is a one adjustable parameter fit to the data using the model
described in Chapter 2 and parameters in Tables 4.1 and 4.2. The insert shows a high
resolution scan of the rising edge due to thermal éxpansion with the same theoretical fit.
The single adjustable parameter in the fit is olpp = 1.5 X 105 em-1, the optical

absorpticn coefficient at the excitation wavelength.
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Table 4.1 Selected physical constants for GaAs at 300 °K. Note that some properties are

quite rapid functions of temperatures. The numbers listed below are specific for 300 °K.

Lattice constant 5.65325 A 74
Molecular weight 144.642 g 43
Crystal density, p 53174 glem3 75
Velocity of sound, v¢ 4,731 105cm/s 76

(in (100) longitudinal wave
propagation direction)

Bulk modulus, B 75.5 1010 dyn/cm? 43
Melting temperature, T, 1513 °K 77
Effective Debye temperature, 64 360 °K 78,79
Linear expansion coefficient, y 6 10-6°K 75
Specific heat at constant pressure, Cp 0.327 J/g°K 43
Lattice thermal conductivity, x 0.455 W/ecm°K 79
Static dielectric constants, € 12.85 80
and €co 10.9
Index of refraction at 620 nm, npy 3.878 80
Index of refraction at 310 nm, n,, 3.601 80
Normal-incidence reflectivity at 620 nm, R 34% 80
Direct intrinsic band gap energy, E g 1.43 43
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Table 4.2 Comparison of the experimental parameters used to model the transient
grating diffraction efficiency in Figures 4.4, 4.6, and 4.7,and the corresponding literature
values calculated from parameters given in the references listed. Dashed lines indicate

the 300 °K value was used in the calculation.

Temperature Reference

300 °K

50 °K

20°K

Bulk Thermal
Diffusivity in literature
(Dp, cm2/s)

Surface Thermal
Diffusivity used in
calculation,

(D, cm?/s)

Excitation absorption
constant in literature
(etgxe, cm1)

Excitation absorption
constant in calculation
(Coxes cm'l)

Probe absorption
constant
(o.p, cm” 1)

0.4-0.75

1.0

43 %104

1.4 x 105

7.78 x 109

19.9

1.4 x 103

75 - 188

3.7

1.4 % 105

31 82 8BS

£ ?

This work

3y

This work

8V
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The theoretical fits shown for both data sets were calculated using identical
parameters. Constants used in the calculation for GaAs at 300 °K are shown in Tables
4.1 and 4.2. The theoretical calculations were performed on a UNIX based DEC 3100
RISC workstation with 16 MB of memory using the computer codes in the Appendix of
this thesis. The code consists of a numerical integration routine which calculates the
transient grating diffracted signal intensity using the equations developed in Chapter 2.
The solution of the temperature profiles in the sample as a function of time and
absorption depth into the sample are calculated analytically using Eqn. 2.33. The
absorption profiles was used in calculating the theoretical fit to the data in Fig. 4.4 are
shown in Fig. 4.5. A single theoretical fit and the associated heat profiles can be
produced wsing the code HFCAL.C2A.C. This is a numerical integration routine that
calculates the transient grating experimental observable. To find the best possible
parameter set for the data, an interactive fitting routine HEATFIT.C was developed. The
fitting routine calculates a least squares fit for up to five parameters. The normalized
height of the curve is always one of these parameters. Calculations were performed
varying the thermal diffusivity, the optical absorption constant of both the excite and
probe beams, and the magnitude of the acoustic amplitude, individually and
simultaneously in different combinations.

The phenomena we are probing is due to absorption at the excite wavelength.
Thus variation of the probe optical absorption coefficient has escentially no effect on the
calculated diffracted signal. Variation of the thermal diffusion constant primarily
influences the signal decay. This is important as our analysis is based on the assumption
that the expansion signal is fast relative to the diffusion of the heat away from the
surface. The absorption coefficient at the excite wavelength, however, has a pronounced
effect on the signal rise, as well as a somewhat less dramatic influence on the decay. A
large Olpy results in a sharp rising edge, which decays with a much slower time constant.

The effect of varying 0,y on the decay is subtly different than a change in the diffusion
85



Figure 4.5 Spatial therma! profiles used to calculate the theoretical curve in Fig. 5.2.
Increase in temperature above the equilibrium value in the grating peaks is plotted versus
absorption depth in the sample. The six curves correspond to delay times of 12, 92, 172,

332, 492, and 652 ps after the initial thermal excitation.
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constant. While D actually changes the shape, or inflection, of the decay curve, Oy
simply raises or lowers the height of the calculated decay relative to the data, without
significantly changing the shape. Attempts to model the expansion and thermal diffusion
separately resulted in values of D and 0,y over an order of magnitude larger than
literature values at room temperature. Thus, in order to fit the data accurately, both
parameters must be varied simultaneously.

The final parameter varied was the acoustic amplitude, A, given in Eqn. 2.24,
This represents the magnitude of the acoustic contribution to the time-dependent strain in
Eqn. 2.22. The parameter was normalized with respect to the overall equation, then the
value was varied between zero and one. For all the calculations presented here, the
acoustic amplitude was set to zero (A4, = 0). This is consistent with the lack (or minute
amplitude) of acoustic oscillations in the data. Attempts use a non zero amplitude
resulted in a several hundred femtosecond component of the rising edge, which is clearly
inconsistent with our experimental observations.

In order to obtain a good match to the data, it was necessary to use a value for the
surface diffusivity, Dy, slightly above the upper limit of the range of literature values for
the bulk diffusivity, Dg. The other adjustable parameter in the fit was the absorption
coefficient at the excitation wavelength, otgy. = 1.5 X 10% cm1. This value is four times
larger than the literature value for pure bulk GaAs. The experimentally determined value
of Olgx results in an optical absorption depth of 65 nm at the pump wavelength, while
the probe penetrates to only 13 nm. In order to evaluate the magnitude of the surface
selectivity it is useful to define an effective grating depth for the surface component of
the signal. The excitation is initially deposited with a Beer's absorption depth profile,
which equilibrates with sufficient rapidity to appear uniform to the probe. The grating
excitation can therefore be assumed to be uniform, i.e., Ae(z) = Ag,, where Agg is a
constant. The effective grating surface probe depth (at the 50% absorption point) can

then be defined as the center of mass in the z-direction of the reflected grating signal:
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Here 1 is the reflected diffraction efficiency of the probe. Substituting Agg into Eqn. 2.7

and solving for 1 yields>>

A

2
= T 4.5
28 4m,n2 + k2 ( )

Thus the reflected diffracted signal is essentially generated within the first 6 nm of the
surface, i.e., the first 10 atomic layers.

Figure 4.5 shows an example of the absorption of the excitation beams as a
function of time and depth into the surface. The rough estimate of the maximum
temperature rise of the lattice associated with this absorption, which in turn gives rise to

our expansion signal, is given by

E
AdpC

T= = 100 °K. (4.6)

Here E is the absorbed laser energy, A is the spot size, 3 is the literature value for the
optical absorption depth at the excite wavelength, p is the density, and C is the specific
heat at constant pressure. The maximum temperature corresponds to a maximum net

perpendicular displacement of the surface of

TY8=1A, 4.7

where ¥ = 6 x 10-6/°K is the linear expansion coefficient for bulk GaAs. Assuming this

displacement is uniformly distributed throughout the optical excitation absorption depth,
this corresponds to an average displacement per atomic layer of (1 A/400 atomic layers)
=0.002 A, or 0.04%. 1t is the sum of these individual displacements which gives rise to

the overall net displacement calculated in Eqn. 4.7. This is of course an average
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estimate, as the surface atomic layers are expected to have a larger displacement than

those 400 layers into the bulk.

4.4 Temperature-Dependent Results

Temperature-dependent data was taken for a p-type sample with a Zn dopant
concentration of 6 X 1018 cm=3. This sample was chosen because literature values exist
for the bulk diffusivity as a function of temperature for GaAs with this dopant type and
concem:ration.g1 Figure 4.6 shows data taken at 300, 50, and 20 °K. The solid lines
through the data are theoretical fits calculated using the model in Chapter 2 with the
parameters appropriately adjusted for temperature. These parameters are given in Tables
4.1 and 4.2. The material band gap energy increases approximately 35 meV as the
temperature decreases to several degrees Kelvin. Because the excite wavelength is
approximately 500 meV above the band edge, the effective absorption is not expected to
change significantly as a function of temperature. The low temperature data is thus fit
using the value of o,y obtained at room temperature, and varying the diffttsiviiy until a
reasonable match with the data was obtained.

The rising edge becomes faster (33 ps — 25 ps) as the temperature decreases to
50 °K, but begins to slow down again by 20 °K. The change in the expansion rate may
be related in to the fact that the linear expansion coefficient becomes negative between
12 and 56 °K, corresponding to a region of contraction rather than expansion. The sign
of the expansivity is linked to that of %;;‘., where { is the Griineisen parameter, which is

influenced by anharmonicity terms in the lattice energy.84

The experimental values given for Dg at 300 and 50 °K in Table 4.2 are close to
or within the range reported in the literature for the bulk diffusivity. However, the

surface diffusion constant required to fit the data at 300 °K is slightly larger (= 25%) than
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Figure 4.6 Transient grating (TG) diffraction intensity versus probe delay time is plotted
for data taken on a p-type (Zn, 6 x 1018 cm=3) GaAs(100) crystal at 20, 50, and 300 °K.

The smooth lines through the data are theoretical fits calculated using the model

described in Chapter 2 and the parameters in Tables 4.1 and 4.2.
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the average literature value for crystalline bulk GaAs.S 1-83 This is not unexpected as
the electronic and vibrational properties of the surface i'e:gion are known to be similar to,
but not identical with the bulk ones. Furthermore, it has been suggested that higher order
terms in the heat conduction equation can be important as laser powers become greater
ihan 1 MW/cmz.g5 At 20 °K however, the experimental value for D is smaller than the
bulk value by more than an order of magnitude. The theoretical fit in Fig. 4.7
demonstrates our ability to fit diffusional flow away from the surface with a high degree
of accuracy. This tends to confirm that the surface diffusivity is decidedly ditferent than
the bulk value at 1dw femperatures.

At low témpcraturc it can be difficult to bring all parts of a system into
equilibrium simultaneouély. While the thcrmal diffusivity increases overall as the
temperatare decreases, it does not increase to the point predicted by bulk mcasurements.
As the surface atoms are, in general, less bonded than the bulk atoms we expect that their
structure and dynamics will be more sensitive to variations in temperature than in the
bulk of the crystal. The rate of energy transfer from the electrons to the phonohs
decreases, causing the surface to reach equilibrium more slowly than the bulk.

A qualitative explanation can be obtained by considering the processes required
for equilibration of the lattice at low temperature. Near room temperature conduction of
heat through the lattice is dominated by phonon-phonon scattering and is independent of
impurity effects. As the temperature is reduced below 100 °K, electron-phonon
scattering increasingly begins to contribute to thermal equilibration. As a result, the
diffusivity is highly dependent on the dopant concentratinn, which explains the large
spread in literature values for D at low temperatures. Immediately after the absorption of
light the electrons are not in 2 state of equilibriam with the lattice. This produces stress
derived from an electronic contribution to the strain associated with the deformation
potential of the lattice and phonon contribution, which replaces the isotropic thermal

stress term 3BYAT, in Eqn. 2.11. At short times (< 1 ps), the time evolution of the
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Figure 4.7 Transient grating (TG) diffraction intensity versus probe delay time is plotted
for data taken on p-type (Zn, 6 x 1018 cm~3) GaAs(100) at 20 °K. The signal rises to a
maximum at 25 ps and decays to the 1/e point within 120 ps. The smooth line through
the data is a theoretical fit calculated using the model described in Chapter 2 and the

parameters given in Tables 4.1 and 4.2,
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electron and lattice temperature distributions are described by the set of coupled
differential equations (Eqns. 2.34 and 2.35), rather than by the heat conduction equation
(Egn. 2.28).57 The electron and lattice temperatures are coupled through the electron-
phonon coupling constant which is independent of temperature. Since the electronic heat
capacity depends linearly on the electron temperature, the effect of an increased
electronic temperature is an increased thermal relaxation time. The hot electrons also
have a much larger thermal diffusivity than in the case of equilibrium thermal transport.
Thus the distance over which the energy is distributed is larger than the absorption
length, 8, and the acoustic wave launched by the thermal expansion is broadened. The
effect of these processes on the solution to the acoustic field equations, should generally
be negligible at room temperature. However, since the time required for the optical
phonons to equilibrate increases to greater than 10 ps at 10 °K, the thermal diffusivity at
low temperature could be measurably affected. |

The surface diffusivity, increases steadily as the temperature drops, though not as
fast as the value for the bulk diffusivity. This is most likely due to an increased
scattering rate at defect sites near the surface. Phonons are the major source of heat
conduction in GaAs below room temperature. A high phonon scattering rate reduces the
ability of the phonons to efficiently conduct heat throughout the lattice, resulting in a
lower thermal diffusivity. At low temperatures, near 4 °K in pure samples, the phonons
are primarily scattered by crystal boundaries. As the temperature is increased, the
thermal conductivity increases, goes through a maximum and then decreases again. For a
sample with a 2.6 x 1018 ¢cm-3 Zn dopant concentration, this maximum occurs at

approximately 30 "K.81

Large numbers of impurities can introduce strains in the lattice,
and these strains can act as scattering centers.86 Near the maximum, impurities are the
most effective phonon scatterers. Above the maximum, three-phonon normal and
Umklapp processes are the prime phonon scatierers. Thus it would appear that the low

diffusivity value observed for our sample at 20 °K is most likely the result of scattering
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from the crystal boundary. Because the surface represents a much larger boundary area
than normally encountered in the bulk, it not unreasonable that the scattering rate should
be an order of magnitude larger than observed for the bulk. This would result in the
lower surface diffusivity we observe at 20 °K. The values at higher temperatures are
relatively unaffected as impurity and phonon-phonon scattering are approximately

equivalent in the bulk and at the surface.

4.5 Anomalous Optical Absorption

The largest uncertainty in the application of our model at high temperatures
comes not from the diffusivity, but from the value used for the optical absorption
coefficient. The value required to {it the data is substantially larger (= 4 times) than the
literature value for crystalline GaAs. It should be noted that there is a significant
variation (a factor of at least 2) in the values reported for the absorption coefficient in the
literature, due to the influence of surface preparation on this measurement.80 Also, a
survey of the literature has shown that similar absorption phenomena has commonly been
observed in ultrafast experiments without a definitive e;xplanation.m'92

We have considered a number of theories which could phenomenologically
explain an increase in optical absorption. The most likely theory is that the ultrafast
electronic excitation causes a transient change in the complex index of refraction which
artificially reduces the optical absorption depth in the material. This is consistent with
other ultrafast experiments performed on GaAs and other materials. Another possibility
is that the ultrafast deposition of heat produces a thermally-induced change in the
complex index of refraction, which results in the increased absorption we observe. If the
incident pulse length is sufficiently short compared to the electron-phonon transfer time,

then a nonequilibrium electron-lattice temperature will exist. Since the electronic heat

capacity is much less than the lattice heat capacity, it is possible to produce transient
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electron temperatures far in excess of the lattice temperature. The electron heat capacity
depends linearly on the electron temperature, thus the effect of an increased electronic
temperature is an increased thermal relaxation time. This could also result in the long
time scale transient absorption changes commonly observed in GaAs.69’73

Another result of high electron temperature is an increase in the collision
frequency of the electron distribution. This can create a high temperature solid density
electron,~holé plasma at the surface which increases absorption. Increased collisional
absorption affects both s and p polarizations, which is consistent with our observations.
Previous measurements in the premelting regime report a gradual increase in the
reflectivity as the pump fluence rises, attributed to the dense free-carrier plasma.89 The
presence of a plasma at the surface can affect the dielectric constant through the
depopulation of the valence states or through the dielectric response of the plasma itself.
Depopulation effects would produce smooth gradual charges with increasing fluence.
However, a power dependence study showed the expansion signal to be linear in the
intensity of each of the excitation and probe beams over one and a half orders of
magnitude in signal intensity, which is inconsistent with depopulation effects. This result
also eliminates two-photon excitation effects. As the plasma exceeds a critical density
(1.9 % 1023 cm'3), enough energy is transferred to the lattice to cause mclting.89 The
maximum excitation energy in our experiments was approximately E = 4 mJ/cm2. This

corresponds to a plasma density of

N = 4ntoycElh Wpyp(n+1)? = 4 x 1020 cm-3, (4.8)

where E is the energy per cm? at the excite frequency Wexe. Since both the plasma and
energy densities for our experiments are below the surface melting threshold of GaAs
(30 mJ/cm2),88*89 it is unlikely that the absorption increase we observe is a plasma-

induced phenomena.
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Another possible cause of the high absorption observed is ultrafast surface
disordering. Recent studies of the ultrafast disordering and melting of the lattice,
propose that when deposition occurs within 100 fs, coupling to phonons may not occur
sufficiently fast to prevent the excited ions from disordering directly by electronic
excitation.88 This conclusion is based on the disappearance of the surface second
harmonic signal due to transformation of the surface to a centrosymmetric state at
fluences near the melt threshold (0.1 J/em?2). It is estimated that high electronic
excitation may remove the restoring forces on the ions, allowing them to move greater
than half the original bond length in 0.5 ps. While this type of disorder is certainly
possible, it is inconsistent with our observations. We see evidence that motion of this
magnitude occurs not in 0.5 ps, but on a 3-30 ps time scale as the surface responds to the
deposition of heat in the acoustic phonons of the lattice. This corresponds to an energy
density of 0.6 kJ/cm3 using the value of 0y, from our calculations, compared to a latent
heat of melting of 2.85 kJ/em3. Our results indicate that ionization is minimal below the
melt threshold surface.

It is still possible that we are observing a premelting phenomenon which is
unrelated to plasma formation. There is strong evidence that some layers near the
surface are already in a liquid-like state at temperatures below the melting temperature.
This phenomena is called the effect of premelting, and is defined in terms of the

Lindemann critcrion.93

This states that a solid melts when the vibrational amplitudes of
the atoms reach a critical fraction of the nearest neighbor distance, approximately 10%.
If we consider the average displacement of each surface atomic layer, which was
determined to be = 0.04%, it is clear we are below this fraction. However, the
vibrational amplitudes of the atoms are significantly larger at the top layers of the surface
of crystals than further into the bulk. Consider surface atoms that are vibrating

perpendicular to the surface. When moving inward, they collide with the atoms of the

second layer, and the repulsive part of the crystal potential causes them to reverse their
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motion. When moving outward, they don't collide with any other atoms, but the motion
is again reversed, this time by the attractive part of the potential. Due to the asymmetry
of the attractive and repulsive parts of the crystal potential, there is an addit:onal outward
shift of the mean position of the atoms at the surface, over the thermal expansion in the
bulk. Since the vibrational amplitudes of the atoms are signiticantly larger at the top few
layers of the surface than further into the bulk, it is possible that the top layers of the
surface might meet Lindemann's criterion. Thus there is a possibility that the surface is
already in a liquid-like state below the melting temperature, and that the disorder which

accompanies that state could be responsible for the increased absorption.

4.6 Validity of the Theoretical Model

We have used the simplest model possible to analyze our results while still
retaining the essential features of the data. Overall, the model developed in Chapter 2
describes the thermal expansion and diffusion processes observed reasonably well.
However, while the increased absorption is at least partly phenomenological, we must
also consider the validity of our theoretical model. One possibility for the discrepancy is
the assumption in Eqn. 2.26 that the diffusion of heat out of the surface region is slow on
the time scale of the expansion signal. While this is a valid assumption to first order, the
two phenomena are interrelated; changing the value of otz primarily influences the
rising edge, while the falling edge is dependent on both Dg and Oipye. Also, our
calculations have been restricted to heat flow perpendicular to the surface, assuming an
exponentially weighted heat source to account for optical absorption. A more rigorous
model would be obtained by solving the acoustic field equations for the strain assuming a
finite impulsive deposition of heat, rather than treating it as a step function. In order to
describe the low temperature data, it may also be necessary to include the effects of

electron and phonon scattering in the model as well. This would require replacing the
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standard heat conduction equation (Eqn. 2.28) with the coupled heat equations (Eqns.
2.34 and 2.35).57 At a more general level, one could also consider that the light pulse
changes the electron and phonon distribution functions of the material, these changes,
however,are not expected to alter the overall results of this work.

Ariother consideration is that our model is based upon equations of motion for the
bulk crystal. The force constants of atoms near the surface are assume- to be the same as
for those in the bulk, and thus are evaluated with respect to the positions corresponding
to uniform thermal expansion throughout the crystal. In reality, the mean-square
amplitudes of atoms at the surface of the crystal are significantly larger than in the bulk.
Thus in a more general treatment of surface phenomena anharmonic effects should be
taken into consideration. It has been suggested that since the disorder at the surface
resembles that of a liquid, molecular dynamic simulations might be better suited for the

description of surface <:xpansion.94"95

The liquid-like state created by melting of a
surface can be described by the same anharmonicity of the interatomic potential that
results in thermal expansion. In molecular dynamic calculations the anharmonicity could
be treated without the approximations necessary in our model. The reliable description
of the structure and dynamics of surfaces using this method requires a precise knowledge
of the particle interactions. However, the main problem in molecular dynamics
calculations is finding realistic interac\ on potentials. The accurate determination of the
pair potentials for materials of interest is a matter of considerable difficulty even for the
bulk, and the surface problem is much more complicated. Unfortunately, the only group
of materials for which the pair potential is well known is that of noble gas solids.

However, application of molecular dynamic calculations to the modeling of transient

surface motion could be quite useful at some point in the future.
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5. SUMMARY

The primary motivation for conducting thermophysical experiments on ultrafast
time scales are to extend the measurements of thermophysical and related properties far
above the limits of steady-state methods or to make measurements on systems far
removed from thermodynamic equilibrium. This thesis has presented the first application
of a two-color refleciion transient grating technique to the direct measurement of the
t-ansient thermal expansion of a GaAs surface. We chose to study thermal expansion in
GaAs semiconductors as it plays an important role in determining the residual stresses in
solid state devices. Lattice mismatch and biaxial stress due to different rates of thermal
expansion between multilayer semiconductor structures can generate dislocations that
alter the band structure of the materials and influence carrier relaxation processes,
ultimately altering the device performance. In addition to electronic effects, a study of
thermal expansion of dielectric mirrors coatings could be most beneficial in
understanding the mechanisms responsible for optical damage.

This method also provides a nondestructive, remote sensing method for
measuring the thermal diffusivity of the surface. A comparison of our surface diffusivity
values to literature values for the bulk diffusivity, shows a slightly higher diffusivity at
the surface than the bulk at room ternperature. At low temperature, however, the surface
diffusivity is smaller thar the bulk diffusivity by an order of magnitude. This is
explained by increased boundary scattering of the phonons at the surface, which reduces
the ability of the phonons to efficiently conduct heat throughout the lattice. Again, this
observation has importance implications in the design of multilayer structures.

We have demonstrated that the expansion and diffusion signals can be modeled
with reasonable accuracy using a straightforward one-dimensional theory. In this model,
the acoustic field equations are solved to find the thermal expansion contribution to the

transient grating observable. This expression is combined with the analytic solution to
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the heat conduction equation to describe the thermal flow away from the surface. These
solutions are then substituted into the diffraction efficiency equation for the reflection
grating geometry, which is solved numerically. This provides a theoretical model which
simultaneously describes both the thermal expansion and diffusion contributions to the
signal.

The ability of the transient grating method to isolate a thermal signal lies in the
selection of a probe wavelength that interacts with the material far down the band edge
from the excitation wavelength. In this way the probe sees only the effect of the
deposition of heat in the medium, without the interference of electronic interactions. The
surface selectivity results from the reflection grating geometry used. It is known that this
method is sensitive to surface properties when performed in the reflection grating
geometry, while transmission studies are dominated by bulk properties. For a weakly

A
absorbing sample the signal arises from a depth < ann into the surface, provided there is

an abrupt change of the dielectric constant at the surface. For high optical density
materials (i.e., absorption depth £ optical wavelength), this corresponds to depth in the
sample comparable to one half the Beer's absorption depth. By varying the laser
wavelength, one can effectively control the optical sampling depth.  As the material
becomes more optically dense (i.e., absorption depth << optical wavelength), absorption
becomes increasingly shallow, thus both the reflected signal and the transmitted signal
are generated progressively closer to the surface. The transmitted signal contributions
will become exponentially less as a function of depth into the sample, comparable to the
absorption depth. The reflected signal is generated from a depth into the sample
comparable to one half the Beer's absorption depth. Thus while the net effect of high
optical absorption is to localize all signal generation nearer to the surface, the difference

between the regions probed in transmission versus reflection becomes less.
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By varying the laser wavelength, one can control the optical sampling depth. The
surface can selectively be studied by using a probe wavelength far down the edge of an
intense absorption band where the optical density is low, thus creating a large difference
between the spatial regions from which the transmitted and reflected signals are
generated. As the probe wavelength approaches the absorption band, the difference in
the spatial region sampled in reflection and transmission decreases. Predominantly bulk
properties can be studied by probing the grating in transmission. Thus by varying the
laser wavelength and experimental grating geometry one can selectively probe to
different depths in the sample, allowing the investigation of surface, interface, and bulk
phenomena. Finally, the experiments in this thesis have demonstrated that by varying the
probe wavelength relative to the excite wavelength one can selectively discriminate
between electronic and thermomechanical phenomena.

The experiments presented in this thesis were performed at a narticular
wavelength, determined by the type of laser used. This limited our ability to change
spatial Jepth being probed in the sample. However, given a more tunable laser source,
this technique should be quite useful in understanding interfacial thermal dynamics. In
order to observe a transient grating signal, there must be sufficient optical absorption in
the material at the wavelength of interest to generate the signal. Generally, if there is
sufficient energy to generate self-diffraction from the surface, there will be sufficient
probe diffraction to be detected. Another requirement for these experiments is a surface
of high optical quality, i.e. A/2 on the order of the spot size or better.

The transient grating technique is exceptional for studying photothermal and
photoacoustic propagation at surfaces and in thin films as it has the advantage of non
contact generation and detection of a well-defined heat source at the surface or in the
bulk of a sample. We have demonstrated here its sensitivity to minute displacements of
the surface and its usefulness in determining surface temperature profiles and expansion

dynamics. Unlike other photothermal methods, transient gratings have the ability to
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discriminate between signals arising from each of the three crystallographic axes of a
sample simply by varying the periodicity of the grating. The results presented here were
performed with a large fringe spacing, i.e., fringe spacing >> optical absorption depth.
Under these conditions, the resulting signal is primarily due to expansion and contraction
perpendicular to the surface region and can be modeled reasonably well with one-
dimensional solutions. For small fringe spacing however, this technique is sensitive to
the component of expansion in the plane of the surface, provided the thermal diffusivity
is long relative to the rate of expansion.

In many materials it would be possible to measure the parallel expansion of the
surface. However, this was not the case for GaAs. To resolve this, the grating fringe
spacing must be on the order of or less than the skin depth of the excitation beams, In
GaAs this requires a fringe spacing of << 1 pum. This unfortunately leads to a signal
decay due to thermal diffusion in the plane of the sample on the order of the thermal
expansion rise time, ﬁaking the parallel versus perpendicular expansion difficult to
resolve in GaAs. In general, this limitation is not present in all materials, and the
prediction of using transient gratings to time resolve parallel versus perpendicular

expansion should be possible.
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7. APPENDIX

7.1. Computer Programs

The programs in this appendix were used in the calculation of the theoretical fits
presented in this thesis. All programs are written in the C programming language and are
designed to run in a UNIX based environment. The first program, HFCALC2A.Cis a
numerical integration routine that calculates the transient grating observable using the
equations for i} (Eqn. 2.7), Ae (Eqn. 2.), and AT (Eqn. 2.) discussed in Sec. 2. A single
specified set of parameters are entered for a given data set. This produces three file
outputs: the calculated fit, the residual between the fit and data, and an optional file with
the heat profiles used to calculate the time-dependent temperature profiles used in the
calculation. An example of these profiles is given in Fig. 4.5. This program can be
altered in order to calculate the independent contributions of the thermal expansion and
thermal diffusion to the diffracted signal intensity as well. HEATFIT.C is a least squares
fitting routine that will calculate the best fit to a given data set while varying up to five
parameters. The variable parameters are TO, the maximum intensity of the signal, D, the
thermal diffusivity, k_exc, the excite wavelength, k_p, the probe wavelength, and
ac_amp, the acoustic field amplitude. The program iterates the parameters a specified
number of iterations, or until a particular least square deviation has been reached. The
sub-programs HEATFUNC.C and HEATFIT.H are required to compile HEATFIT.C.
HEATFUNC.C contains the numerical integration routine required to calculate the
transient grating observable, while HEATFIT.H is the header file which contains the
variable definitions. HEATFIT.C produces three file outputs: the calculated fit, the
residual between the fit and data, and a file of the best fit parameters.

The analytic expressions used in calculating the error (erf) and complementary
error (erfc) functions in Egn. 2.32 were taken from the Handbook of Mathematical
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Functions With Formulas, Graphs, and Mathematical Tables, M. Abramowitz and 1. A.

Stegun, Eds., National Bureau of Standards Applied Mathematical Series #55, (10th

Printing, December, 1972), pg. 299, Sec. 7.1.26. The error and complementary error

functions are defined as

(> ]

erfz=ﬁ{ e dt , and

erfc z = % J e?dt=1-erfz , respectively.
n

The analytical solution used for the error function was:

erfz=1-(ayt +ay + a33 + ayt* + a5 ) e £(z) , where

and  le(z)l £1.5%10-7 .

The variables used in this function are defined below as p and al - a5.
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71.2. HFCALC2A.C

#include <stdio.h>
#include <math.h>
#define PI 3.1415926535
#define p 0.3275911
#define al 0.254829592
#define a2 -0.284496736
#define a3 1.421413741
#define a4 -1.453152027
#define a5 1.061405429
#define printN 50
/*gzlobal variables used in the calculation*/
/*size of the x array*/
int xnpts = 500 ;
struct param
{
double alpha_exc; /*optical attenuation constant of excitation beams*/
double alpha_p; /*optical attenuation constant of probe beam*/
double D ; /*perpendicular diffusion constant*/
double TO ;  /*initial heat amplitude*/
double vel _sound ; /*velocity of sound*/
double tau ;  /*rising edge*/
double n_exc; /*real index of refraction for the excitation beams*/
double k_exc ; /*imaginary index of refraction for the excitation beams*/

double n_p ; /*real index of refraction for the probe beams*/
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double k_p ; /*imaginary index of refraction for the probe beams*/
double lambda_exc ; /*wavelength in vacuum*/
double lambda_p ; /*wavelength in vacuum®*/
double delr; /*x spacing used in the integrator trap*/
double fs ;
intnpts;  /* the number of points in the integrator*/
int skip_points ; /#number of data points to skip in calculating the fit and residual*/
double acoustic_amp ; /*acoustic component of signal as a fraction*/
b
double Re_Ar; /*real part of the reflection coefficient*/
double Im_Ar; /*Im part of the reflection ccefficient*/
double *Re_intg_refl ; ‘
double *Im_intg_refl ;
double *calc_sin ;
double *calc_cos ;
double *calc_exp ;
struct data
{
int npts ;
double *t, *y ;
} data, fit, res ;
/*t is the time, y is the diffracted signal intensity*/
main(argc, argv)
int argc ;
char *argv(j;
{

void readf(), writef(), writef_res();
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FILE *outfile ;
double *x, *DeltaT, *Deltasigma ;
/*x is the position into the sample*/
/*DeltaT is the position and time (x and t) dependent Temperature Change*/
double refltrap() ; /*reflection geometry of diffraction*/
[*trapazoidal rule integrator*/
double neg_erfc() ;
double neta33(); /*thermal expansion rate*/
double *dvector() ;
void free_dvector() ;
double chisq() ;
double tmp1, tmp2 ;
struct param par ;
inti, j, n;
char printTprofile ;
double xmax, ymax ;
if(arge != 18)
{
printf("\nUSAGE: %s
[TO][D][n_exc][k_exc]{lambda_exc][n_p][k_p]{lambda_pn[vel_sound][fs][xmax][data]
[fit][residual]{s_npts][ac_ampNn[printTprofile(y/n)\n", argv[0]) ;
printf("\nTO = initial heat amplitude") ;
printf("\nD = perpendicular diffusion constant") ;
printf("\nn_exc = excitation real index of refraction") ;
printf("\nk_exc = excitation imaginary index of refraction") ;
printf("\nlambda_exc = excitation wavelength in vacuum") ;

printf("\nn_p = probe real index of refraction") ;
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printf("\nk_p = probe imaginary index of refraction") ;

printf("\nlambda_p = probe wavelength in vacuum") ;

printf('"nvel_sound = velocity of sound") ;

printf('"\nfs = fringe spacing") ;

printf("\nxmax is the maximum depth\n") ;

printf("\ns_npts is the the number of points to skip i.e. 2 == use every other point") ;

printf("\nac_amp is the acoustic amplitude as a fraction of the total thermal+acoustic
signal") ; ;

printf("\nprintTprofile is a switch to print the Temperatrue profiles\n\n") ;

exit(0) ; S

}
/*redefine the command line vafiable so that they are understandable*/
par.TO = atof(argv(1]) ;
par.D = atof((argv[2]) ;
par.n_exc = atof(argv([3]) ;
par.k_exc = atof(argv[4]) ;
par.lambda_exc = atof(argv[5]) ;
par.n_p = atof(argv([6]) ;
par.k_p = atof(argv(7]) ;
par.Jambda_p = atof(argv{8]) ;
par.vel_sound = atof(argv[9]) ;
par.fs = atof(argv[10]) ;
xmax = atof(argv[11]) ; |
/*data filename = argv[12]*/
/*fit filename = argv[13]*/
/*residual filename = argv[14]*/

par.skip_points = atof(argv[15]) ;
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par.acoustic_amp = atof(argv[16]) ;
printTprofile = tolower(argv[17][0]) ;
[*calculate the other parameters needed for the calculation®/
par.alpha_exc =4 * PI * par.n_exc * par.k_exc / par.lambda_exc ;
par.alpha_p =4 * PI * par.n_p * par.k_p / par.Jambda_p ;
par.tau = 1/(par.alpha_exc*par.vel_sound) ;
par.npts = xnpts ;
readf(par,argv[12],&data) ;
/*read in the data file*/
/*define the array sizes*/
fit.npts = data.npts ;
fit.t = dvector(0, (data.npts - 1)) ;
fit.y = dvector(0, (data.npts - 1)) ;
res.npts = data.npts ;
res.t = dvector(0, (data.npts - 1)) ;
res.y = dvector(0, (data.npts - 1)) ;
x = dvector(0, xnpts) ;
DeltaT = dvector(0, xnpts) ;
Deltasigma = dvector(0, xnpts) ;
Re_intg_refl = dvector(0, xnpts) ;
Im_intg_refl = dvector(0, xnpts) ;
calc_sin = dvector(0, xnpts) ;
cale_cos = dvector(0, xnpts) ;
calc_exp = dvector(0, xnpts) ;
for(i=0;i<data.npts;i++)
{

fit.t[i] = data.ti] ;
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res.t[i] = data.t[i] ;
} .
[*define the x-axis for the calculation’*‘“,f"
for(j = 0; j < xnpts; j++) x[j] = xmax * (double)j / (double)(xnpts - 1) ;
par.delr = x[1] - x[0] ;
[*constants used in refltrap which are defined here once to save computational time*/
Re_Ar = (1 - par.n_p*par.n_p*(1+par.k_p*par.k_p)) / ((1+par.n_p)*(1+par.n_p) +
par.n_p*par.n_p*par.k_p*par.k_p) ;
Im_Ar = -2*par.n_p*par.k_p / ((1+par.n_p)*(1+par.n_p) +
par.n_p*par.n_p*par.k_p*par.k_p) ;
for(i = 0; i < xnpts; i++)
{
x[i] = (double)i * par.delr ;
calc_cos[i] = cos(4*PI*par.n_p*x[i]/par.lambda_p) ;
calc_sin[i] = sin(4*PI*par.n_p*x[i]/par.lambda_p) ;
calc_exp[i} = exp(-par.alpha_p*x[i]) ,
Re_intg_refl[i] = calc_cos[i] * calc_expli] ;
Im_intg_refl{i] = calc_sin[i] * calc_expl[i] ;
}
/*main loop of the program*/
n=0;
for(i = 0; i < fit.npts; i++) /*time loop*/
{
if(fit.t[i]<=0.0)
{
fit.y[i] = 0.0,
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else
{
if(n == 0 && printTprofile =='y") printf("time = %lg\n", fit.t[i]) ;
for(j = 0; j < xnpts; j++) /*position loop*/

{

tmp1l = exp( - par.alpha_exc * x[j]+ par.D * par.alpha_exc * par.alpha_exc *

fit.t[i]) ;
tmpl = tmp1l * neg_erfc((-x[j] + 2 * par.D * par.alpha_exc * fit.t[i]) / (2 *
sqrt(par.D * fit.t[i])));
tmp2 = exp( par.alpha_exc * x[j]+ par.D * par.alpha_exc * par.alpha_exc *
fit.t[i}) ; |
tmp2 = tmp2 * neg_erfc((x[j] + 2 * par.D * par.alpha_exc * fit.t[i]) / (2 *
sqrt(par.D * fit.t[i])));
DeltaT(j] = (tmp1 + tmp2) /2 ;
Deltasigma[j] = neta33(par,x[j],data.t[i}, DeltaT[j]) ;
if(n == 0 && printTprofile =="y")
printf("%lg %lg\n", x[j], DeltaT[j]) ;
/*no comments here will print the heat prcfiles*/
[*printf("%lg %lg\n", x[j], Deltasigmal[j]) ;*/
/*no comments here will print the strain profiles*/
}/*end of position loop*/

fit.y[i] = refltrap(par, x, Deltasigma) ; /*call the reflected diffracted signal
integrator*/
/*end of space loop*/
} /*end of else */
n=n+1;

if(n == printN && printTprofile =="y")
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{

n=0;
printf("\n") ;
)

} /*end of time loop*/
/*include the effect of paraliel heat flow*/
for(i = 0; i < fit.npts; i++) fit.y[i) = fit.y[i] * exp(-
2*par.D*fit.t[i]*(2 *Pl/par.fs)*(2*Pl/par.fs)) ;
/*find the maximum value of the signal*/
ymax =0 ;
for(i = 0; i < fit.npts; i++)

{

if(fit.y[i]>ymax) ymax = fit.y[i] ;
}
for(i = 0; i < fit.npts; i++) fit.y[i] = fit.y[i] * par. TO / ymax ;

[*calculate the residuals now*/
for(i = 0; i < res.npts; i++) res.y[i] = data.y[i] - fit.y[i] ;
writef(argv[13], &fit) ;
writef_res(argv[14], &res, (chisq(&res)) ) ;
free_dvector(fit.t,0) ;
free_dvector(fit.y, 0) ;
free _dvector(data.t,0) ;
free_dvector(data.y, 0) ;
free_dvector(res.t, 0) ;
free_dvector(res.y, 0) ;
free_dvector(x, 0) ;

free_dvector(DeltaT, 0) ;
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free_dvector(Deltasigma, 0) ;
free_dvector(Re_intg_refl, 0) ;
free_dvector(Im_intg_refl, 0) ;
free_dvector(calc_cos, 0) ;
free_dvector(calc_sin, 0) ;
free_dvector(calc_exp, 0) ;

/*end of main*/
/*********************************************************/
double trap(par, y)

struct param par ;

double y[] ;

inti;

double sum ;

sum = (y[0] + y[par.npts - 1]) /2.0;

for(i = 1; i < (par.npts - 1); i++)
sum = sum + y[i] ;

sum = sum * par.delr;

return(sum) ;

}

/**********************************#***********************/

double refltrap(par, x, y)
struct param par ;
double x[], y[] ;

{

inti;
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double trap() ;

double real_integral ;

double im_integral ;

double integral ;

double *intg ;

intg = dvector(0, (par.npts-1)) ;

for(i = 0; i < par.npts ; i++)
intgfi] = y[i] * Re_intg_refl[i] ;

real_integral = trap(par, intg) ;

for(i = 0; i < par.npts ; i++)
intg[i] = y[i] * Im_intg_refl{i] ;

im_integral = trap(par, intg) ;

integral = real_integral * real_integral + im_integral * im_integral ;

free_dvector(intg, 0) ;

return(integral) ;

J

/*********************************************************/

double as_erfc(z)

double z ;

double t;
double twooversqrtpi = 1.12837917 ;
if(z<1e-6) return(l - twooversqrtpi * z) ;
else
{
/¥ return(erfc(z)) ;*/

t=1/(1+p*z);
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return((al*t+a2*prt+ad*tht*t+ad* e prtkt+aS*F ok LRt ek t) ¥exp(-z+z)) ;
)
}

/*********************************************************/

double as_erf(z)
double z ;

double ¢t ;
double twooversqrtpi = 1.12837917 ;
if(z<le-6) return(twooversqrtpi * z) ;
else
{
/*  return(erf(z)) ; */
t=1/(1+p*z);
return(1-(al*t+a2*t*t+a3* k¥ t+ad ek ok taS* ook tke* ) *exp(-2*z)) ;
}
}

/**********************************************************/

double neg_erfc(z)
double z ;
{
double as_erf() ;
double as_gerfc() ;
[¥printf("%lg\n", z) ;*/
if(z<0) return(1+as_erf(-z)) ;
else return(as_erfc(z)) ;

)
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/******************************************************/

double neta33(par,x,t,delT)

struct param par ;

double x ;

double t;

double delT ;

{

double tmp ;

double sgn() ;
tmp = delT*(1 - (1-par.acoustic_amp)*exp(-t/par.tau)) - par.acoustic_amp*exp(-

fabs(par.alpha_exc*x - t/par.tau))*sgn(x - par.vel_sound*t);
return{tmp) ;

}

/**************************************************/

double sgn(a)
double a;

{

if(a<0) return(-1.0) ;
else return(1.0) ;

}

/**********************************************************************/

void writef(fname, xy)
char fname(] ;
struct data *xy ;
{
inti,;
FILE *outfile ;
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if((outfile = fopen(fname, "w+")) == (NULL))
{
printf("\nCan't open file #%s#\n", fname) ;
exit(0) ;
)
for(i = 0; i < (*xy).npts; i++)
fprintf(outfile, "%lg %lg\n", (*xy).tli], (*xy).y[i]) ;
fclose(outfile) ;

}

/*******************************************************‘***********/

void writef_res(fname, xy, CHISQ)
char fnamel] ;
struct data *xy ;

double CHISQ ;
{

inti;
FILE *outfile ;
if((outfile = fopen(fname, "w+")) == (NULL))
{
printf("\nCan't open file #%s#\n", fname) ;
exit(0) ;
}
for(i = 0; i < (*xy).npts; i++)
fprintf(outfile, "%lg  %Ig\n", (*xy).t[i], (*xy).y[i]);
fclose(outfile) ;

printf("\nfilename= %s chisq= %lg\n", fname, CHISQ) ;
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)

void readf(par, fname, xy)
struct param par ;
char fname(] ;
struct data *xy ;
{
int i, j, tmpnpts ;
FILE *infile ;
double *dvector() ;
char buf{100] ;
(*xy).npts =0 ;
if((infile = fopen(fname, "r+")) == (NULL.))
{
printf("\nCan't open file #%s#\n", fname) ;
exit(0) ;
}
while(fgets(buf, 100, infile) != (NULL))
(*xy).npts = (*xy).npts + 1 ;
fclose(infile) ;
(*xy).t = dvector(0, (*xy).npts) ;
(*xy).y = dvector(0, (*xy).npts) ;
if((infile = fopen(fname, "r+")) == (NULL))
{
printf("\ncan't open file %s\n", fname) ;
exit(0) ;

)
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for(i = 0; i < (*xy).npts; i++)
fscanf(infile, "%If %lf", &(*xy).t[i], &(*xy).y[i]) ;
fclose (infile) ;
if(par.npts < 1)
{ L}
printf('"\n\nthe numer of points to skip >= I\n\n") ;
exit(0) ;
)
/*use every n'th point*/
i=0;
for(i = 0; i < (*xy).npts; i=i+par.skip_points)
{
(*xy).tlj] = Cxy).tlil ;
Cexy).yljl = Cxy).yli] ;
j=j+1;
}
/* redefine the new number of points*/
(*xy).npts = j ;
)

/**********************************************************************/

double *dvector(nl, nh)

int nl, nh ;

{ .
double *v ;
v = (double *)malloc((unsigned)(nh - nl + 1) * sizeof(double)) ;
if(tv)

{
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printf('"\nalloc error..help\n") ;
exit(0) ;
}
return(v - nl) ;

}

/************************************************************/
/*frees memory allocated by dvector*/
void free_dvector(v, nl)
intnl;
double *v ;
{
free((char *)(v + nl)) ;

}

/************************************************************/

double chisq(xy)
struct data *xy ;
{

inti;

double sum ;

sum = 0.0 ;

for(i = 0; i < res.npts; i++)
{
sum = sum + res.y[i] * res.y[i] ;

}

return(sum / res.npts) ;
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7.3. HEATFIT.C

/*heatfit.c*/
[¥program fits raw transient grating data with up to 5 parameters*/
/*must use heatfunc.c and heatfit.h to compile the program*/
#include "heatfit.h"
main(argc, argv)
int argc ;
char *argv[] ;
{
struct param par ;
int1, j, max_iter ;
void readf(), writef(), writef_res(), cut_data(), free_dvector() ;
double oldchi, newchi, fitroutine(), pdiff(), tol, heatfit(), *dvector() ;
double delta_chisq ;
double ss[9] ;
FILE *outfile ;
if(argc != 25)
{
printf("USAGE: heatfit [datafile][TO][D][n_exc][k_exc][lambda_exc][n_p]lk_pN\n")

printf("[lambda_p][vel_sound][fs][xmax][skip_npts][max_iter]{tol}[fit_file]\n") ;

printf("[res_file][ss(TO)]{ss(D)][ss(k_exc)][ss(vel _sound)][ss(ac_amp)][fit_parj[ac_amp]
)
printf("\nTO = initial heat amplitude") ;
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printf("\nD = perpendiéular diffusion constant") ;
printf("\nn_exc = excitation real index of refraction") ;
printf("\nk_exc = excitation imaginary index of refraction") ;
printf("\nlambda_exc = excitation wavelength in vacuum") ;
printf("\nn_p = probe real index of refraction") ;
printf("\nk_p = probe imaginary inde: of refraction") ;
printf("\nlambda_p = probe wavelength in vacuum") ;
printf("\nvel_sound = velocity of sound") ;
printf("\nfs = fringe spacing") ;
printf("\nxmax is the maximum depth\n") ;
printf("\nskip_npts is the the number of points to skip i.e. 2 == use every other
point") ;
printf("\nac_amp is the acoustic amplitude as a fraction of the total thermal+acoustic
signal\n\n") ;
printf("\nTO, D, k_exc, k_p, ac_amp are being fit\n") ;
printf("\nwith initial step sizes ss(T0) thru ss(ac_amp) respectively") ;
printf("\nin ss percent of the initial value of that parameter\n") ;
printf("\nthe units are Ang. and ns\n") ;
exit(0) ;
}
par.TO = atof(argv(2]) ; [*initial data height*/
par.D = atof(argv([3)) ; /*diffusion constant*/
par.n_exc = atof(argv{4]) ;
par.k_exc = atof(argv[5]) ;
par.lambda_exc = atof(argv[6)) ;
par.n_p = atof(argv(7]) ;

par.k_p = atof(argv[8]) :
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par.lambda_p = atof(argv([9]) ;

par.vel_sound = atof(argv[10]) ;

par.fs = atof(argv[11]) ;

par.xmax = atof(argv[12]) ;

par.skip_npts = atoi(argv[13]) ;

max_iter = atoi(argv[14]); /*maximum number of interations in the fitting routine*/

tol = atof(argv[15]) ; /*tolerance of the fit*/
[¥fit file = argv[16]*/
/*res file = argv[17]*/

ss[0] = atof(argv[18]) ;

ss[1] = atof(argv{19]) ;

ss[2] = atof(argv([20]) ;

ss[3] = atof(argv[21]) ;

ss[4] = atof(argv[22]) ;
[*parameter file = argv[23]*/

par.acoustic_amp = atof(argv([24]) ;
printf("this routine will fit %d iterations\n", max_iter) ;
printf("or until a convergence of %lg is reached for chi squared\n\n", tol) ;
readf(par, argv[1], &data) ;

if((ouffile = fopen(argv([23], "w+")) == NULL)

{
printf("\ncant open file\n") ;
exit(0) ;
}
fprintf(outfile, \n") ;
fclose(outfile) ;

/*define the array sizes*/
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fit.npts = data.npts ;
fit.t = dvector(0, (data.npts - 1)) ;
fit,y = dvector(0, (data.npts - 1)) ;
res.npts = data.npts ;
res.t = dvector(0, (data.npts - 1)) ;
res.y = dvector(0, (data.npts - 1)) ;
f_par.npar =35 ;
/*fit the following 5 parameters*/
f_par.par[0] = par.TO ;
f_par.par[1] = par.D;
f_par.par[2] = par.k_exc ;
f_par.par[3] = par.vel_sound ;
f_par.par[4] = par.acoustic_amp ;
[*start with ss% initial steps*/
f_paf.step[O] = f_par.orig_step[0] = f_par.pa-[0] * ss[0] /100 ;
f_par.step[1] = f_par.orig_step[1] = f_par.par[1] * ss[1]/ 100 ;
f_par.step[2] = f_par.orig_step[2] = f_par.par{2] * ss[2]/ 100 ;
f_par.step[3] = f_par.orig_step[3] = f_par.par([3] * ss[3]/ 100 ;
£ par.stepl4] = f_par.orig_step[4] = f_par.par(4] * ss[4]/100;
/*note: set these step sizes to zero if you do not wish to fit these parameters*/
delta_chisq = 10000000.0 ;
oldchi = 10000000.0 ;
i=0;
while(delta_chisq > tol && i < max_iter)
{
| printf("del_chisq = %lg iter # = %d\n", delta_chisq, i) ;

newchi = heatfit(par, argv{23]) ;
133



delta_chisq = pdiff(oldchi, newchi) ;
/*parameter output file test*/
if((outfile = fopen(argv[23], "a")) == NULL)
{
printf("\ncan't open file\n") ;
exit(0) ;
}
fprintf(outfile, "iter = %d chisq = %lg delta chisq = %Ig\n", i, newchi, delta_chisq) ;
fprintf(outfile, "T0=%lg D=%Ig k_exc=%lg k_p=%lg
ac_amp=%Ilg\a\n",f_par.par{0], f_par.par{1], f_par.par[2], {_par.par[3], f_par.par[4]) ;
fclose(outfile) ;
i=i+1;
oldchi = newchi ;
}

writef(argv[16], &fit) ;

writef_res(argv[17], &res) ;

printf("\nend of fitting procedure\n") ;
free_dvector(fit.t, 0) ;
free_dvector(fit.y, 0) ;
free_dvector(res.t, 0) ;
free_dvector(res.y, 0) ;
free_dvector(data.t, 0) ;
free_dvector(data.y, 0) ;
}
/*end of main*/
double pdiff(p1, p2)

double pl, p2;
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{
if(pl == 0.0 && p2 == 0.0)
return(0.0) ;
else if(pl == 0.0 && p2 !=0.0)
return(10.0) ;
else
return(fabs((p1 - p2) * 100.0/p1)) ;
)
double *dvector(nl, nh)
int nl, nh;
{
double *v ;
v = (double *)malloc((unsigned)(nh - nl + 1) * sizeof(double)) ;
i(lv)
{
printf("\nalloc error..help\n") ;
printf("\n dvector(%d,%d)\n", nl, nh) ;
)
return(v - nl) ;
}
[*frees memory allocated by dvector*/
void free_dvector(v, nl)
intnl;
double *v
{
free((char *)}(v +nl)) ;

}
135



double chisq(par)
struct param par ;
{
inti;
double sum ;
void heatfunc() ;
par.TO = f_par.par{0] ;
par.D = f_par.par[1] ;
par.k_exc = f_par.par(2] ;
par.vel_sound = f_par.par{3] ;
par.acoustic_amp = f_par.par[4] ;
heatfunc(par) ;
sum = (.0 ;
for(i = 0; i < data.npts; i++)
{
res.y[i]) = data.y{i] - fit.y[i] ;
sum = sum + res.y[i} * res.y[i] ;
}
return(sum / data.npts) ;
}
double heatfit(par, fname)
struct param par ;
char fname(] ;
{
int 1i,j,k;
int iterations_per_param;

double chisq();
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double step, chsql, chsq2, chsq3, chsq_new ;
double fit_changel, fit_change?2, fit_change3;
FILE *outfile ;
for(i = 0; i < f_par.npar; ++i) /* loop through each fit parameter */
{
step = f_par.step[i];
if(step == 0.0)
continue; /* fixed parameter -> return to top of for-loop */
chsql = chisq(par) ;
iterations_per_param = 0;
/*
if((outfile = fopen(fname, "a")) == NULL)
{
printf("\ncant open file\n") ;
exit(0) ;
)
fprintf(outfile, "T0=%lg D=%Ilg k_exc=%lg vel_sound=%Ilg ac_amp=%Ig chisql =
%lg\n" f_par.par[0],f_par.par[1],f_par.par(2],f_par.par|3],f_par.par[4], chsql) ;
fclose(outfile) ;

*/

/* loop until get a change in sum of residuals */
do
{
f_par.par{i] += step;
chsq2 = chisqg(par);
/*
137



I

if((outfile = fopen(fname, "a')) == NULL)
{
printf("\ncant open file\n") ;
exit(0) ;
}
fprintf(outfile, "T0=%1g D=%Ilg k_exc=%]g vel_sound=%lg ac_amp=%Ig chisq2 =
%1g\n" f_par.par[0),f_par.par[1],f_par.par[2].f_par.par[3],f_par.par[4], chsq2) ;
fclose(outfile) ;
*/
fit_change2 = chsq2 - chsql;
if(fit_change2 == 0.0)
step = -(step + step);
}
while(fit_change2 == (.0);
/* loop while fit improving */
do
{
if(fit_change2 > 0.0) /* last fit worse -> change "direction" */
{
step = -step;
f_par.parfi] += step;
chsq2 = chsql;
fit_change2 = -fit_change?2;
)
++iterations_per._param;
f_par.par[i] += step;

chsq3 = chisq(par) ;



[*
if((outfile = fopen(fname, "a")) == NULL)
{
printf("\ncant open file\n") ;
exit(0) ;
}
fprintf(outfile, "T0=%lg D=%lg k_exc=%Ig vel_sound=%Ilg ac_amp=%lg
chisq3=%lg\n",f_par.par[0],f_par.par[1],f_par.par[2].f_par.par[3],f_par.par[4], chsq3) ;
fclose(outfile) ;
*/
fit_changel = chsq3 - chsq2;
if(fit_changel < 0.0)
{
fit_change2 = fit_changel;
chsq2 = chsq3;
)
}
while(fit_changel < 0.0);
fit_change? = fit_changel - fit_change?2;
f_par.parfi] -= step*(0.5 + fit_changel/fit_change2);
step = fabs(step);
f_par.step[i] = step * iterations_per_param/3.0;
}
/* end of loop through each fitting parameter */
/* find residual for final fit of this iteration */
chsq_new = chisq(par) ;

return(chsq_new);
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7.4. HEATFUNC.C

#include "heatfit.h"
void heatfunc(par)

struct param par ;

double *x, *DeltaT, *Deltasigma ;

/*x is the position into the sample*/

/*DeltaT is the position and time (x and t) dependent Temperature Change*/
double refltrap() ; /*reflection geometry of diffraction*/
/*trapazoida! rule integrator*/

double neg_erfc() ;

double neta33(); /*thermal cxpansion rate*/

int xnpts = 500 ;

double *dvector() ;

void free_dvector() ;

double chisq() ;

double tmpl, mp2 ;

inti,j;

double ymax ;

/*calculate the other parameters needed for the calculation*/
par.alpha_exc =4 * PI * par.n_exc * par.k_exc / par.lambda_exc ;
par.alpha_p =4 * PI * par.n_p * par.k_p/ par.lambda_p ;

par.tau = 1/(par.alpha_exc*par.vel_sound) ;

par.npts = xnpts ;

/*define the array sizes*/
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fit.npts = data.npts ;
x = dvector(0, xnpts) ;
DeltaT = dvector(0, xnpts) ;
Deltasigma = dvector(0, xnpts) ;
Re_intg_refl = dvector(0, xnpts) ;
Im_intg_refl = dvector(0, xnpts) ;
calc_sin = dvector(0, xnpts) ;
calc_cos = dvector(0, xnpts) ;
calc_exp = dvector(0, xnpts) ;
for(i=0;i<data.nprs;i++)
{
fit.t[i] = data.t[i] ;
res.t[i] = data.t[i] ;
}
/*define the x-axis for the calculation*/
for(j = 0; j < xnpts; j++) x[j] = par.xmax * (double)j / (double)(xnpts - 1) ;
par.delr = x[1] - x[0] ;
/*constants used in refltrap which are defined here once to save computational time*/
Re_Ar = (1 - par.n_p*par.n_p*(1+par.k_p*par.k_p)) / ((1+par.n_p)*(1+par.n_p) +
par.n_p*par.n_p*par.k_p*park_p);
Im_Ar = -2%par.n_p*par.k_p / ((1+par.n_p)*(1+par.n_p) +
par.n_p*par.n_p*par.k_p*par.k_p);
for(i = 0; 1 < xnpts; i++)
{
x{i] = (double)i * par.delr ;
calc_cos[i] = cos(4*PI*par.n_p*x[i]/par.lambda_p) ;

calc_sin[i] = sin(4*PI*par.n_p*x[i}/par.Jlambda_p) ;
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calc_expli] = exp(-par.alpha_p*x[i]) ;
Re_intg_refl[i] = caicmcos[i] * calc_expli] ;
Im_intg_refl[i] = calc_sin[i] * calc_expli} ;
)
/*rnain loop of the program#*/
for(i = 0; i < fit.npts; i++) /*time loop*/
{
if(fit.t[i]<=0.0)
{
fit.y[i] = 0.0;
}
else
{
for(j = 0; j < xnpts; j++) /*position loop*/
{
tmpl = exp( - par.alpha_exc * x[j]+ par.D * par.alpha_exc * par.alpha_exc *
fit.t[i]) ;
tmpl = tmp1 * neg_erfc((-x[j] + 2 * par.D * par.alpha_exc * fit.t[i]) / (2 *
sqrt(par.D * fit.t[i])));
tmp2 = exp( par.alpha_exc * x[j]+ par.D * par.alpha_exc * par.alpha_exc *
fit.t[i]) ;
tmp2 = tmp2 * neg_erfc((x[j} + 2 * par.D * par.alpha_exc * fit.t[i]) / (2 *
sqrt(par.D * fit.t[i])));
DeltaT(j] = (tmp1l + tmp2) /2 ;
Deltasigmal(j] = neta33(par,x|j],data.t[i], DeltaT[j}) ;
/*  printf("%lg %lg\n", x[j], DeltaTlj]) ;*/

/*no comments here will print the heat profiles*/
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f*  printf("%lg %lg\n", x[j], Deltasigmalj]) ;*/
/*no comments here will print the strain profiles*/
)
fit.y[i] = refltrap(par, x, Deltasigma) ; /*call the reflected diffracted signal
integrator*/
/*end of space loop*/
} /*end of else */
} /*end of time loop*/
[*include the effect of parallel heat flow*/
for(i = 0; i < fit.npts; i++) fit.y[i] = fit.y[i] * exp(-
2*par. D*fit.t[i]*(2*Pl/par.fs)*(2*Pl/par.fs)) ;
/*find the maximum value of the signal*/
ymax =0 ;
for(i = 0; i < fit.npts; i++)
{
if(fit.y[i]>ymax) ymax = fit.y[i] ;
)
for(i = 0; i < fit.npts; i++) fit.y[i] = fit.y[i] * par, TO/ ymax ;
free_dvector(x, 0) ;
free_dvector(DeltaT, 0) ;
free_dvector(Deltasigma, 0) ;
free_dvector(Re_intg_refl, 0) ;
free_dvector(Im_intg_refl, 0) ;
free_dvector(calc_cos, 0) ;
free_dvector(calc_sin, 0) ;

free_dvector(calc_exp, 0) ;
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/*end of main*/
/*********************************************************/
double trap(par, y)

struct param par ;

double y[};

inti;

" double sum ;

sum = (y[0] + y[par.npts - 1]) /2.0 ;

for(i = 1; i < (par.npts - 1); i++)
sum = sum + y[i] ;

sum = sum * par.delr ;

return(sum) ;

}

/**********************************************************/

A
B

double refltrap(par, x, y)
struct param par ;
double x[], y[];

{

int1;

double trap() ;

double real_integral ;

double im_integral ;

double integral ;

double *intg ;

intg = dvector(0, (par.npts-1)) ;

for(i = 0; i < par.npts ; i++)
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intg{i] = y[i] * Re_intg_refl[i] ;
real_integral = trap(par, intg) ;
for(i = 0; i < par.npts ; i++)
intg[i] = y[i] * Im_intg_refl[i] ;
im_integral = trap(par, intg) ;
integral = real_integral * real_integral + im_integral * im_integral ;
free_dvector(intg, 0) ;
return(integral) ;

)

double as_erfc(z)

double z ;

double t ;
double twooversqrtpi = 1.12837917 ;
if(z<1e-6) return(1 - twooversqrtpi * z) ;
elsé
{
/* return(erfc(z)) ;*/
t=1/(1+p*z);
return((al *t+a2¥t*t+a3*rextrad ekt ra Sk ek ek Rt kexp(-z*z)) ;
)
}

JRR AR ok ook oo ok ko ol e ok ook ke ko e e ok e ke ok o ok
double as_erf(z)

double z ;
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double t ;
double twooversqrtpi = 1.12837917 ;
if(z<1le-6) return(twooversqrtpi * z) ;
else
{
/¥ return(erf(z)) ; */
t=1/(14p*z);
return(1-(al*t+a2*t*t-+ad ¥k trad* tr ek eraS ke k¥ k) kexp(-z*z)) ;
}
}

/**********************************************************/

double neg_erfc(z)
double z;
{
double as_erf( ;
double as_erfc() ;
[printf("%lg\n", z) ;*/
if(z<0) return(1+as_erf(-z)) ;
else return(as_erfc(z)) ;

}

/******************************************************/

double neta33(par,x,t,delT)
struct param par ;

double x ;

double t;

double delT

{
146



double tmp ;
double sgn() ;
tmp = delT*(1 - (1-par.acoustic_amp)*exp(-t/par.tau)) - par.acoustic_amp*exp(-
fabs(par.alpha_exc*x - t/par.tau))*Sgn(x - par.vel_sound*t);
| ‘retum(tmp) ;

}

/**************************************************/

double sgn(a)
double a;

{

if(a<0) return(-1.0) ;
else return(1.0) ;

)

/***********************************************************;**********/
void writef(fname, xy)
char fname(] ;
struct data *xy ;
{
inti;
FILE *outfile ;
if((outfile = fopen(fname, "w+")) == (NULL))
(
printf('"\nCan't open file #%s#\n", fname) ;
exit(0) ;
}
for(i = 0; i < (*xy).npts; i++)

fprintf(outfile, "%lg  %lg\n", (*xy).t[i], (*xy).yli]) ;
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fclose(outfile) ;

}

/******************************************************************/

void writef_res(fname, xy)
char fname(] ;
struct data *xy ;
{
inti;
FILE *outfile ;
if((outfile = fopen(fname, "w+")) == (NULL))
{
printf(""nCan't open file #%s#\n", fname) ;
exit(0) ;
}
for(i = 0; i < (*xy).npts; i++)
fprintf(outfile, "%lg %lg\n", (¥xy).tli], (*xy).ylil) ;
fclose(outfile) ;

}

/******************************************************************/

void readf(par, fname, xy)
struct param par ;
char fname(] ;
struct data *xy ;
{
int i, j, tmpnpts ;
FILE *infile ;

double *dvector() ;
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Vol

char buf{100] ;
(*xy).npts =0 ;
if((infile = fopen(fname, "r+")) == (NULL))
{
printf("\nCan't open file #%s#\n", fname) ;
exit(0) ;
}
while(fgets(buf, 100, infile) != (NULL))
(*xy).npts = (*xy).npts + 1 ;
fclose(infile) ;
(*xy).t = dvector(0, (*xy).npts) ;
(*xy).y = dvector((), (*xy).npts) ;
if((infile = fopen(fname, "r+")) == (NULL))
{
printf("\ncan't open file %s\n", fname) ;
exit(0) ;
}
for(i = 0; i < (*xy).npts; i++)
fscanf(infile, "%If  %If", &(*xy).ti], &(*xy).y[i]) ;
fclose (infile) ;
if(par.skip_npts < 1)
{
printf("\n\nthe numer of points to skip >= 1\n\n") ;
exit(0) ;
}
/*use every n'th point*/

]=0;
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for(i = 0; i < (*xy).npts; i=i+par.skip_npts)
{
Cexy)lj] = Coxy)tlil
(*xy).ylj] = Cxy).ylil ;
J=j+ 1
)
/* redefine the new number of points*/
(*xy).npts = ;
}

7.5. HEATFIT.H

/*must use heatfunc.c and heatfit.c to compile the program*/

#include <stdio.h>

#include <math.h>

#define PI 3.1415926535

#define p 0.3275911

#define al 0.254829592

#define a2 -0.284496736

#define a3 1.421413741

fidefine a4 -1.453152027

#define a$ 1.061405429

#include <ctype.h>

/*global variables used in the calculation*/
struct param

{

double alpha_exc; /*optical attenuation constant of excitation beams*/

150



bl

double alpha_p; /*optical attenuation constant of probe beam*/
double D;  /*perpendicular diffusion constant*/

double TO;  /*initial heat amplitude*/

double vel_sound ; /*velocity of sound*/

double tau ;  /*rising edge*/

double n_exc; /*real index of refraction for the excitation beams*/
double k_exc; /*imaginary index of refraction for the excitation beams*/
double n_p ; /*real index of refraction for the probe beams*/

double k_p ; /*imaginary index of refraction for the probe beams*/
double lambda_exc ; /*wavelength in vacuum*/

double lambda_p ; /*wavelength in vacuum*/

double delr; /*x spacing used in the integrator trap*/

double fs ;

int npts;  /* the number of points in the integrator*/

int skip_npts ; /*number of data points to skip in calculating the fit and residual*/

double acoustic_amp ; /*acoustic component of signal as a fraction*/
double xmax ;
double mint ;
double maxt ;
b
double Re_Ar; /*real part of the reflection coefficient*/
double Im_Ar; /*Im part of the reflection coefficient*/
double *Re_intg_refl ;
double *Iin_intg refl ;
double *calc_sin ;
double *calc_cos ;

double *calc_exp ;
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/* fitting parameters and step sizes */
struct fit_par
{
int npar ;
double par{9], step[9], orig_step[9], min_ratio[9] ;
} f_par;
struct data
{
int npts ;
double *t, *y ;

} data, fit, res ;
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