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Abstract

Effectively teaching scientific reasoning requires an understanding of the chal-

lenges students face when learning these skills. We designed an assessment

that measures undergraduate student abilities to form hypotheses, design

experiments, and interpret data from experiments in cellular and molecular

biology. The assessment uses intermediate-constraint free-response questions

with a defined rubric to facilitate use with large classes, while identifying com-

mon reasoning errors that may prevent students from becoming proficient at

designing and interpreting experiments. The assessment measured a statisti-

cally significant improvement in a senior-level biochemistry laboratory course,

and a larger improvement between the biochemistry lab students and a sepa-

rate cohort in a first-year introductory biology lab course. Two common errors

were identified for forming hypotheses and using experimental controls. Stu-

dents frequently constructed a hypothesis that was a restatement of the obser-

vation it was supposed to explain. They also often made comparisons to

control conditions not included in an experiment. Both errors were most fre-

quent among first-year students, and decreased in frequency as students com-

pleted the senior-level biochemistry lab. Further investigation of the absent

controls error indicated that difficulties with reasoning about experimental

controls may be widespread in undergraduate students. The assessment was a

useful instrument for measuring improvement in scientific reasoning at differ-

ent levels of instruction, and identified errors that can be targeted to improve

instruction in the process of science.
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A college education is an invaluable asset that brings per-
sonal enrichment and better employment opportunities,
and helps individuals to function in the democratic pro-
cess as information-literate citizens. While subject knowl-
edge is an important component of this, the skills and
core competencies gained at university are equally if not
more important in preparing students for the workforce
and facilitating an intellectual engagement in society.
This was the focus of the AAAS Vision and Change call
for greater emphasis on research and the skills necessary
to engage in the scientific process.1 Many skills and core
competencies we hope to foster in biology and biochemis-
try majors fall into the category of scientific reasoning, or
science process skills.2,3 While scientific reasoning cap-
tures a broad set of abilities, central to it is envisioning,
designing, and interpreting experiments in a biological
context. The emphasis on these skills is particularly
important in laboratory courses, where students have the
opportunity to conduct experiments and directly engage
in the process of science.4

It is assumed that students enter college with some
knowledge of how science is conducted, and that this rep-
resents a starting point to develop scientific reasoning in
their biology coursework.5 Hammer described these pre-
existing conceptions as resources from which students
build more accurate and complete knowledge.6 Under-
graduate instruction has been criticized as student
deficit-centered in not helping students to engage their
prior knowledge.7 However, as scientific reasoning
encompasses a broad set of skills, it can be difficult for
instructors to determine what the starting point should
be for developing these abilities in their instruction.2

Assessment is necessary to find the limits of preexisting
conceptions and help the instructor gauge where to begin
building from existing student understanding. Thus,
quantitative assessment that can be used in classes with
large enrollments is a critical aspect of teaching scientific
reasoning at the university level. Assessment can also
identify common roadblocks that students face in learn-
ing these skills. As these may reflect inaccuracies in or
limitations to students' preexisting knowledge, they rep-
resent conceptions that are not yet fully developed, and
hence we refer to them as incomplete conceptions.6,8

A range of instruments is needed for a comprehensive
evaluation of students' reasoning abilities. There are pub-
lished rubrics for the evaluation of these skills in stu-
dents' writing for course assignments.9,10 Here we focus
on stand-alone assessments for measuring scientific rea-
soning outside of students' coursework. There is an abun-
dance of assessments for measuring general scientific
reasoning in primary and secondary school students.11,12

Few assessments target university undergraduates, and
fewer still apply these skills to content specific to the

biological sciences. The Test of Integrated Science Process
Skills (TIPS) by Dillashaw and Okay and the TIPS II test
by Burns et al. were seminal instruments for the mea-
surement of science process skills that were introduced
in the 1980s.13,14 While they were designed for middle
and secondary school students and used questions that
were not discipline-specific, they have been used for
undergraduates in introductory biology courses.15,16

Tobin and Capie published a similar instrument in 1982
that targeted a broader range of students up through col-
lege.17 More recently, a handful of instruments specific
for biology undergraduates have been developed. The
Experimental Design Ability Test (EDAT) and an
expanded version of the test (E-EDAT) use free-response,
biology-related questions with a defined rubric.18,19 The
Biology Experimental Design Concept Inventory
(BEDCI) uses biology-oriented, multiple-choice questions
that do not require content knowledge.20 While the
EDAT and BEDCI assessments test scientific reasoning
skills separate from any discipline-specific content
knowledge, the MBDAT by Rybarczyk et al. measures
these skills as applied to interpreting experiments in
molecular biology.21 The visual literacy for understand-
ing how to read gel images and other types of discipline-
specific data has been described as an important compo-
nent of scientific reasoning in cell and molecular biol-
ogy.22 Likewise, the Neuron assessment by Dasgupta
et al. incorporates representations in free-response essay
questions on designing an experiment.23

Other assessments have focused on specific subsets of
skills required for experimental design and interpreta-
tion. Shi et al. developed an instrument to measure how
well students understand experimental controls, and we
have previously published an assessment for the ability to
use the concepts of correlation, necessity, and sufficiency
in interpreting cell and molecular biology data.24,25 Two
other assessments measure different but related science
process and literacy skill sets; the BioSQuaRE assessment
measures quantitative reasoning ability in a biology con-
text and includes questions on reading common types of
quantitative data representations, such as heat maps,
while the TOSLS assessment focuses on information liter-
acy but overlaps with the others in measuring the ability
to interpret graphs and other data sets.26,27

No one assessment can address the full range of scien-
tific reasoning skills we aim to improve in our undergrad-
uates. Different instruments are required to measure the
understanding of hypothesis formation and experimental
design in introductory biology classes versus the applica-
tion of these skills in advanced classes where the integra-
tion of content knowledge is required. Both are necessary
to ensure that students' progress from novice to expert-
like thinking. The ability to interpret and utilize data in
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scientific reasoning may be particularly important in this
progression. In comparing two versions of an assessment
to measure manipulation of experimental variables in
physics that utilized matched questions that either
included or left out data interpretation, including data
increased the difficulty.28 The authors speculated this
came from the need for students to use higher-order cog-
nitive skills to process the questions that included data.
The upper-level Bloom's taxonomy skills of analysis, syn-
thesis, and evaluation may be required to bridge simply
understanding definitions (e.g., what controls are for), to
using reasoning skills in working with real-life,
discipline-specific data.29 Problems that require the inte-
gration of multiple cognitive components more accu-
rately reflect what experts do in conducting research.

Beyond verifying improvement in scientific reason-
ing, assessment should identify specific difficulties stu-
dents face in learning these skills. By identifying
common reasoning errors, instructors can adjust their
teaching to help students overcome them. Some pub-
lished studies have made progress in this regard. Shi
et al. found that students often do not understand the
role of controls in the interpretation of experimental
results.24 We found that students often incorrectly inter-
pret a correlation as causation in the form of sufficiency
when analyzing discipline-specific data.25

The format of the assessment questions impacts how
much information they can provide about particular rea-
soning actions that pose difficulty. Instruments that use
multiple-choice questions are easier to administer to large
groups of students but do not easily measure higher-order
Bloom's learning.30 Open-ended free-response (essay)
questions provide a deeper understanding of student
thinking and are more likely to identify specific areas of
difficulty, but due to the time required to score the ques-
tions they are generally not feasible for assessing high-
enrollment classes.31 Intermediate-constraint free-response
questions, which limit the length and form in which stu-
dents can answer while still requiring higher-order cogni-
tive actions, offer a reasonable compromise.32,33

We designed a scientific reasoning skills assessment to
measure students' abilities to form hypotheses to explain a
given set of observations and to design and interpret experi-
ments to test a given hypothesis. These are skills we focus
on in our courses, however they are broadly applicable,
and the assessment was created for general biology under-
graduate use. Our intent was to produce an instrument
with questions of increasing difficulty to quantify a range
of skill levels as students' progress to more expert-like
thinking. This is distinct from the goal of a concept inven-
tory, where the purpose is to test whether students have
achieved a defined set of learning outcomes.34 We also
wanted to identify common reasoning errors hindering

students from becoming proficient at these skills. We incor-
porated both multiple-choice and intermediate-constraint
free-response questions into the instrument to better under-
stand students' reasoning while conceiving and designing
experiments. The assessment revealed statistically signifi-
cant improvement in students' scientific reasoning from
the beginning to end of an upper-division biochemistry lab
course. It also demonstrated stronger reasoning skills in the
biochemistry lab students when compared to first-year stu-
dents in an introductory biology lab class. The students'
responses provided insight into aspects of forming hypothe-
ses and designing experiments that were challenging. We
found that students frequently made comparisons to con-
trol conditions not included in an experiment, and imple-
mented a shorter secondary assessment in a separate
cohort to further investigate this reasoning error. We pro-
vide evidence that incomplete conceptions about experi-
mental controls may be widespread and complex.

1 | METHODS

1.1 | Study overview

The primary assessment was designed and validated using
undergraduate classes at a large, high-enrollment research
university in Southern California. It was implemented in
an upper-division biochemistry laboratory course (UD-
Lab) and then a lower-division, introductory biology lab
course (Intro-Lab). Using the data generated by the pri-
mary assessment, we employed a grounded theory
approach to further investigate common reasoning errors
that were detected.35,36 Frequent mistakes that were iden-
tified on the free-response questions were coded and quan-
tified. One common error was targeted for further study to
better determine its prevalence in biology undergraduates
and elucidate the specific cognitive actions involved. A
shorter, secondary assessment that focused on this error
was developed and administered to a broader cohort in a
biochemistry lecture course (Biochem-Lec).

1.2 | Courses

UD-Lab: The upper-division biochemistry lab course is a
techniques-based class that focuses on the purification
and analysis of proteins. The curriculum emphasizes
quantitative and analytical reasoning skills. Students
were given the primary scientific reasoning skills assess-
ment in seven biochemistry lab classes from fall 2017 to
winter 2019, taught by three different instructors
(Table S1). The UD-Lab classes have either 3 or 6 lab sec-
tions that enroll up to 24 students each, and 58%–96% of
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the students in each class completed both the pre and
post-class assessment (mean participation was 81%).
Intro-Lab: The introductory biology lab course is taken
by biology majors in their first-year and teaches founda-
tional laboratory skills and biological concepts. This is a
high-enrollment course, and the assessment was adminis-
tered to a single class of 190 students in fall quarter 2019
with an 85% participation rate. Biochem-Lec: The sec-
ondary assessment was implemented in a high-
enrollment metabolic biochemistry lecture course to cap-
ture a larger number of students more quickly. This was
a single class of 518 students in spring quarter of 2021,
and the participation rate in the secondary assessment
was 56%. This course has no laboratory component, and
this particular class was taught remotely due to the
COVID-19 pandemic. More detailed descriptions of each
course and a partial breakdown of their demographics is
provided in the supplemental information.

1.3 | Development of the primary
assessment

The genesis of this instrument was the authors' observa-
tions of our students' scientific reasoning in the UD-Lab
class. To develop the assessment, we first compiled a list of

broad skills that we wanted our students to master; for
example, design an experiment with the appropriate con-
trols (Table 1). Specific cognitive actions necessary for each
skill were then filled in, with an emphasis on where we
observed frequent mistakes. These skills and their associ-
ated cognitive actions are widely accepted to be central
components of scientific reasoning.1,2,10 We wanted the
instrument to capture a range of improvement in these
skills as students progressed from more-novice to more-
expert like ability and not merely whether they could do
the reasoning tasks we gave them in the class, and we
wanted it to inform us about the difficulties that hindered
this progression. To accomplish this, we estimated the
starting point at which students would begin to build on
existing skills and conceptions upon entering the UD-
Lab.6 Question sets were structured to first assess these
preexisting skills and then increasingly difficult reasoning
tasks that we hoped they would develop in the UD-Lab
and beyond. To determine common reasoning errors, we
used intermediate-constraint free-response questions that
guided the direction and length of the response. Rubrics
were designed for these questions that awarded points
independently for various correct elements in the answers,
which allowed us to measure a range of ability with fewer
questions. Other goals guiding the design of the instru-
ment were that it should: (a) require students to use the

TABLE 1 Design of the primary scientific reasoning skills assessment.

Skill
Question
number

Point
valuea Format

Content
knowledge
needed Predicted cognitive actions tested

Form
hypothesis

1 2 free response None Identify dependent and independent
variables.

2 2 free response None Identify facts relevant to an
observation; identify patterns of
causation.

Interpret
data

3a 1 multiple choice Western blotting Visual reasoning/interpret
representation; understand time
course.

3b 1 multiple choice Western blotting Visual reasoning/interpret
representation; distinguish
experiment showing causation vs.
correlation.

4 2 select amino acids in
given sequence

Protein amino acid
sequence

Visual reasoning/interpret
representation; apply concept of
competition (explained in question)
in biochemical interactions.

Design
experiment

5 4 free response None Minimize variables between
conditions; utilize controls to repeat
preestablished observations; predict
result for conditions based on
hypothesis.

aThe point weighting for each question out of 12 points total for the assessment.

4 COLEMAN ET AL.

 15393429, 0, D
ow

nloaded from
 https://iubm

b.onlinelibrary.w
iley.com

/doi/10.1002/bm
b.21727 by U

niversity O
f C

alifornia, W
iley O

nline L
ibrary on [13/04/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



higher-order cognitive skills needed for scientific reason-
ing in an actual research context; (b) require minimal con-
tent knowledge; (c) be completable in less than 1 h; and
(d) allow for scoring that was rapid enough to make it use-
able in large classes.

An initial version of the assessment was given to a
UD-Lab class, and student responses guided modification
of the questions and rubric. The final version of the
assessment contained five questions that were a combina-
tion of multiple choice and free response (Table 1). Points
were weighted to fix the question sets for hypothesis for-
mation, data interpretation, and experimental design at
4 points each. The full assessment with rubric is provided
in the supplemental information.

Questions 1 and 2 addressed the ability to form testable
hypotheses. The design of these questions came from
observations that the UD-Lab students generally under-
stood a hypothesis proposed potential new knowledge, but
were unclear on what it defined. They would sometimes
state a hypothesis as the experiment they were going to
conduct. Question 1 was adapted from the TIPS tests,13,14

as used by Dirks and Cunningham.15 The original
multiple-choice format was changed to free response, and
this question measured the ability to assign dependent and
independent variables in a hypothesis statement. Question
2 examined how students sort relevant information when
forming a hypothesis to explain an observation. It was
intended to get beyond simply assigning variables and get
at the higher-order cognitive actions (create/synthesize
Bloom's level) scientists perform when processing informa-
tion, particularly in the ability to establish patterns. The
question stems from the vitamin D-folate hypothesis,
which predicts skin pigmentation balances UV-light medi-
ated vitamin D synthesis versus folate breakdown.37 It lists
a series of facts and observations regarding vitamins and
vitamin deficiencies and then prompts students to write a
hypothesis to explain one of the observations. The rubric
assigns points for establishing and connecting relevant
facts in forming the hypothesis.

From our experience in the UD-Lab, most students
could perform the individual reasoning tasks necessary for
interpreting an experiment; for example, reading Western
blot band intensities for the abundance of a protein, or
understanding how an experimental reagent would affect
the protein. However, they frequently had trouble combin-
ing multiple reasoning tasks, and struggled when asked to
combine their knowledge of Western blotting and the
experimental reagent to identify a predicted banding pat-
tern. Therefore, questions 3 and 4 measured students' abil-
ities to interpret data and derive the result of an
experiment where they had to integrate knowledge of the
technique with understanding of the experimental design.
Some degree of preexisting content knowledge was
required for these questions, however interpreting

discipline-specific data representations is an integral part
of scientific reasoning.22,28 It was deemed most students
would have this content knowledge upon entering the
UD-Lab class, and this knowledge would be expected of
all biology undergraduates upon graduation. More con-
strained question formats were used, as it was difficult to
devise free-response questions that could be rapidly scored
without making the questions too leading. Question 4 had
students interpret a published experiment that used com-
petition to investigate integrin-binding.38 The concept of
competition was explained in the question.

To examine how students design experiments to test a
given hypothesis, we used a single question (question 5) that
had multiple, independently-scoreable components. In the
UD-Lab course, students get to design an experiment, and it
is common for them to omit necessary control conditions
and sufficient experimental replicates. They also frequently
struggle with predicting the result of their experimental
design, given their hypothesis is true. In question 5 we tried
to cover as many of these cognitive actions as possible. It
provided background information and a hypothesis about
the egg laying preference of bean beetles,39 and then asked
students to design an experiment to test the hypothesis. It
tested the ability to minimize unwanted variables and estab-
lish control conditions by prompting them to define what
they would add to four experimental dishes, and tested the
ability to address the hypothesis by having them make a pre-
diction about the number of eggs laid in each dish relative
to the other dishes.

1.4 | Implementation of the primary
assessment

For the UD-Lab, the assessment was administered on the
first day of lab (pretest) and during the last week of the
10-week quarter (posttest). For the Intro-Lab, the assess-
ment was given once during the first lab session. On each
occasion, the students were given 45 min to complete the
pencil and paper assessment. Students were incentivized
to participate in the study either by earning extra credit
that was up to 0.4% of the total class points for both the
pretest and posttest, based on how many questions they
answered correctly, or they were told that taking the
assessment would help them prepare for the quizzes and
exams in the class. The study was carried out with insti-
tutional review board approval from the UCSD Human
Research Protections Program (project #171306XX).

The assessments were scored by the lead author
(Intro-Lab and two of the 7 UD-Lab classes; Table S1) or
by one of two research students who scored two and
three of the UD-Lab classes, respectively. The rubric,
short length, and focus of the free-response question
answers facilitated consistent scoring.
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1.5 | Validation of the primary
assessment

Two forms of interviews were conducted with students
after they had completed the assessment. To validate that
the questions were testing the expected cognitive actions,
three students from a winter 2021 UD-Lab that was not
part of the study group participated in in-depth inter-
views. These students were volunteers and their partici-
pation was not incentivized. They completed the
assessment electronically and were then interviewed over
Zoom, during which they were asked to walk the inter-
viewer through their thought process for answering the
questions. Question 3 was omitted from the in-depth
interviews for brevity. For question 2, interviewees were
additionally asked to explain why they included or
excluded each rubric element. The interviews were not
recorded and the interviewer typed notes on student
responses during the interview.

To gain a broader question validation, 16 students
participated in opinion-survey interviews where their
answers were captured on a four-point Likert scale. For
each question (the two sub-questions for question 3 were
surveyed separately), the students were first asked if the
question was clear (very clear to not at all clear) and their
level of confidence in their answer (very confident to not
at all confident). To address the solvability of the ques-
tions, the interviewer then explained the answer and
scoring followed by asking the likelihood that a student
who was very good at that skill would get all the points
for the question. The Likert scale was: very likely (90% or
more of the time), somewhat likely (more than 50% of
the time), not very likely (less than 50% of the time), and
not at all likely (less than 10% of the time). For questions
2 and 5 that had multiple scoring elements defined in the
rubric, the different elements were addressed by separate
survey questions. In Figure 1, responses for the multiple
rubric elements have been averaged to get a single value
for solvability. Six students from the winter quarter 2019
UD-Lab class that was part of the study were interviewed
immediately after taking the post-class assessment. To
indicate how applicable the assessment is for students
outside the UD-Lab course, 10 students from a Biochem-
Lec class (not part of the study) were interviewed in
spring quarter 2020.

1.6 | Development and implementation
of the secondary assessment

A secondary assessment was developed to further investi-
gate a common reasoning error about how experimental
controls are used. This assessment had only two

questions, question 5 from the primary assessment and
one new question. For simplicity, the question number-
ing established on the primary assessment was carried
over to the secondary assessment. Thus, question 6 is the
new question and question 5 is the same as the primary
assessment, although on the version taken by students
these were presented as questions 1 and 2, respectively.
Three different versions of question 5 were used on the
secondary assessment to better understand how the ques-
tion structure affected student answers. Each version was
given to a different group of students. One version was
identical to the primary assessment question 5, a second
version predefined the experimental samples (contents of
the dishes), and a third added another potential control
sample (a third bean of known egg-laying preference).
Question 6 was tailored to determine if the experimental
controls reasoning error also applied to understanding,
what controls are necessary to make a valid interpreta-
tion of experimental data. It used a multiple-choice for-
mat to have students identify the correctly controlled
experiment.

FIGURE 1 Assessment validation interviews. Student

interviews were conducted where the interviewee was guided

through a four-point Likert survey to measure their opinion of the

clarity of each question (very clear = 4 to not at all clear = 1; blue

bars), their confidence in their answer (very confident = 4 to not at

all confident = 1; orange bars), and how likely it would be for a

student who was very good at that reasoning skill to get full points

for that question (Very likely [90% or more of the time] = 4 to Not at

all likely [less than 10% of the time] = 1; gray bars). Bars represent

the averaged responses from 16 interviews. For assessment

questions scored for multiple rubric elements, the students were

asked about each rubric element independently (two for question

2 and four for question 5). For these questions, the question

solvability bar represents student responses averaged across the

multiple rubric elements.
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The 2-question secondary assessment was implemen-
ted in a spring 2021 Biochem-Lec class. It was adminis-
tered asynchronously using Qualtrics, and students were
given a 10-day window to take it with no time limit to
complete the questions once they began the assessment.
The three different versions were given to different dis-
cussion sections in the class by providing alternate links.
This assessment was also incentivized by offering up to
0.4% of the class total points in extra credit.

1.7 | Data management and statistical
analysis

To determine how the assessment would measure increas-
ing differences in scientific reasoning skill level, pairwise
tests were performed between UD-Lab pretest, UD-Lab post-
test, and Intro-Lab scores. For the UD-Lab, only matched
pre- and posttest assessments were included for paired anal-
ysis, while unpaired tests were performed between the
Intro-Lab and the UD-Lab pretest, and between the Intro-
Lab and the UD-Lab posttest. Due to non-normal distribu-
tions as determined by Shapiro–Wilk tests, assessments were
analyzed by total and by individual question scores via two-
tailed Wilcoxon signed-rank tests with Holm's correction.
Effect sizes were calculated as Cohen's d.

Unscoreable and blank assessment responses were
treated as a score of 0. To determine how unscoreable
and blank responses to the highly weighted question
5-affected analysis, paired Wilcoxon tests of total pre- ver-
sus posttest scores were repeated with unscoreable and
blank question 5 responses dropped. The total for those
students were scored out of 8, and then renormalized to
12 to remove any penalty for question 5. All Shapiro–
Wilk, Wilcoxon, and effect size calculations were per-
formed in R version 4.1.2.

To examine score similarities for questions from
paired pre and posttests (UD-Lab only), version 1.2.1 of
the heatmaply package in R was used to hierarchically
cluster pre and posttest questions together by score to
produce a combined heatmap and dendrogram.

To quantify the frequency of specific reasoning errors,
a subset of the assessments from the UD-Lab were reeval-
uated, along with all the assessments from Intro-Lab. For
question 2, the frequencies were determined from
86 matched pre and posttest assessments from the spring
2019 UD-Lab class. For question 5, the frequencies were
determined from 367 matched pre and posttest assess-
ments from the UD-Lab, excluding winter 2018 and fall
2018. To test for association between committing the
absent control error on Q5 and answering Q6 incorrectly,
we ran chi-square tests in R. A nominal threshold of p-
value < 0.05 was set for significance on all tests.

2 | RESULTS

We ran the primary scientific reasoning skills assessment
in seven different classes of the UD-Lab course, taught by
three instructors, from fall 2017 to spring 2019 (Table 2
and Table S1). Taking all 7 classes in aggregate, 470 stu-
dents completed the assessment out of 591 enrolled. The
pretest average was 51.4% and the posttest average was
55.1% with an effect size of 0.24 (adjusted p < 0.001). In
scoring the assessments, we noticed that a small but con-
sistent number of students in each class did not follow
the directions for question 5 and answered in a way that
could not be scored with the rubric (for example, placing
more than one type of bean in each dish). A smaller
number of students completed the other assessment
questions but provided no answer for question
5. Together, these occurred on 7% of the pretests and 5%
of the posttests. In either instance the question was
scored as zero out of 4 points. Due to the large weighting
of question 5 relative to the other questions, we wanted
to ensure these assessments were not disproportionately
affecting the results. For assessments where question
5 was either not scoreable or unanswered, question 5 was
dropped and that assessment was given a score out of
8 points, which was then normalized to 12 points. This
gave pretest and posttest averages of 52.7% and 56.2%,
respectively, with an effect size of 0.24 (adjusted
p < 0.001). As this did not affect the interpretation of the
data, further analysis was done with unscoreable ques-
tion 5 answers marked as zero.

Separating the assessment by score quartile showed a
trend toward improvement from pretest to posttest
(Figure 2a). On the pretest, 58% of the students scored in
the top two quartiles and this improved to 68% of the stu-
dents on the posttest. Pretest to posttest comparison for
individual students showed that not all students
improved (Figure 2b); 12% of the students showed no
change, 53% improved, and 36% did worse. However,
16% of the students improved their posttest score by 20%
or more, while only 6% of students had posttest scores
that decreased by this amount, suggesting that the
change in aggregate averages reflects a real improvement.
This change was driven primarily by improvement on
questions 4 and 5 (Table 2 and Figure 3). Individual stu-
dent scores for each question were analyzed to determine
if they followed an overall pretest to posttest pattern. The
score similarities for each question, pretest and posttest,
were quantified for each student and clustered hierarchi-
cally by score. The analysis showed that the pretest and
posttest scores for each question clustered together, as
expected. Question 1 had the highest average and showed
the greatest similarity in students' pre and posttest scores,
while question 4, for which the average increased the
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most, showed the least similarity. The clustering pattern
for individual scores generally followed the same pattern
as the average scores, suggesting the pretest to posttest
differences for questions 4 and 5 represent actual changes
in student performance.

Since the small pretest to posttest improvement might
be expected over the course of a single class, we wanted to
validate that the assessment could capture broader differ-
ences in skill levels. A single round of the assessment was
given to the students in a freshman-level introductory biol-
ogy lab class (Intro-Lab) in fall 2019 (Table 2). Out of
190 students enrolled, 162 completed the assessment. The
average score for this cohort was 44.5%. Comparing the
assessment performance of the Intro-Lab students to the
UD-Lab students showed significant differences in the
average for both the UD-Lab pretest (adjusted p < 0.001),
with an effect size of 0.51, and the UD-Lab posttest
(adjusted p < 0.001), with an effect size of 0.77. Blank or
unscoreable question 5 answers occurred on 6% of the
Intro-Lab assessments, and eliminating these gave similar,
significant differences with the UD-Lab pretest and post-
test (adjusted p < 0.001). The distribution of assessment
scores showed fewer students in the top two quartiles rela-
tive to the UD-Lab and more students in the bottom two
quartiles (Figure 2a). The Intro-Lab students did not per-
form as well as the UD-Lab students on four of the five
individual assessment questions (Table 2).

An examination of each assessment question inde-
pendently provided a better picture of how the questions

were functioning and how well students were learning
particular skills. Questions 1 and 2 addressed the ability
to form a testable hypothesis to explain a given observa-
tion. While question 1 tested basic understanding of
dependent and independent variables, question 2 tested
higher-order cognitive skills needed to parse complex
sets of information and synthesize a model that explains
an observation. Most students across all three rounds of
the assessment in both classes gave a fully correct
answer and received all the points for question
1 (Table 2). However, for question 2 most students
received zero or a fraction of the possible points. Points
were received for at least one rubric element by 40% of
the students in the Intro-Lab, and by 48% on the UD-
Lab pretest and 46% on the UD-Lab posttest. Question
2 performance did not change significantly from pretest
to posttest in the UD-Lab, but did show a significant dif-
ference between the Intro-Lab cohort and both the pre-
test (adjusted p < 0.01) and the posttest (adjusted
p < 0.05) for the UD-Lab.

In-depth validation interviews with three students
suggested they were engaging in the expected cognitive
actions for both questions 1 and 2. For question 2, all
three students appeared to weigh the different facts pre-
sented in the question and tried to make connections
between them. They differed, however, in how they inter-
preted the facts and their confidence in their answer.
Two students whose answers were scored as zero out of
2 points indicated they had low confidence in their

TABLE 2 Assessment of scientific reasoning skills in undergraduate biology students.

Upper-div. biochemistry
lab course (UD-Lab)

Freshman intro-biology
lab course (Intro-Lab)

Statistical significance

470 students

162 studentsQuestion Pretest Posttest

1 94.7% 96.8% 97.7% NS

2 21.3% 22.2% 13.6% UDPre-Intro**;
UDPost-Intro*

3a 93.6% 93.8% 85.2% UDPre-Intro***;
UDPost-Intro***

3b 44.0% 44.5% 31.5% UDPre-Intro**;
UDPost-Intro**

4 42.6% 51.9% 19.8% UDPre-UDPost***; UDPre-Intro***; UDPost-Intro***

5 40.6% 45.4% 38.8% UDPre-UDPost***;
UDPost-Intro***

Total 51.4% 55.1% 44.5% UDPre-UDPost***; UDPre-Intro***; UDPost-Intro***

Note: The aggregate assessment results are shown for seven biochemistry lab classes (UD-Lab) from fall 2017 to spring 2019, and for a single freshman

introductory biology lab (Intro-Lab) in fall 2019. For each round of the assessment, the average score is given as the percentage of the points possible for that
question or for the assessment total. Statistical significance was determined by two-tailed Wilcoxon signed-rank tests with Holm's correction for non-normal
distribution of the data. Significance of pairwise comparisons of the UD-Lab pretest (UDPre), the UD-Lab posttest (UDPost), or the Intro-Lab (Intro) are
indicated as * adjusted p < 0.05, ** adjusted p < 0.01, *** adjusted p < 0.001, or not significant (NS) if none of the comparisons were significant.
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answer, and the third student who received 2 out of
2 points indicated they were confident in their answer.

Opinion-survey validation interviews were conducted
with an additional 16 students (Figure 1). Students found
question 2 somewhat to very clear, in what it was asking
(3.3 average response). The rubric for question 2 defines
multiple elements that would come together to form the
best hypothesis, and the interview survey combines them
into two sets of relevant information (greater sunlight
UV absorption and UV light breaks down folate) that are
addressed in separate survey items. When the answer
and scoring rubric were explained, students found it rela-
tively likely that a student who was good at this skill
would include greater UV absorption (3.1 average

response) but less likely that UV breaks down folate
would be included (2.4 average response), giving a com-
bined average of 2.8. To further investigate the validity of
question 2, we looked at how many students gave the full
correct answer and received the maximum score. Three
students (1.9% of 162) in the Intro-Lab, 28 students on
the UD-Lab pretest (6.0% of 470), and 28 students on the
UD-Lab posttest (6.0% of 470) received the maximum
score. If question 2 was working as expected, we pre-
dicted there would be a positive association between the
total score on the assessment and the question 2 score.
The posttest assessments from the UD-Lab classes
showed a Pearson's r value of 0.38 for this comparison,
indicating a moderate positive correlation between per-
formance on question 2 and the assessment as a whole.

Question 2 provides the observation “Public health
officials have observed that light-skinned individuals liv-
ing in the tropics have a greater risk for neural tube
defects during pregnancy,” and then prompts students to
explain this relationship. Rather than proposing a
hypothesis to explain the observation, some students
answered by simply restating the observation (Table 3).
The first-year students in Intro-Lab committed this error
38.3% (n = 162) of the time, and it occurred at lower fre-
quencies with senior-level students (n = 86) on the UD-

FIGURE 2 Analysis of the primary assessment score

distributions. (a). The assessment total scores are shown by quartile

for the Intro-Lab (162 students) and the UD-Lab (470 students)

pretest and posttest. Bars indicate the number of assessment total

scores that fall into each quartile, as a fraction of the total number

of assessments for each group. (b). The pretest to posttest

differences in the total assessment scores for individual students in

the UD-Lab are shown as a histogram. Bars indicate the number of

students with each change, with no change shown in gray, a

positive change shown in blue, and a negative change shown in

orange.

FIGURE 3 Comparison of individual student scores by

question. Individual student scores (vertical axis) were sorted for

each question (horizontal axis) and clustered by score similarity

and presented as a heat map. Similarities are clustered

hierarchically, with greater similarity on the left and lower

similarity on the right. The color key indicates the score for each

question as a fraction of the points possible. The two sub-questions

for question 3 were analyzed as a single question. The dendrogram

above the question columns indicates the clustering pattern, with

greater branch height indicating greater score dissimilarity.
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Lab pretest (29.1%) and UD-Lab posttest (23.3%). One of
the three students who participated in an in-depth valida-
tion interview gave this incorrect answer for question
2, writing “A lighter skin color is associated with an
increased risk for neural tube defects.” When asked how
confident they were in their answer, the student indi-
cated they were not confident because they did not
understand the relationship between vitamin B (folate)
and skin coloration. The prevalence of this incorrect
answer could indicate a common incomplete conception
about how a hypothesis should form the basis for an
experiment or study to provide new information rather
than a formal restatement of what is known.

Questions 3 and 4 examined students' abilities to
interpret data representations and determine the result of
an experiment (Table 2). Question 3a gave Western blot
results for a time-course experiment and asked the order
in which expression of two proteins is turned on. All
three rounds of the assessment showed relatively high
performance for this question. There was no difference
between the pretest and posttest for the UD-Lab (93.6%
and 93.8%, respectively). The Intro-Lab was 85.2%, and
this was significantly different from both the UD-Lab pre-
test (adjusted p < 0.001) and posttest (adjusted
p < 0.001). Question 3b had students interpret another
Western blot for an experiment designed to determine if
an intermediate factor causes a biological effect, and tests
their understanding of causation versus correlation. This
question proved more challenging, with averages of
44.0% and 44.5% for the pretest and posttest in the UD-
Lab, respectively, and 31.5% in the Intro-Lab (adjusted
p < 0.01 for Intro-Lab vs. both UD-Lab pretest and post-
test). Question 4 had students interpret a competition
experiment to determine the amino acid sequence that
forms a protein binding site. The concept of competition
disrupting biochemical binding interactions is explained
in the question. Answering the question requires inter-
preting an x, y-plot showing the effect of increasing com-
petitor concentration and requires some content
knowledge of protein amino acid sequences. This ques-
tion showed the largest changes in performance across

the different rounds of the assessment. The average on
the UD-Lab pretest was 42.6% and improved to 51.9% on
the posttest (adjusted p < 0.001). The Intro-Lab average
was only 19.8% and this was significantly less than both
the UD-Lab pretest and posttest (adjusted p < 0.001 for
both comparisons). Student responses in the in-depth val-
idation interviews suggested question 4 was working as
expected. In the survey interviews, students found the
clarity and solvability of questions 3a and 3b to be rela-
tively high, with average Likert responses greater than
3.5 for both (Figure 1). They rated question 4 lower on
these items, with an average response of 3.3 for both clar-
ity and solvability.

Question 5 measured reasoning skills for designing
experiments to test a given hypothesis. It provides a brief
background and hypothesis, and directs students to define
four experimental conditions and to make a prediction
about each condition given that the hypothesis is true. It is
scored for multiple rubric elements and allows for a
broader point distribution (out of 4 points) than the other
questions. The UD-Lab pretest average was 40.6% which
significantly increased to a posttest average of 45.4%,
(adjusted p < 0.001). Examining pretest to posttest changes
in individual scores showed that 39% of the students
improved their score, 36% showed no change, and 26% did
worse (Figure S1 panel B). The Intro-Lab average was
38.8%, which was not significantly different from the UD-
Lab pretest, but was significantly different from the posttest
(adjusted p < 0.001). When unscoreable or blank answers
were omitted from the analysis, this gave averages of
44.0%, 47.9%, and 41.1% for the UD-Lab pretest and post-
test and the Intro-Lab, respectively, and it did not affect the
statistical significance of the changes between rounds of
the assessment. The overall performance on the question
showed a trend toward improvement across all three
rounds of the assessment (Figure S1 panel A). Although
the average scores were not significantly different, the per-
centage of students scoring in the highest quartile was 5.6%
for the Intro-Lab and 10.2% for the UD-Lab pretest.

In the in-depth validation interviews for question
5, the students thought mostly about which beans to

TABLE 3 Frequencies of identified reasoning errors.

Question Reasoning error identified

Upper-div. biochemistry
lab course

Freshman intro-biology
lab course (sample size)Pretest Posttest

2a Hypothesis as restatement of the observation 29.1% (n = 86) 23.3% (n = 86) 38.3% (n = 162)

5b Making comparisons between samples and absent
controls

19.3%
(n = 367)

13.9%
(n = 367)

22.8% (n = 162)

Note: The error frequency and sample size (n) are given for each round of the assessment.
aFrequencies were determined from the spring 2019 UD-Lab class and from the fall 2019 Intro-Lab class.
bFrequencies were determined from 5 UD-Lab classes and from the fall 2019 Intro-Lab class.
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select for their experimental conditions and what they
could predict from these conditions. When asked if there
were any aspects of the question they might not have
accounted for in their answer, one of the three students
was not confident about which variables could be chan-
ged in the experimental conditions. In the survey inter-
views, the average Likert responses were greater than 3.5
for both question clarity and the composite ranking of
question solvability (Figure 1). The response differed,
however, for one of the four rubric elements making up
the composite question solvability ranking. The rubric
element for quantifying sample contents, included to
assess the ability to minimize unwanted variables,
received an average Likert response of 3.0. This survey
response indicated they thought it was only somewhat
likely that a student who was very good at designing
experiments would quantify the sample contents in their
answer. The other three rubric elements for solvability
were all ranked 3.5 or higher. This tracked with poor per-
formance on the quantifying sample contents rubric item
in the assessment. The question 5 prompt to define the
experimental conditions states: “List exactly what you
would place into each of the four dishes in the spaces
provided below, as if you were really going to perform
the experiment.” Most students did not quantify the con-
tents of the experimental dishes. The rubric allocated
1 point (out of 4 total) for this element. It is not clear, if
this common omission represented a lack of understand-
ing about minimizing unwanted variables, or if it simply
did not occur to students to do this in the context of
answering the question. In the survey-interviews, one
student commented that they thought quantity was
implied.

Another common mistake in students' answers for
question 5 more clearly indicated an error in reasoning.
The question provides information that allows students
to select control conditions when they define their experi-
mental samples (bean varieties with known high and low
egg-laying preference for bean beetles). When indicating
their prediction for the result for each sample, students
would frequently make comparisons between the sample
and a control sample that they did not include. For exam-
ple, one student chose lima, pinto, navy beans, and lentils
for their four samples, but then made a prediction for
each about the number of eggs laid relative to kidney and
mung beans, which were described in the question as
having high and low egg-laying preference. Students
making this error appeared to assume that, although high
and low egg-laying preference was the only information
given, this information provided a fixed point of reference
to which any future sample could be compared without
including the controls in the experiment. This error was
quantified on assessments from 5 of the 7 UD-Lab classes

and for the Intro-Lab class (Table 3). The error occurred
on 22.8% of the assessments in the Intro-Lab (n = 162),
19.3% of the UD-Lab pretests (n = 367), and 13.9% of the
UD-Lab posttests (n = 367).

To further investigate the prevalence of this error and
to better understand student thinking about how controls
are used, we developed a secondary assessment instru-
ment containing only two questions. This instrument
included question 5 from the primary assessment and
one new question (question 6). Two modified versions of
question 5 were created, and these plus the original ver-
sion were given to different groups of students.

Question 5 placed constraints on the number of
experimental samples that could be run. We hypothe-
sized that the frequency at which students made errone-
ous comparisons to absent controls would increase if the
constraints on sample selection were further increased.
Two versions of the question were given to students in a
Biochem-Lec class in spring 2021; on one version the
samples were preselected and did not include the beans
with known egg-laying preference (high constraint) and
the other version was the original question where the stu-
dents selected the samples (moderate constraint). 96 stu-
dents who received the high-constraint version made
comparisons to absent controls at a frequency of 27%,
and 79 students who received the original, moderate-
constraint version made comparisons to absent controls
at a frequency of 14% (Table S2). Additionally, 98 students
received a third version that added another potential con-
trol that could be selected for the experimental samples
(another bean of known egg-laying preference). This
group made comparisons to absent controls at a fre-
quency of 15%.

Secondary assessment question 6 tested the ability to
distinguish a correctly controlled experiment from an
incorrectly controlled experiment. With the premise of
testing if an inhibitor would block cell growth stimula-
tion by epidermal growth factor (EGF), each of the four
multiple choice answers showed the results of an experi-
ment where four conditions were run. The correct
answer (b) included a control where nothing was added
to the cells, establishing that growth stimulation occurred
when EGF was added, but showed no inhibition of this
growth stimulation with the inhibitor. An incorrect
answer was devised to test if students would erroneously
assume that preestablished information created a fixed
point of reference for measuring growth stimulation. This
answer (d) lacked a control where nothing was added
and therefore did not establish the EGF was stimulating
growth, but then showed less growth when the inhibitor
was added with EGF. The two other incorrect answers
both included a control where nothing was added, but
lacked a condition where EGF and the inhibitor were

COLEMAN ET AL. 11
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added together. Out of all 291 students who took the sec-
ondary assessment, 47.4% selected incorrect answer d
that lacked the necessary control, and 40.2% selected the
correct answer b (Figure 4). However, there was no asso-
ciation between answering question 6 incorrectly and
making comparisons to absent controls on question 5, as
determined by chi-square test. Thus, incomplete concep-
tions about experimental controls appeared to be wide-
spread, but may involve different aspects of reasoning for
designing and interpreting correctly controlled
experiments.

3 | DISCUSSION

Learning the process of science is an essential part of any
college education. In the biological sciences, forming test-
able hypotheses, designing experiments, and interpreting
data should be integrated into the curriculum so that stu-
dents are continually refining these scientific reasoning
skills. The ability to think scientifically is not only neces-
sary for obtaining a graduate degree or research-related
career, it makes learning biology more fun and engaging
by immersing students in the process of scientific

discovery. An approach to teaching science that fosters
the development of scientific reasoning along with learn-
ing content knowledge could improve student satisfac-
tion, retention, and pursuit of STEM careers.1,15,40 Thus,
it is critical to effectively assess how students develop
these skills in college.

Our assessment showed strengths and weaknesses in
scientific reasoning for biology majors at our institution.
Both freshman and senior-level students performed well
at identifying dependent and independent variables for a
testable hypothesis on question 1 (Table 2). Question
2 required higher-order Bloom's taxonomy skills and
proved more challenging. To achieve the maximum score
requires the evaluation Bloom's level to sort relevant
from nonrelevant information and the synthesis Bloom's
level to formulate a complete hypothesis.29 Freshman
students had more difficulty with this question but the
senior-level students did not improve from pretest to
posttest (Table 2). Question 2 was scored over a range of
points based on the number of rubric items contained in
the answer, and it was anticipated that it would challenge
students' reasoning skills to get all the rubric items. Thus,
the lower average scores on this question were not sur-
prising, and the interpretation of the average score from
one round of the assessment was only meaningful rela-
tive to another. Question 2 was more complex and bore
greater scrutiny in the validation. In opinion-survey
interviews, students rated the easier rubric items as at
least somewhat likely to be included by a student who
excelled at forming hypotheses, but rated the more diffi-
cult rubric items between somewhat likely and not very
likely to be included. It is difficult to say how much the
interviewees' familiarity and skill level with this type of
reasoning weighed on their opinion. The in-depth valida-
tion interviews along with the other evidence of the ques-
tion's functionality suggests that, as a whole, it had some
value for determining more advanced student skills for
hypothesis formation. One advantage to the free-response
format is that the relative weighting of the rubric ele-
ments can easily be adjusted for future use.

The data interpretation questions (3a, 3b, and 4) var-
ied in difficulty, and the average student scores across
these questions reflected this. Most students did well
interpreting the result of a time-course experiment from
a Western blot, but determining the result of an experi-
ment designed to show causation was more challenging
(questions 3a and 3b). Likewise, using the concept of
competition to interpret a graph on question 4 proved dif-
ficult, particularly for first-year students. To answer these
data interpretation questions, students must carry out
multiple cognitive actions that may include reading the
graph or data representation, deciphering the experimen-
tal design to understand the variables and controls, and

FIGURE 4 Students make frequent invalid interpretations

from uncontrolled experiments. Three hundred and nineteen

students in a single upper-division biochemistry lecture class

(Biochem-Lec) were given a new assessment question that targeted

their ability to identify a correctly controlled experiment. Answer B

is the correct answer; the experiment has the necessary controls

and shows no effect (indicates the null hypothesis for the

experiment is true). Answer D is an incorrect answer; the

experiment is missing a control needed to make a valid

interpretation and shows an effect (indicates the hypothesis for the

experiment is true). Bars represent the number of students giving

each answer.
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applying background information to interpret the result.
Difficulty with one or more of the cognitive actions may
affect student performance. This distinguishes these three
questions from the other assessment questions, which
require fewer distinct actions to answer successfully.

It is worth considering how the cognitive actions for
interpreting the data representation, deciphering the
experimental design, and applying background informa-
tion affected students' abilities to answer the data inter-
pretation questions. All three questions require students
to read a data representation; the Western blot band pat-
terns for questions 3a and 3b and an x, y-plot for question
4. Being fluent at reading data representations is essential
for working in the biological sciences, but it is often
taken for granted that students are proficient at this.22 In
the absence of instruction for interpreting various types
of representations, undergraduates may struggle with
correctly determining what they depict.41,42 Thus, this is
an integral part of measuring students' abilities to inter-
pret experiments. For the experimental design, the com-
plexity increases sequentially in questions 3a, 3b, and
4, and this factor could explain much of the difference in
performance between different rounds of the assessment.
The UD-Lab course has a Western blot experiment,
although with a different design than the experiments in
questions 3a and 3b. Western blot experience could help
with these questions, but there was no significant differ-
ence between the pretest and posttest averages for these
questions in the UD-Lab. The data interpretation ques-
tions also required some level of preexisting content
knowledge (Table 1), here considered as distinct from
knowledge of the experimental design. While we tried to
minimize the amount of content knowledge needed, it
cannot be excluded as a factor affecting question perfor-
mance. This is particularly important when considering
the difference in question scores between the UD-Lab
seniors and the Intro-Lab freshmen.

The integration of these three cognitive actions is
needed for all the data interpretation questions but is
probably more important for question 4, which had the
highest level of complexity. Graphs and figures that con-
vey information about the external environment are
external representations, whereas internal representa-
tions, or constructs of the mind, are cognitive actions car-
ried out in relation to these external representations.
Zhang and Norman described the integration of external
and internal representations to form distributed represen-
tations that allow the performance of abstract tasks.43

Distributed representations are mental models that result
from the integration of different types of information, in
this case reading a graph and applying background
knowledge to interpret it. Schonborn and Anderson have
further explained this for understanding external

representations in biochemistry.44 They defined under-
standing the mode in which the information is repre-
sented and the relevant discipline-specific concepts as
coming together with reasoning ability to form mental
models for what biochemical representations depict. Pro-
ficiency at forming these mental models may be an
important difference between novice and expert-level rea-
soning ability.22 Some of the other assessment questions
of higher complexity may also require the integration of
multiple cognitive actions to form mental models. Ques-
tion 2 requires the synthesis of a hypothesis from a set of
disparate facts. While this question does not require con-
tent knowledge or reading a representation, it may elicit
the use of multiple cognitive actions to sort relevant from
nonrelevant information and make meaningful intercon-
nections. Although we cannot precisely define these cog-
nitive actions, their integration in the form of a mental
model may be necessary for a successful approach to the
question.

Question 5 of the primary assessment measured stu-
dents' skill at designing an experiment to test a given
hypothesis. The rubric designated points for positive attri-
butes of the experimental design, such as minimizing
unwanted variables and selecting appropriate controls,
and for making appropriate predictions about the experi-
mental conditions. On average, students performed at a
moderate level on this question and there was a trend
toward improvement from freshman students in the
Intro-Lab to the senior students in the UD-Lab, and from
pretest to posttest in the UD-Lab. This suggests students
are gaining a better understanding of what it means to
design an experiment as they progress through their time
at the university. As they are exposed to research experi-
mentation in different classes and practice designing
experiments, their conceptions of what goes into design-
ing an experiment may become more sophisticated. How-
ever, most students failed to define experimental
conditions in a quantitative fashion. From the validation
interviews, it is not clear, if this omission represents a
common error in minimizing unwanted variables or if
the question did not successfully prompt students to uti-
lize their understanding. It has been reported that college
introductory biology students do not have good under-
standing of the importance of sample size and repeating
experiments,19 so quantifying experimental conditions
could be a difficulty of a similar vein. Further investiga-
tion of this is needed.

Improvement was seen primarily for the more chal-
lenging assessment questions that had lower average
scores. These scores improved from the Intro-Lab to the
UD-Lab, from pretest to posttest in the UD-Lab, or both.
This suggests that these challenging questions measure
skills that students are learning at the university, whereas
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questions where the freshman group performed well may
represent skills learned in their secondary education. The
score distribution for the assessment totals suggested that
the questions provided a level of difficulty that captured a
range of scientific reasoning skill levels. With the UD-
Lab pretest median score at 50%, the assessment was
suited to detect modest changes in reasoning ability.
Thus, the assessment appears to be a useful instrument
for measuring improvement in scientific reasoning.

Assessment can also flag common errors and incom-
plete conceptions that can be addressed to help students
better learn scientific reasoning. Woolley et al. identified
faulty reasoning patterns in undergraduate students for
several defined scientific reasoning tasks such as design-
ing experiments and building and interpreting graphs,
although the prevalence of these reasoning errors in
undergraduate populations was not reported.45 We iden-
tified two potential widespread reasoning errors. The first
occurred with high frequency on question 2, where stu-
dents gave a hypothesis that was a restatement of the
observation it was supposed to explain (Table 3). A sur-
prising 38.3% of Intro-Lab freshmen answered incorrectly
in this way. It is important to consider the cognitive
source of this error, and whether this represents a com-
mon incomplete conception regarding what a hypothesis
is. One possibility is that students misinterpreted what
the question was asking them to do. Answering question
1 required simply restating information given in the
question in an appropriate way, and considering the
amount of information contained in question 2, it is pos-
sible students thought they needed to answer by extract-
ing the correct phrase. However, the validation
interviews indicated that students generally understood
the question. One student who participated in an in-
depth interview answered by restating the hypothesis but
appeared to understand the question in the way it was
intended. A limitation to the validation of question 2 is
that in-depth interviews were conducted with only three
students. Assuming the question is working correctly, it
is possible this error represents a student's belief that a
hypothesis can be a formal statement of something that
is already known rather than a question about something
that is not known. With this alternate conception, a stu-
dent might propose a hypothesis as a restatement of an
observation that had already been established, and not a
testable statement that forms the basis for finding new
information. A contributing factor to this error may have
been the large amount of information that students had
to sort in answering question 2. Cognitive overload could
have increased the likelihood that a student would give
the simplest answer possible, even if incorrect. The ability
to sort relevant from nonrelevant information, though, is
part of the reasoning experts carry out in conducting

scientific investigation. This reasoning error was less fre-
quent in the senior-level UD-Lab students than the fresh-
man students, and less frequent on the UD-Lab posttest
than the pretest.

The second widespread reasoning error occurred on
question 5. Students frequently made comparisons
between the samples they chose to run in the experiment
and control samples that they did not include. The high-
est frequency of this error occurred in the freshman
Intro-Lab (22.8%), and the frequency decreased with the
senior-level UD-Lab students, and from pretest to posttest
in the UD-Lab. Even on the UD-Lab posttest, this error
occurred on 13.9% of the assessments. This suggests that
students did not understand that control conditions need
to be run in the experiment to validate that it is working
as expected. Shi et al. reported a similar lack of under-
standing of controls, finding that undergraduates fre-
quently indicated positive and negative control
conditions were unnecessary for an experiment.24

The frequent comparisons to absent controls on the
primary assessment struck the authors as similar to mis-
takes commonly observed with the UD-Lab students.
When selecting sample conditions for a Western blot
experiment to test how different reagents might affect
growth factor signaling, students would sometimes leave
out a “no additions” control, which is necessary to estab-
lish that the growth factor was stimulating the cells as
expected. These errors may stem from an incomplete con-
ception that previously determined experimental infor-
mation creates a fixed point of reference to which future
experiments can be compared, without repeating those
conditions. Wooley et al. found that reliance on prior
knowledge was a faulty strategy that pervaded many
types of scientific reasoning.45 In this case, the prior
knowledge that a growth factor stimulates cells or that
bean beetles have shown an egg-laying preference for
one bean over another would prevent students from
repeating these conditions as internal controls for an
experiment. This creates the faulty assumption that the
experiment must work correctly.

The secondary assessment further probed students'
understanding of how controls are used in designing and
interpreting experiments, and included a new question
that posed a problem similar to what students struggled
with in the UD-Lab (question 6). When asked to identify
the experiment that provided the best evidence for how a
potential inhibitor affected growth factor stimulation,
47% of students (n = 291) selected an experiment that
was missing the critical “no additions” control (Figure 4),
similar to the mistake observed in the UD-Lab. Question
6 asked students to demonstrate an understanding of
controls in interpreting experimental data, while ques-
tion 5 required them to use this understanding in
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designing an experiment. We had assumed that these
were essentially the same cognitive action, and that mak-
ing comparisons to absent controls on question 5 was the
same reasoning error as selecting the uncontrolled exper-
iment in question 6. However, there was no association
between these errors on the secondary assessment. Stu-
dents who identified the correctly controlled experiment
on question 6 were as likely to make comparisons to
absent controls on question 5 as students who answered
question 6 incorrectly. Thus, the reasoning and specific
cognitive actions for the use of controls may be complex
and multifaceted. In any case, these errors may pose a
roadblock for students learning scientific reasoning.
Including instruction on experimental controls has been
shown to improve student understanding of their use.24

The ability to think critically is the most important
attribute of a college education. As educators, it is incum-
bent on us to ensure our undergraduates are achieving
this goal. Instruction of scientific reasoning should be
implemented throughout a biological sciences undergrad-
uate curriculum. Students best learn when these skills
are tailored to specific subject matter, so their instruction
should be threaded into the content of all biology
courses. Assessing scientific reasoning is an inseparable
component of teaching it. The greater the number of
assessments available to instructors, and the more varied
they are in discipline-specific content, the easier it will be
to achieve these learning outcomes. By adopting a curric-
ular strategy that cycles instruction followed by assess-
ment to inform further instruction, we will best be able
to foster these skills in our students.
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