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Abstract

The SWAP gate is a ubiquitous tool for moving information on quan-
tum hardware, yet it can be considered a classical operation because
it does not entangle product states. Genuinely quantum operations
could outperform SWAP for the task of permuting qubits within an
architecture, which we call routing. We consider quantum routing in
two models: (i) allowing arbitrary two-qubit unitaries, or (ii) allowing
Hamiltonians with norm-bounded interactions. We lower bound the
circuit depth or time of quantum routing in terms of spectral properties
of graphs representing the architecture interaction constraints, and give
a generalized upper bound for all simple connected n-vertex graphs. In
particular, we give conditions for a superpolynomial classical-quantum
routing separation, which exclude graphs with a small spectral gap and
graphs of bounded degree. Finally, we provide examples of a quadratic
separation between gate-based and Hamiltonian routing models with a
constant number of local ancillas per qubit and of an Q(n) speedup if
we also allow fast local interactions.
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1 Introduction

Scalable quantum architectures are expected to have geometrically constrained
interactions [KMWO02; Mur+20; MK13; Mon+14; Bre+16; Jon+12]. Unlike
conversions between gate sets, which introduce only a logarithmic overhead
due to the Solovay-Kitaev theorem [Kit97|, architecture connectivity can
introduce a polynomial overhead from the cost of simulating nonlocal inter-
actions. For example, a unitary implementation of a CNOT gate on the ends
of an n-qubit 1D chain requires time (n) by a signaling argument. This
raises a natural question: how do we implement general nonlocal operations
in minimal depth under architectural constraints?

A natural approach to implementing nonlocal gates is to first permute
qubits within the architecture. We call the task of implementing an arbitrary
given permutation of qubits via operations on neighboring qubits routing.
Routing generalizes well-studied tasks such as state transfer [Bos03; Bos07;
Chr+03; CDRO0O7; DPKO08; Ban+11; Yao+11] and state reversal (or mirror-
ing) [Alb+04; Shi+05; KS05; Rau05; FT06]. By exploring limits on routing,
we also explore limits on information transfer and entanglement generation.
In particular, the entanglement across a bipartition can be increased by
routing, e.g., by starting with a maximally entangled qubit pair in the left
partition and sending one qubit across the bipartition. Therefore, bounds on
routing relate to bounds on entanglement capacity [Diir+01; Chi+03; CLV04,;
Ben+03] and have further relations to Lieb-Robinson bounds [LR72].

A common implementation of routing uses SWAP gates to implement
permutations [SWD11; LWD15; ZW19; CSU19|. We call this approach
classical routing since a separable state acted on by SWAP gates cannot become
entangled. In routing, we represent architecture connectivity by a simple
connected graph, G. Classical routing algorithms have been developed using
a variety of techniques, including shortest path algorithms [Met06; SWD11;
LSJ15; Wil+16; Mur+19; Abr+19], sorting algorithms [Hir+09; Bea+13;
SSP14; PS16; Bril7], routing on a spanning tree [MFMO08|, and exhaustive
search [LWD15; ZW19|. In fact, classical routing is equivalent to the RouTiNG
VIA MATCHINGS problem in classical computer science [CSU19]. RouTING
VIA MATCHINGS is NP-complete |[BR17; Mil+16], but efficient algorithms
exist for special cases of architecture connectivity such as paths, complete
graphs, trees, and graph products that capture practical architectures such
as grids [ACG94; Zha99; CSU19|. A natural lower bound on classical routing
arises from small vertex cuts in the architecture [ACG94].

In this work, we explore the extent to which genuinely quantum operations
can accelerate routing in what we call quantum routing. The relative power of
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Figure 1: The relative power of routing models considered in this work. Most prior
work only considers using SWAP gates for routing, which we call classical routing. In
this work, we explore the additional routing power provided by genuinely quantum
operations. We consider increasingly more powerful quantum routing models: first,
allowing arbitrary two-qubit gates in gate-based quantum routing, and then allowing
continuous Hamiltonian evolution in Hamiltonian (quantum) routing.

the models we explore is depicted in Figure 1. In Section 2, we introduce gate-
based quantum routing with arbitrary two-qubit unitaries and Hamiltonian
(quantum) routing by Hamiltonian evolution with norm-bounded interactions.

A key observation is that routing can distribute entanglement across a
bipartition of the system. Thus, by lower bounding the circuit depth to
create entanglement across vertex cuts in the architecture, we derive bounds
on quantum routing and improve bounds on classical routing. The same
argument does not apply in the continuous-time setting of the Hamiltonian
model. However, we show a similar (but weaker) lower bound from a lower
bound on the time to create entanglement across small edge cuts in the
architecture that improves on a previous bound [BHV06| by constant factors.

We show lower bounds on routing by proving lower bounds on state prepa-
ration in the respective models. The circuit depth to distribute entanglement
in the gate-based model is lower bounded by the maximum matching size in
the edge boundary of a vertex cut. In the Hamiltonian model, the evolution
time is lower bounded in terms of edge cuts. Our state preparation lower
bounds generalize earlier analyses for lattices [AMV13; Gon+17; PSC21] to
general graphs.

Next, in Section 3, we investigate separations between Hamiltonian and
classical routing. We prove a general upper bound on classical routing on
simple connected graphs, allowing us to prove that, under certain conditions
on the spectral gap of the Laplacian of G and the degrees of its vertices,
there is no superpolynomial separation between the (worst-case) classical
and Hamiltonian routing times. In particular, our results rule out a super-



polynomial separation for interaction graphs of bounded (constant) degree,
a common feature of practical quantum architectures |[Nat+21; Aru+19;
KMWO02|.

However, we are not aware of even a superconstant speedup of Hamiltonian
routing over classical routing for any family of graphs. In Section 4, we give
two such examples strengthened routing models. The first is an Q(y/n) factor
speedup in a strengthened routing model with one local ancilla per qubit.
The second, a O(n) speedup, follows from allowing fast local interactions,
which give an asymptotically optimal gate-based routing algorithm and an
asymptotically optimal Hamiltonian routing algorithm if allowed one local
ancilla per qubit.

2 Quantum routing

In this section, we introduce quantum routing and prove lower bounds depen-
dent on graph expansion properties. We model the architectural constraints
by a simple graph G on n vertices, with the qubits represented by the vertex
set V(G) and the allowed interactions between qubits by the edge set E(G).

2.1 Gate-based quantum routing

First, we consider routing in the gate-based model of quantum computa-
tion. Analogous to the (classical) routing number [ACG94]| (see also (61) in
Section 3), we define the gate-based quantum routing number qrt(G) as

qrt(Q) = mgxqrt(G, ), (1)

where 7 is a permutation of the qubits and qrt(G, ) is the minimum depth
of a unitary circuit that implements the permutation 7 while respecting the
architecture constraints G, i.e., only having two-qubit gates' acting along
the edges E(G). In this model, single-qubit gates are free since they can be
absorbed into adjacent two-qubit gates.

We briefly prove a diameter lower bound on gate-based quantum routing.
The diameter of a graph G is

di G) = d 2
fam(G) o (u,v), (2)

where d(u,v) is the (shortest) distance between vertices u and v.

We do not limit routing circuits to a particular gate set. If necessary, any such circuit
can be approximated by a universal, inverse-closed gate set with at most polylogarithmic
overhead by the Solovay-Kitaev theorem [Kit97].



Theorem 2.1. For any simple graph G,
qrt(G) > diam(G). (3)

Proof. Consider two vertices u,v € V(G) at a distance diam(G) and a circuit
C of two-qubit unitaries with depth D acting on G. Any local operator
acting on u evolved in the Heisenberg picture under C will have no support
on vertices further than distance D. In order to swap w and v, all of the
support of that Heisenberg-evolved operator must be on v, which implies
D > diam(G). Therefore, qrt(G) > diam(G). O

To prove a lower bound on gate-based quantum routing, we relate routing
to the task of generating entanglement. We can quantify the entanglement of
a pure state p on a bipartite joint system X X, consisting of the subsystems
X and X, by the von Neumann entropy of the reduced density operator
px = Trg(p), defined as

S(px) = —Tr(px log px). (4)

(The function log(x) denotes the logarithm base 2 unless specified otherwise.
We denote the natural logarithm by In(z).) We refer to the von Neumann
entropy as “the entropy” and denote Sx(p) := S(px). For completeness, we
list some elementary properties of the entropy that will be useful later and
can be easily verified.

Lemma 2.2. For a state p on a joint system XX, the following statements
about the entropy hold:

1. If p is a pure state, then the entropy is symmetric, i.e.,
Sx(p) = Sx(p)- (5)
2. The entropy is invariant under change of basis, i.e.,

S(UpUT) = S(p). (6)

3. The entropy is invariant under local unitaries Ux on X and Ug on X,
1.e.,

Sx((Ux @ Ug)p(Ux @ Ug)t) = Sx(p). (7)

The change in entropy of the reduced state on X C V(G) by a unitary
respecting the constraints of the interaction graph G can be bounded by a
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Figure 2: A graph can be partitioned into two sets of vertices X and X. The vertex
boundary 6X of X is the set of vertices outside of X that are directly connected to
X, and similarly for X and X. The edge boundary dX (red) of X (and X) is the
set of edges that connect X to X.

quantity proportional to the vertex boundary of X. The set X and its vertez
complement X = V(G) \ X define a vertex partition of G; see Figure 2. By
the invariance of the entropy under local unitaries (part 3 of Lemma 2.2), we
need only consider the unitary acting across the partition. In particular, the
unitary must act on the vertex boundary

X ={ve X |{uv}€EG),uec X}, (8)

which forms a vertex cut in G. We formalize this bound on the change
in entropy in the following lemma derived from the small total entangling
property [Mar+16].

Lemma 2.3 (Small total entangling (STE)). For a unitary U acting non-
trivially only on the joint subsystem dX&6X, the change in the entropy of any
state p is bounded by

Sx(UpU") — Sx(p)| < 2min(|5X], [6X]). (9)

Proof. We consider a purification system R such that Trr(|¢)(y|) = p for
some pure state |¢) on the joint system X X R. For any subsystem Y of X X,

Sy ([9)) = Sy (Trr(|¢) (). (10)

The unitary U is a local unitary on the joint subsystem §XJX, so
Lemma 2.2 implies

1Sx(UpUT) — Sx (p)| = [Sx (U)) — Sx ()| = |SX|5X(U|¢>)—SX5X(|?>))|
11



where we used the conditional quantum entropy, Sx|sx (|¥)) = Sxsx([¢)) —
Sx(|1)). By the triangle inequality and [Will7, theorem 11.5.1],

ISx1sx (UlY)) = Sxisx (1) < [Sxpsx (UlY))| + [Sxisx ([¥)] < 2[0X]. (12)

By symmetry of the entropy for pure states, we also obtain

1Sx (UpUT) = Sx(p)| = |S515x (U¥)) — Sxpsx ([9)] < 20X[.  (13)
The minimum of (12) and (13) gives the required bound. O

We can saturate this bound in several special cases. A SWAP gate can
saturate this bound when the subsystems 6X and §X are single qubits
that are maximally entangled with the remainder of X and X, respectively.
Furthermore, with sufficient connectivity, we can also saturate this bound in
higher dimensions: let

[6X| = [0X| < min(|X],|X[)/2 (14)

and let X and §X be maximally entangled with the remainder of X and X,
respectively. Then, if we exchange 6X with 6X through simultaneous SWAPs,
the entropy increases by 2|0.X|, saturating the bound.

We now prove a lower bound on the time required for state preparation of
entangled states based on the maximum matching size in the edge boundary
of the vertex cut. A matching is a set of edges E' C E(G) such that all
vertices in E’ are distinct. For any E' C E(G), we define m(E") C E’ as the
maximum(-size) matching in E’. State preparation is the task of preparing
some target state p given an initial state pg. A special case of state preparation
is routing a particular state. If the change in entanglement between initial
state po and final state p is |Sx(p) — Sx(po)|, then a simple argument from
STE gives a circuit depth lower bound of |Sx(p) — Sx(po)|/(2]6X]), and
similar arguments have been used with the entanglement capacity [Ben+03;
Eld+20]|. However, this does not account for the time required to entangle
the boundary subsystem with the bulk subsystem. A careful accounting gives
the following, which we later show can be saturated.

Lemma 2.4. Given an initial state pg and a target state p on the bipartite
system consisting of X and X, define the change in entropy

ASz = [Sz(p) — Sz(po)| (15)

for any subsystem Z. Then any gate-based unitary circuit C for preparing p
from pg restricted by an interaction graph G has depth

ASx

> TFA
42 Smex)

(16)

7



for any X C V(G), and
d> ASx + ASy

= Am@GX) 17)

forY =X\ 6X.

Proof. We can decompose C into a sequence of disjoint unitaries U; acting on
X6X and unitaries V; acting on Y0 X, where ¢ € N. To perform operations
U; and V; simultaneously, they must act on disjoint subsets X;, X! C 6X,
respectively. Between each application of U;V;, there are local unitary opera-
tions within X, 60X, and Y, labelled as O;, that we allow to be performed
instantaneously. The circuit can thus be decomposed as

C=04U04Vy...00U1V10y. (18)

We lower bound d by considering the change in entropy and applying
STE (Lemma 2.3). First, we note that the operations O; cannot change the
entropy of the respective subsystems. By STE, U; can change the entropy
of X by at most 2|X;| and V; can change the entropy of Y by at most 2| X/|.
Therefore, we have two inequalities that must be satisfied:

d
ASx <2 |Xi] (19)
=1
d
and ASy <2 |X]|. (20)
=1

Noting that |X;| < |m(9X)|, we obtain ASx < 2d|m(9X)|, thus proving
(16). Additionally, we note that |X;| + | X/| < [m(9(6X))]| so that

d
ASx + ASy <23 (I1Xi] + |X]]) < 2djm(d(6X))|, (21)
=1

which implies (17). O

Entanglement capacity-based state preparation lower bounds that are
proportional to [§X| [Gon+17] can be weaker than Lemma 2.4 by a factor
Q(n) for some partitions X. To see this, consider the graph Lo, that consists
of two complete graphs G; = K, and Gy = K,, with additional edges

({z1} x V(G2)) U (V(G1) x {z2}) (22)



where we pick arbitrary vertices z; € V(G1) and zg € V(G2). For the
partition with X = V(G1), we have |m(0X)| = 2 whereas |[0.X| = n.

Even so, we can obtain a simpler lower bound on the circuit depth as a
corollary by relating the change in entropy ASy to that of the bulk system
X\0X.

Corollary 2.5. Given an initial state py and target state p, the depth of
a gate-based state preparation circuit restricted by interaction graph G with
partition X C V(G) is lower bounded by

q> ASX—I-ASX—2|5X| > ASX—I—ASX B
- 2|m(9(6X))| - 2|0 X|

1. (23)

Proof. Let Y := X \ 6X. The entropy of the target state can be upper
bounded using subadditivity and Ssx (o) < |dX]| for any state o as

ASx = Sg(p) — Sg(po) < Sy(p) — Sx(po) + |0X]. (24)
The Araki-Lieb triangle inequality,

Sx(po) =[Sy (po) — Ssx(po)l, (25)

then gives
ASg < Sy(p) — Sx(po) + [0X| < ASy + 2[0X]|. (26)

We now apply Lemma 2.4, giving

4> ASX+ASXf2|5X| N ASX+ASX B

- 2/m(0(6X))| - 2|6 X| ! (27)

as claimed, where the second inequality follows from |m(9(6X))| < [6X|. O

Corollary 2.5 can be saturated by Algorithm 2.1 when |X| = 2k|§ X for
integer k > 0, so that a set of 2|0 X| ends of Bell pairs can be exchanged
between X and X every odd time step. The algorithm makes the additional
assumptions that | X| < |X| to allow for ASx = ASg¢ = |X| and that §X
has high connectivity with the rest of the graph so that ends of Bell pairs
can eagsily be routed to and from §.X. The algorithm saturates Corollary 2.5
after every odd time step up to and including depth d = 2k — 1.

We now show that a lower bound on the gate-based quantum routing
number follows from Lemma 2.4 by preparing an appropriate initial state.
See Figure 3 for an illustration of the proof concept.



Algorithm 2.1: Saturating Corollary 2.5 when | X| = 2k|6X| < | X]|
for integer k > 0, assuming every vertex in 6 X is connected to all
vertices in X and Y := X \ §X. We prepare Bell pairs on X and X

and route one end of each Bell pair in X to X and vice versa.

Input: Initial state of | X|/2 Bell pairs on each of X and X where
each v € §.X is part of a distinct Bell pair.
1 simultaneously SWAP ends of unrouted Bell pairs in X and 6 X
2 while X has unrouted ends of Bell pairs :
3 simultaneously SWAP ends of unrouted Bell pairs in Y and §.X
4 simultaneously SWAP ends of unrouted Bell pairs in X and §.X

(a) Before routing (b) After routing

Figure 3: For the proof of Theorem 2.6, we consider a bipartite system consisting
of X and X with |X| < |X|. The subsystems X and X consist of qubits represented
by vertices and are augmented with ancilla spaces x and z’, respectively. To each
qubit in X and X we associate one ancilla in  and 2/, respectively. We initialize
each qubit-ancilla pair in a Bell state (wavy line). The entropy of subsystem Xz is 0.
We then perform routing to exchange X with a subset of X (in red). This increases
the entropy of Xz to 2|X|. We bound the entanglement increase for each layer of
gates by twice the maximum matching size in 9(6X), thereby lower-bounding the
circuit depth and qrt(G).

10



Theorem 2.6. For any simple graph G and partition X C V(G) with | X| <
V(G)I/2, |
qrt(G) > ———— (28)
m(9X)]

and

(29)

(©) > ma <2X\ — 16X| 20| - |6X!) |

m(9(6 X)) [m(9(6.X))|

Proof. We augment the subsystems X and X with ancilla spaces = and 2,
respectively, with one ancilla qubit for each vertex in X and X. Since these
ancillas are not connected with the main graph, they cannot help with routing.
Each qubit and ancilla pair forms a Bell pair in the initial state pg. Then the
entropy Sxz(po) = Sx.(po) = 0 since the reduced state is pure.

The gate-based quantum routing number qrt(G) considers the worst-case
permutation of the vertices. So, to show a lower bound, it suffices to pick a
permutation 7 that routes all vertices v € X to X arbitrarily and routes | X|
vertices u € X to X arbitrarily. Let the resulting state be our target state
p. This gives Sxz(p) = Sx(p) = 2|X|. By Lemma 2.4, the depth of any
circuit performing this state preparation and routing task is lower bounded
as

ASX:D o |X|
TUET) 2 (X))~ fm@X] )

proving (28). Similarly, Corollary 2.5 implies

(G > ASxe + A8y, —205X| _ 2|X| - [6X]

Z T gmex) mEexy Y

By exchanging the roles of X and X, Corollary 2.5 also gives the lower bound

21X — [6X
art(G,m) > | X —[6X]

= Tm(0GX))| (32)

Taking the maximum of (31) and (32), we obtain (29) as required. O

We now show that Theorem 2.6 lower bounds the gate-based quantum
routing number in terms of the vertex erpansion (or vertex isoperimetric
number)
0X]

G) — el
&)= v B v X))

(33)

which is a well-studied property of graphs [Chu06]. Intuitively, the vertex
expansion lower bounds how many vertices neighbor any small enough set X.

11



Therefore, the number of vertices in the induced subgraph G[X U N(X)], for
N(X) the neighborhood of X, grows (or “expands”) by at least a factor of
1+ ¢(G).

Corollary 2.7. For any simple graph G,

2| X| 2
t(G) > —_— 1= — —1. 34
TG 2 s v vz 16X c(G) (34

Proof. By maximizing over all allowed partitions X in Theorem 2.6, choosing
one branch of (29), and noting |m(9(dY))| < [0Y], for any Y C V(G), we

have

21X| — [6X]|
t(G) > max _ 35
TG 2 | P 12 Tm@GX)) (35)

2/X] - |9X]|
> o e B U 36
= xcveuxEv@lz  [0X] (36)

2| X|

_ el ol 37
XCV(@HI V@) [6X] (37)
as required. ]

In Appendix A, we show that the vertex expansion and a similarly defined
matching expansion,

[m(0X)|

G) = I T
G = v v x|

(38)
are asymptotically equivalent, i.e., ¢(G) = O(m(G)).

A simple consequence of Corollary 2.7 is that gate-based quantum routing
on the star graph, S,, ;= Kj, (the complete bipartite graph with parts of
size 1 and n, as shown in Figure 4a), is no faster than classical routing up
to a constant factor. A trivial classical routing strategy has a depth upper

bounded by 3n/2, whereas we have ¢(S,) < 2/n so that qrt(S,) > n — 1.
This is a consequence of the small vertex cut in the star graph.

2.2 Hamiltonian routing

In this section, we consider a stronger model for quantum routing, namely
using two-qubit Hamiltonians with fast local operations. The Hamiltonian
routing time,

hart(G) == max hqrt(G, ) (39)

12



where 7 is a permutation of qubits and hqrt(G, 7), is the minimum evolution
time, normalized so that a SWAP gate takes time 1 (discussed below), of some
time-dependent Hamiltonian H (t) that respects the architecture constraints
given by G (i.e., it is 2-local and only has interactions along the edges F(G))
and implements 7. Note that here we consider minimizing the time as opposed
to circuit depth.

A time scale follows from a normalization condition on the two-qubit
interaction strength of the Hamiltonian H(¢) at all times. We can write any
two-qubit local Hamiltonian in the canonical form [Ben-+02]

K = Z Wio; & aj (40)
jelz,y,2}

up to local unitaries, where p, > p, > |u.| > 0, and o4, 04,0, are the
Pauli matrices. We impose the condition that [|K| = },|u;| < 3m/4 for
all interactions in H(t) at all times ¢ [Bap+21b|, where ||-|| is the spectral
norm. Recall that we consider a model in which local operations can be
performed arbitrarily quickly. The shortest CNOT time in this model is 1/3
and the shortest SWAP time is 1 [VHCO02|. Furthermore, any two-qubit unitary
takes at most time 1 since any such gate can be decomposed into at most 3
CNOT gates and single-qubit rotations [VWO04|. Therefore, this normalization
guarantees hqrt(G, m) < qrt(G, m) for any permutation 7, and in particular,
hqrt(G) < qrt(G). We now show that the Hamiltonian routing time is lower
bounded by the diameter of the graph over the maximum degree.

Theorem 2.8. For any simple graph G,

hqrt(G) = Q(dlam(a)> (41)

max, d,
where d,, is the degree of v € V(QG).

Proof. Pick two vertices u,v € V(G) at a distance diam(G). In the Heisen-
berg evolution picture, routing must be able to map an X operator on u at
time 0, X,,(0), to X,,(T") supported on v after some time 7". This means a Z
operator on v at time 0, Z,, has ||[Z,, Xu(T)]|| = 2. Nachtergaele and Sims
[NS06, Eq. 7] bound this unequal time commutator after time ¢ by

1[Z0, Xu(®)]]| < 2eC1H-diam(@) (42)
where
C = 2% max Z IH©)|| < 3n2%e max dy, (43)
'LUGV(G) e:(w,w’)GE(G) w

13



and H®) is a two-qubit Hamiltonian term acting only on the ends of the edge
e. Therefore, the time is lower bounded by t = €2 ( diam(G) ) O

maxXqy dy

The dependence on the maximum degree is necessary when we consider a
multigraph with two vertices connected by k edges. We can then speed up
any normalized interaction between the two vertices linearly in the degree, k.
In particular, it is possible to implement a SWAP in time 1/k. We use a similar
idea to show separations between strengthened gate-based and Hamiltonian
routing models in Section 4. It is an open question whether a Hamiltonian
routing protocol on a simple graph can have a routing time that is upper
bounded by o(diam(G)).

We show that the Hamiltonian routing time can also be lower bounded
by an edge cut in the graph G. An edge cut partitions G into two vertex
subsets X C V(@) and X. The edges leaving X form the edge boundary of
X’

0X ={(rv,7) e E |z € X,7 € 5X} = 0X, (44)

and are an edge cut. We define the edge expansion (or edge isoperimetric
number or Cheeger constant) as

h(G) = @

= min . 45
xcv(ayxi<va)l/z | X| (43)

Intuitively, this corresponds to a lower bound on how many edges leave any
small enough set X. Therefore, the number of edges in the induced subgraph
G[X UN(X)] grows (or “expands”) by at least 1+ h(G).

In the following, we show a lower bound of hqrt(G) = Q(1/h(G)). Because
|0X| > |0X|, the edge expansion is always at least as large as the vertex
expansion, i.e., h(G) > ¢(G), so this is a weaker lower bound than we showed
above on gate-based quantum routing. In particular, the star graph has
h(Sy) = ©(1) so our lower bound gives hqrt(S,) = Q(1/h(S,)) = Q(1). Since
qrt(S,) = ©(n), this does not rule out the possibility of a large separation
between Hamiltonian and gate-based quantum routing.

To prove the lower bound on Hamiltonian routing, we use the continuous
analogue of STE, the small incremental entangling (SIE) theorem, adapted
to our setting. SIE was conjectured by Kitaev [Bra07| and first proven
in [AMV13].

Lemma 2.9 (Small Incremental Entangling (SIE)). Given a finite joint
system XX, any Hamiltonian H with support only on 6X3X and any initial
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pure state p, the entanglement capacity I'(H, p) is bounded as

T(H, p) = dSXCEZtP(t))

< al|H||logd, (46)
where p(t) = U(t)pU )" for U(t) = e7' 0 < a < 4 is a constant, and
d = min(|0 X, |6X]).

It is conjectured that o = 2 |Bra07| but the best known bound gives
a = 4 [Aud14]. No generality is lost by assuming pure states since we can
add an ancillary purification system C to X without loss of generality. The
resulting state on the joint system X XC is pure and constrained by SIE.
Since including C' as an ancilla can only increase the entanglement capacity
(we can always ignore it), we see that the entanglement capacity is also
bounded for mixed states on X X.

We can derive another expression for I'(H, p) by writing

D(H, p) = — % Tr(px (1) og px (1) (47)
- —Tr<de ®) > (48)
— i Te(Trg ([, p]) log px (), (49)

where we used the Schrodinger equation 22 % = [H, p] (setting i =1). We see
that the entanglement capacity is linear in H.

The evolution of a system with interaction graph G, for any X C V(G),
can be described by a Hamiltonian H = Hx + Hx + Hjsxsx, where Hy only
has support on the subsystem of vertices Y C V(G). Operations local to X
or X do not generate entanglement, so

I'(H,p) =T (Hsxsx:p)- (50)
We can verify this by first explicitly computing
Trx([Hx,p]) =0 (51)
because the partial trace is cyclic on the X subsystem. Second,
T(Hx,p) =iTr([Hx, px(t)]log px(t)) = 0 (52)

because log px (t) commutes with px (¢) and the trace is cyclic. By linearity,
(50) holds, and we can restrict ourselves to consider only Hamiltonians of the
form Hsys5%.
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Now we can bound the entanglement capacity of any edge cut in the
graph as specified by the edge boundary of a vertex subset X. A slightly
weaker result up to constant factors was proved in [BHV06] by using bounds
on the entanglement capacity of bipartite product Hamiltonians [CLV04]
instead of SIE.

Theorem 2.10. Given any X C V(G) and any pure state p, the entanglement
capacity of a Hamiltonian H with support only on the joint subsystem dXdX

satisfies
dSx (p(t))
dt

3ra
D(H.p) = < 2210x], (53)

for a the constant of SIE.

Proof. We decompose the Hamiltonian into a sum of local terms H =
Y ecox H(©) where each H© is a two-qubit Hamiltonian acting only on
the ends of the edge e. By linearity,

T'(H, p) :r( 3 H<6>,p> =3 F(H(6>,p>. (54)

e€o0X ecoX

We bound each term by SIE (Lemma 2.9):

3 I‘(H(e),p) <oy HH(G)
ec0X

e€c0X

. (55)

By unitary similarity (which the norm is invariant under), we can rewrite
each term in canonical form (40) and apply our normalization condition such
that Zeg@X”H(e)H < (37/4)|0X]. O

Using this relation of entanglement capacity to edge cuts in the graph,
we show a lower bound on the time to perform state preparation in the
Hamiltonian model dependent on the edge cut.

Corollary 2.11. Given an initial pure state py and target pure state p on
a bipartite system XX, define the change in entanglement entropy ASx =
|Sx(p) — Sx(po)|. Then any Hamiltonian unitary evolution from pg to p
restricted by interaction graph G must have evolution time

4 ASx

> = 29X
L2 3ra]ox] (56)

Proof. The claim follows directly from Theorem 2.10. O
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K<

(a) Star graph Sy, for n =8 (b) Barbell graph Cay, for n =5

Figure 4: Gate-based routing models cannot be separated up to a constant additive
factor from classical routing on the star graph, but our lower bound on Hamiltonian
routing is trivial in this case because of its (1) edge expansion. Classical and
Hamiltonian routing cannot be separated on the barbell graph because of its O(1/n)
edge expansion.

A lower bound on Hamiltonian routing follows since routing a particular
state is a special case of state preparation.

Theorem 2.12. For any simple graph G,

8§ 1

hart(G) > 3ra h(G)

(57)
Proof. We prepare the same initial state as in Theorem 2.6, where we have one
half of a Bell pair at each vertex v € V(G) that is entangled with an ancilla.
To show a lower bound, we pick some X C V(G) with | X| < |[V(G)|/2 and an
associated ancilla space z, and pick a permutation 7 that routes all vertices
v € X to X arbitrarily and routes | X| vertices u € X to X arbitrarily. Let
the resulting state be our target state p. This gives ASx, = Sxz(p) = 2| X].
Corollary 2.11 implies that the time to implement this state preparation and
routing task is lower bounded as

4 ASx, 8 |X]|
hart(G > = .
art(G,m) 2 3ra |0X|  3ma |0X]

(58)

We now maximize over all X to lower bound the Hamiltonian routing time

8 |X 8 1
hqrt(G) = maxhqrt(G, ) > max X1 _ (59)
s

T x:X|<V(6))/2 3t |0X|  3ma h(G)
as claimed. O

One simple example where this rules out a separation between classical
and Hamiltonian routing is the barbell graph, Co,, [GBS08|. The barbell graph
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consists of two complete graphs, K,,, connected by a single edge at some
vertex in each complete graph, as shown in Figure 4b. Since h(Cay,) < 2/n,
Theorem 2.12 implies the Hamiltonian routing time on this graph is lower
bounded as

hqrt(Cay) > An (60)

)= 3ra’

By routing on its spanning tree, rt(Cs,) = O(n), so classical routing is tight
up to a constant factor.

An entanglement capacity bound of O(|0X]), as given by Theorem 2.10,
matches previous results on entanglement area laws for dynamics [Gon+17,
theorem 1| on lattices of constant dimension. For graphs of superconstant
degree, the distinction between bounds on the entanglement capacity propor-
tional to edge cuts (for Hamiltonian routing) and vertex cuts (for gate-based
quantum routing) are significant. In general, |0X| < [§X|max, d,. It re-
mains an open question whether Hamiltonian routing can be separated by
a superconstant factor from gate-based quantum routing, and in particular,
if the Hamiltonian routing time can also be lower bounded by the vertex
expansion 2(1/¢(G)). However, we show in Section 4 that a stronger model
of Hamiltonian routing can be separated from gate-based quantum routing
and its routing time cannot be lower bounded by Q(1/¢(G)).

Another case that has been well studied is the path graph, P,. Here, the
odd-even sort [Knu98| gives a simple classical routing algorithm that upper
bounds the circuit depth by n. A simple bound on the vertex expansion of
the path graph is ¢(P,) < 2/n, so qrt(F,) > n — 1, matching the diameter
lower bound (Theorem 2.1) up to an additive constant. Thus, a constant-
factor improvement over classical routing on the path is only possible in
the Hamiltonian routing model. In that case, we have h(P,) < 2/n, giving
hqrt(P,) > 4n/(3ma). This is slightly weaker (even if @ = 2) than a
specialized bound of 4n/(3mag) ~ 0.222n, for oy ~ 1.912, based on the
entanglement capacity [Bap+21b|. Indeed, Bapat et al. [Bap+21a] show that
hqrt(Py,) < (1—¢)n+O(log? n) for a constant & ~ 0.034, so, for large enough
n, hqrt(P,) < qrt(P,) with a constant-factor speedup.

3 Comparison with classical routing

Fast classical routing algorithms are already known for some graph fami-
lies [ACG94; CSU19]. An example is the family of grid graphs, which are
Cartesian products of path graphs Pr,00Pr, with dimensions Lq, Ls € N,
where we know rt(Pr,0Pr,) < 2L; + La. We can exclude a superconstant
quantum advantage simply by the diameter lower bound (Theorem 2.8).
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In this section, we compare our quantum routing results with general
bounds on classical routing. In particular, this gives more conditions for a
superpolynomial separation. Our results and proofs are generalizations of
results in [ACG94| from regular graphs to irregular graphs.

In classical routing, we route a permutation 7 in multiple time steps.
We first assign to each vertex v a token labeled m(v). Then, in each time
step, we perform SWAP gates on neighboring vertices to exchange their
tokens with the constraint that each vertex participates in at most one SWAP.
Routing terminates when all tokens have been moved to their destination
vertices. The difficulty of classical routing on G is characterized by the routing
number [ACG94|

rt(G) == maxrt(G, 7), (61)

™

where rt(G, ) is defined as the minimal number of time steps needed to
implement the permutation 7. Since gate-based routing generalizes SWAP-
based routing, qrt(G,m) < rt(G, 7) for any permutation 7, and in particular,
qrt(G) < rt(G).

3.1 General classical routing

We now describe a classical routing algorithm that performs SwAPs along a
set of walks (connecting each token with its destination) that are close to
random. The number of SWAPs that act on the same vertices at the same
time is bounded from above by the inverse spectral gap of the (normalized)
graph Laplacian, leading to high parallelism in graphs with large spectral
gap.

The set of vertices is isomorphic to an integer labeling, V(G) = [n], so
we identify each v € V(G) with a unique integer index. Let the adjacency
matrix A have entries

. {1 if (v,u) € E(G), (62)

0 otherwise,

for v,u € V(G), and let the diagonal matrix T" have entries Ty, = d,, and 0
otherwise, for d, = (A1), the degree of v and 1 the all-ones vector. Then
the (normalized) graph Laplacian is £ := 1 — T-1/2AT-1/2. The Laplacian
is symmetric and positive semidefinite [Chu06] and has a 0 eigenvalue for
the eigenvector TV/21. Let the spectral gap, \(G), be the smallest non-zero
eigenvalue of L.

In this section, we assume n > 2 and show a general bound on the routing
number without attempting to minimize the constants. Let vivs... denote
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Figure 5: Shown are walks W from u to v and W’ from v’ to v'. Walks may
intersect at a vertex (red) such that the ith location of W and the jth location of
W' are the same, i.e., W; = W/. We say that W and W' interfere if there exist i, j
with [i — j| < 1 such that W; = W;. We show that, with high probability, there
exists a set of walks for a permutation o of order two on V(@) that connect v to
o(v) such that the number of interfering walks can be bounded. SwAPs along sets
of walks that do not interfere with each other significantly parallelize the routing
process.

a walk on the vertices v; € V(G) that passes through v; at time step i. We
consider memoryless random walks with transition probabilities denoted by
P,, = Plziy1 = v | x; = u]. These probabilities form the transition matrix P
of the random walk on G. We choose the lazy random walk P = (1+AT1)/2,

ie.,

1/2 ifu=v,
Py, =1 1/(2dy) if (u,v) € E(G), (63)
0 otherwise.

In the following, we will refer to lazy random walks simply as random walks.
Note that we default to right multiplication with the transition matrix so our
probability distributions can be interpreted as column vectors. Therefore,
the probability that a random walk starting at u is at v after ¢ € N steps is
given by

Plz; = v | 2o = u] = e(v)" Ple(u), (64)

where e(v) is the column vector with a 1 in position v and 0 otherwise. The
stationary distribution of the walk P is w :=T1 since PT1 =1T1.
We first define a useful notion of interference between walks.
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Definition 3.1 (Interfering walks, Figure 5). Two walks W and W' are said
to interfere if W; = W for some i,j € N with |i — j| < 1.

The condition that |i — j| > 1 ensures that tokens can be swapped along
W in parallel with token swaps along W', namely a token being swapped
along W has SWAPs that overlap at a location for two time steps.

Now, let us perform a simple random walk of a given length starting at
each vertex u and call this walk W (u). We show that, with high probability
and for sufficiently long walks, the number of walks that interfere with a
given walk can be bounded from above. This is a generalization of [ACG94,
lemma 2| to irregular graphs, where we explicitly analyze the dependence on
the degree. In particular, the entries of 7'/ min,, d,, are bounded from above

by the degree ratio
maxy, d,

dy = . (65)

min, d,

Lemma 3.2. Let G be a connected simple graph on n vertices and suppose
I > In(n)/NG). For every v € V(G), let W(v) denote a random walk of
length 1 starting at vertex v. Let I(v) denote the total number of other walks
W (u) that interfere with W (v). Then with probability at most n=2° there is
a vertex v € V(G) with I(v) > 30ld,.

Proof. We wish to bound I(v) for any v € V(G). We introduce an indicator
random variable depending on the random walks W (v):

o {1 if W(u) and W (v) interfere, (66)

0 otherwise.
We include the random walk starting at v in the total which only increases

the expectation of I(v). By summing over u € V(G) and including v, the
expected value of I(v) over random walks is bounded by

ZXuv] = ZP[XU’U = 1] (67)

uFv

I <E

=XF|V VW =w), (63

i€ll] j:li—jI<1

<Yy ¥ P[W W()]. (69)

u o gg(l] gii—j|<1
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Using (64), we have

S Y P =W =S Y@y S Piew) (1)

u el u el jili—jl<1
Jili—jl<1
=> eW)" Y P (71)
i€l jJili—jl1<1

The transposed vector e(W (v);)T P7 on the right-hand side has non-negative
entries for all ¢, j, therefore an upper bound follows from substituting 1 by
the entrywise larger vector 7/ min, d, as

e Yo P> e(Ww))' Y PJInln . (72)

i€l jili—j1<1 1€(l] Jili—j|<1

The distribution 7 is stationary under the walk P, so

0
Z Z P! min,, d =3 Z minv dy (73)

iell] Jili—j|<1 v i€l
< 3ld*, (74)

since Ty, < max, d, for any u € V(G). Therefore E[I(v)] < 3ld*.

We now bound the tail probability of I(v). We use the multiplicative
Chernoff bound, which states that for a random variable Y = ). Y; with
mean p where the Y; are independent random variables, P[X > (1 + §)u] <
(e‘s/(l + (5)”5)“ for any 6 > 0. We see that the Chernoff bound applies to
I(v) <, Xuo since the walks W (u) are independent (note that they may
depend on v). Applying the Chernoff bound with 6 = 9, we have

P[I(v) > 30ld,] < P[I(v) > 10E[I(v)]] < e3™(¢*/10")ids (75)

Given that 31In(e?/10'°) < —42 and using the lemma’s assumption that
[ > 1n(n)/A(G), we obtain

egln(eg/lolo)ld* < e*42ld* S n*42d*/)\(G) (76)

We lower bound d, > 1 and 1/A(G) > 1—1/n > 1/2 [Chu06, lemma 1.7] (we
assumed n > 2) to obtain

’I?,_42d*//\(G) < ’I?,_Ql. (77)

Since there are n vertices, the probability that there exists a vertex v with
I(v) > 30ld, is at most n~2°. The lemma follows from the contrapositive. [
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We can “glue” together pairs of random walks starting at the k/2 pairs
of vertices that are mapped to each other in a permutation of order two to
obtain a set of k£ glued walks. We show that, with high probability, no glued
walk in this set will have many interfering other glued walks. This is an
adaptation of [ACG94, lemma 3| to irregular graph.

Lemma 3.3. Let G be a simple connected graph on n vertices, let o be
a permutation of order two on V(G) with k vertices v € V(G) such that
o) v, and let | = % Inn. Then there is a set of k walks W (v) of length
21, where both W (v) and W (o (v)) have endpoints v and o(v) and traverse the
same edges (in opposite directions), satisfying the following: if I(v) denotes
the total number of other walks W (u) that interfere with either W (v) or
W (o (v)), then I(v) < 120ld, for all v with probability at least 1 — O(n™7).

Proof. We first show the existence of k conditioned random walks (defined
below) of length [, one for each vertex v € V(G) with o(v) # v, that are
close to random walks.

Define the probability of an open random walk starting at v and ending
at a random (not a priori specified) vertex w € V(G), after t € N steps, as

PO (w) == P[W (v), = w] (78)

= > PW (v) = (v,v2,...,v1,w)]. (79)
v2,...,0¢—1EV(G)

We now define the relative pointwise distance, A: V(G) — R, of Plgt)(w) to
the stationary distribution 7 as [Chu06]

A(t) == max . (80)

All random walks of length [ are close to stationary with respect to the
relative pointwise distance since [Chu06, theorem 1.16]?

@ |B@) _y 10 lE@ _y s -

ming, d, ming, d,

A(l) < 2e

where we used |E(G)| < n?, and min, d, > 1.
Now we compare the statistics of an open random walk W (v) of length [
to a conditioned random walk where we condition on the last vertex being

2Chung [Chu06, theorem 1.16] shows a slightly stronger version for a modified lazy
random walk, which has different transition probability to remain at the same vertex.
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w € V(G), which is sampled according to the stationary distribution. The
probability of a particular open random walk W (v) can be related to that of
the conditioned random walk by

PIW(0)] = S PW(v) | W (), = w]PY (w) (82)
< 3P (0) [ W (v), = wl(1 + 20 (w) (83)
— 20754+ 3" P (0) | W (v); = wlm(w), (84)

and a corresponding lower bound can be derived similarly. Therefore, for
large n a conditioned random walk has vanishing deviation from an open
random walk.

For all vertices v with o(v) # v, we now condition W (v) and W (o(v)) to
have the same terminal vertex w, which is sampled once from 7. We call the
combined walk of W (v) followed by the reverse of W (o (v)) the glued walk
for v. There are k glued walks that connect v to o(v) in pairs.

Finally, we bound the number of interfering glued walks with high proba-
bility by applying Lemma 3.2. We first arbitrarily partition the graph into
X CV(G) and X such that the vertices in each pair (v, (v)) lie in different
parts. For any conditioned random walk W (v), we can write the number
of walk interferences I(v) as a sum of two random variables, I(v)x and
I(v) g, defined as the number of interferences with conditioned random walks
W (u) with u from X and X, respectively, excluding W (o(v)). Note that
since the terminal vertices of each conditioned random walk in X (or X) are
sampled independently, we can apply Lemma 3.2 individually to I(v)x and
I(v) ¢ (taking advantage of (84)). We can then similarly bound I(o(v))x and
I(o(v))%. The number of glued walks that interfere with a given (v, o (v))
glued walk is a random variable bounded above by the sum

I(v)+I(c(w)=I(v)x + I[(v)gx + I(c(v))x +I(c(v))x (85)

that can now be bounded from above by Lemma 3.2. This gives I(v) +
I(o(v)) < 120ld, with probability at least 1 — O(n~"). O

The existence of walks between opposite ends of an order-two permutation
with few intersections leads to a classical routing algorithm that divides
the walks into disjoint sets that do not intersect. This adapts [Chu06,
theorem 4.10| to the irregular graph setting using our previous lemmas.
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Theorem 3.4. Let o denote a permutation of order two on the vertex set of
a connected graph G. Then, for | =201In(n)/A\(G),

rt(G, o) < 20(120ld, + 1) = O<)\(dG*)2 log? n) (86)
Proof. Let W (v) be a system of walks of length 2l satisfying Lemma 3.3.
Let H be the graph whose vertices are the walks W (v) and in which W (v)
and W (u) are adjacent if there exist two indices 0 < i,7 <[, ]i — j| <1, so
W (v); = W(u); or W(v); = W(u)g—;. By Lemma 3.3, the maximum degree
of H is at most 120ld, with high probability, hence by Brooks’ theorem it is
vertex colorable with at most 120ld, + 1 colors. We can therefore divide the
walks W (v) into at most 120ld, + 1 sets of independent walks of length 21.
We now present the routing algorithm. For each set of independent walks
we sequentially do the following. For step ¢ with 1 <4 <[, we flip tokens
along the edges numbered ¢ and 2] — 1 — ¢ in each of the walks. After [ steps,
the tokens at either end of the walk have been exchanged and the tokens not
involved in any walk have not moved. After repeating this for all independent
sets, all tokens have reached their destinations.
Since this routing algorithm succeeds with positive probability, there
exists an algorithm achieving the claimed routing number. O

Now we generalize to all permutations.

Corollary 3.5. For every connected simple graph G and |l = 201In(n)/\(G),

dy 9
rt(G) < 41(120ld, + 1) = O<)\(G)2 log n> (87)
Proof. Any permutation of V(G) can be written as a product of two permu-

tations of order two. Use Theorem 3.4 to route each sequentially to obtain
the result. ]

To the best of our knowledge, Corollary 3.5 provides novel upper bounds
for certain irregular graphs. Of particular interest are irregular graphs where
d«/A(G)? = o(n). One such example is an Erdés-Rényi graph G, p, which
is an n-vertex graph where each edge is independently present with some
probability p. Hoffman, Kahle, and Paquette [HKP19| showed that for
p > (14 6)logn/n, for constant § > 0, there is a constant C'(§) such that

_ _ G0 _ (L
11— \G)| < e o(\/ﬁ) (88)
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with high probability. Thus, we have that A(G) = (1) with high probability
for such p and large enough n. Moreover, the degree ratio d, — 1 for
n — oo with high probability, though it does not exactly equal 1 for finite n,
giving some irregularity. Under these conditions, Corollary 3.5 shows that
1t(Gyp) = O(log? n) with high probability.

3.2 Conditions for a superpolynomial separation

To compare our upper bound on the routing number and the Hamiltonian
routing time lower bound, we bound the Hamiltonian routing time in terms
of the spectral gap. We use the Cheeger inequality [Che71; Chu06] that we
state here without proof.

Lemma 3.6 (Cheeger inequality). For any connected graph G,

h2

2ha 2 N(G) > =7, (89)
where the Cheeger constant is
0X
G = min # (90)
XCV(OHXISV@)/2 D pex do
The edge expansion h(G) relates to hg as
X X
h(G) = min [9.X] < min Xl max d, = hg maxd,, (91)
x |X| X Doexds v v

where X C V(G) and | X| < |[V(G)|/2. We now rewrite the Hamiltonian
routing time lower bound, Theorem 2.12; in terms of the spectral gap.

Lemma 3.7. For a connected graph G,

8 1
hqrt > : 2
art(G) 2 3ramax, dy \| 2A(G) (92)
Proof. Using Theorem 2.12, (91), and Lemma 3.6, we have
8
hart(G) > ——————— 93
art( )_37Ta-h(G) (93)
8
94
~ 3ma - hg max, d, (94)
8 1
95
” 3ra max, dy \| 2A(G) (95)
as claimed. ]
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A simple way to bound the slowdown when a classical routing algorithm
is used instead of a Hamiltonian routing algorithm is the ratio of the routing
times. By Corollary 3.5 and Lemma 3.7, we have

rt(G) [ d.max,d,
ra@ = O S oe'n) )

By routing on a spanning tree of G, we have rt(G) = O(n) [ACG94], and,
trivially, hqrt(G) = Q(1). Therefore, (96) is nontrivial if

d, max d, :0< - )\(G)3/2>. (97)
v log“n

Moreover, it is possible to bound the routing number by a polynomial in
the Hamiltonian routing time when A\(G) is sufficiently small.

Corollary 3.8. For a simple connected graph G, rt(G) = O(poly(hqrt(G))),
where poly(x) is a polynomial in x, if

h(lG) o <poly (d*, )\(1G) log n) ) (98)

Proof. We wish to understand when rt(G) is some polynomial of qrt(G), i.e.,
rt(G) = O(hqrt(G)*) for constant k& > 1. By Corollary 3.5 and Theorem 2.12,
this is the case if

d*
logrt(G) _ [ 18 (xfey logn) (99)
loghqrt(G) logﬁ

is bounded by a constant. Eq. (98) is a sufficient condition for this to hold. [J

Similarly, we can use Cheeger’s inequality and the diameter lower bound
to obtain conditions for polynomially relating the routing number and the
Hamiltonian routing time.

Theorem 3.9. For a simple connected graph G, rt(G) = O(poly(hqrt(G)))
of

max (W,diam(G)) _ Q(poly (d*, )\(1G),logn>>. (100)
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Proof. By Corollary 3.5, Lemma 3.7, and the diameter lower bound, this
happens when

dy
log t(G) log (A(G) log ”)

= _0 (101)
log hqrt(G) log max (W, diam(G))

can be upper bounded by a constant. Eq. (100) is a sufficient condition. [

We define a separation between the routing number and the Hamiltonian
routing time as a function f: R — R such that

(G) = Q(f(hart(@))). (102)

For example, a quadratic separation corresponds to f(z) = 2. Theorem 3.9
bounds the separation to polynomial for trivial cases such as graphs with
diam(G) = Q(n°) for ¢ > 0 since rt(G) = O(n) from routing on a span-
ning tree [Zha99|. Furthermore, there is no superpolynomial separation
for bounded-degree graphs G, since diam(G) = Q(logn) such that (100)
simplifies to

max <)\<1G),log n) _ Q(poly(/\(lG), log n>> (103)

which is always satisfied. In particular, the separation is quadratic in the
case A\(G) = Q(1).

There are families of graphs where Theorem 3.9 limits the separation
to polynomial that cannot be obtained from the diameter lower bound on
Hamiltonian routing, Theorem 2.8, and results for classical routing on regular
graphs [ACG94|. An example is given by a family of irregular bounded-
degree graphs constructed by Raghavan and Upfal [RU94| with arbitrary
h(G). The diameter of this graph family is ©(1/h(G)). Thus, when we
pick a subpolynomial 1/h(G), i.e., 1/h(G) = o(n®) for all constant ¢ > 0,
Theorem 3.9 implies a polynomial limit on the separation that does not follow
from the diameter lower bound on Hamiltonian routing.

However, there are graphs with large spectral gap but unbounded degree
that are not restricted to a polynomial separation by Theorem 3.9. The
star graph S, has A(S,) = 1 [Chu06] but is a poor vertex expander since
c(S,) = O(n™1), giving qrt(S,) = ©(n). We cannot exclude the possibility
that Hamiltonian quantum routing could exhibit a superpolynomial separation
in this case, since our lower bound on hqrt(.S,) from Theorem 2.12 is trivial.
We take a first step toward exhibiting separations in the next section.
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Figure 6: The vertex barbell graph By, for n = 5, consisting of two complete
graphs connected through an additional vertex. We have A(G) < 2/n by Lemma 3.6.

4 Toward a separation

We have given necessary conditions for a superpolynomial separation between
Hamiltonian and classical routing, but we are not even aware of any supercon-
stant separation. In this section, we describe separations in stronger routing
models.

4.1 A quadratic separation with ancillas

First we show that such a separation is possible in a variant of the Hamil-
tonian routing model that allows local ancilla qubits. The main idea of our
construction is to consider a vertex bottleneck. This argument also shows
that the Hamiltonian routing with ancillas cannot be lower bounded by
Q(1/e(@)).

We show a separation on a graph Bs,, for n € N, that we call the vertex
barbell graph (see Figure 6). It consists of two complete graphs, G, and G,
of n vertices each and a central vertex v, where each complete graph is fully
connected with v., forming two complete graphs of size n + 1 joined at a
vertex. We have qrt(Ba,) = ©(n): Corollary 2.7 with 1/¢(Bay,) > n implies
the lower bound and a trivial SWAP routing strategy implies the upper bound.
The Hamiltonian routing time is not similarly bounded because Theorem 2.12
only implies a trivial lower bound, hqrt(Ba,) = (1), since 1/h(Ba,) = Q(1),
making the vertex barbell graph a potential candidate for a separation.

We are able to show a separation in the stronger model of Hamiltonian
routing with ancillas. This model is based on Hamiltonian routing with
two additional assumptions: (i) each qubit has one associated ancilla qubit
available, and (ii) the ancilla can perform a SWAP with its associated qubit
in negligible time. We denote the Hamiltonian routing time with ancilla as

hqrt, (G) == max hqrt, (G, ), (104)
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W(v,S)

) =v

|0)y®ISI = 8§

Figure 7: In our routing protocol for the vertex barbell graph, we transfer the
state |1) on qubit v to u by using the intermediate qubits S as ancillas (in the
|0)®IS| state). The operation W (v, S) encodes 1) in a subspace spanned by |0)®IS|
and the W-state in time 7/(24/]S]) [Guo+19]. Since this procedure is unitary, we
can use its inverse to transfer the state to u. We repeat this procedure in Gy to
transfer the state to its destination.

where hqrt, (G, ) is the routing time in the Hamiltonian routing with ancilla
model of 7 on graph G. As a point of comparison, we may define a modified
gate-based quantum routing number qrt,(G) analogously. Due to the vertex
bottleneck, we still have qrt,(Ba,) = ©(n).

We can use a protocol for fast state transfer |[Guo+19| to implement
Hamiltonian routing with ancillas for the hard case of routing on Bsy,.

Theorem 4.1. Given a vertex barbell graph Bo, and a permutation o that
permutes all vertices from G, to Gg and vice versa, we have

harta(Ban, 7) = O(v/n). (105)

Proof. We define a Hamiltonian to construct a W-state [Guo-+19|,

W(x,S) = Z cley +hoc., (106)
veES

where S C V(Ba,), © € V(Ba,) \ S, and ¢, = [0),(1], (resp. CL) are annihi-
lation (resp. creation) operators acting on qubit y € V(Ba,). Evolving for
time 7/(24/|S|) with initial state 1)) = ag|0) 4+ a1|1) on x, we have

e WS (00|0), + a1]1)2)[0)s = [0)2(a0|0)s + a1|W)s), (107)

where |W) = \/ﬁ Y oves c:r)|0>5 is the W-state over the qubits S (an equal

superposition over Hamming weight 1 strings).
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The protocol is then as follows. We first use (fast) SWAPs between each
qubit and its ancilla so all data qubits in the graph are in the state |0). We
now pick some vertex v € V(Gr) and show how to route the state originally
at v to o(v). We SWAP the data qubit at v with its ancilla to return v to its
initial state. Then we evolve by the Hamiltonian W (v, V(Gp)\{v}) to encode
the state on v on the data qubits associated with V(Gp) \ {v}, creating a
state similar to (107), followed by the inverse operation W (v, V(Gz) \ {v})T.
Overall, this sends the state from v to the central vertex v, in total time
2T = 7w/y/n — 1 (see also Figure 7). We repeat this process to transfer the
qubit from v, to o(v) in time 27". Then we SWAP the qubit at o(v) with its
ancilla. If the qubit that is now at o(v) needs to be routed, we follow an
analogous procedure and send it to o(o(v)). If it does not, we pick some
other vertex in V(Gg) that still needs to be routed. We iterate in this way,
alternately handling a vertex from G, then G, until all vertices are routed
to their destination ancillas. Finally, we simultaneously swap all qubits with
their ancillas to finish the routing. The total time is 47 - 2n = O(y/n). O

We can now generalize the algorithm to all permutations on Bo,,.

Corollary 4.2. For the vertex barbell graph Bay,, we have
hqrta(B2n) = O(\/ﬁ) (108)

Proof. Let o be any permutation of the vertices V(G). First, we SWAP o(v,)
with its ancilla, SWAP v, with o(v.), and finally SWAP o(v.) with its ancilla
again. Then, we route all vertices that are permuted only within G, or Gr
in O(1) time using SWAPs since rt(K,) < 2 [ACG94|. Consider now the
vertex barbell subgraph of the remaining vertices that need to move between
G, and GR, together with v.. This routing can be done in time O(y/n) by
Theorem 4.1 and starting at o(v..). Finally, we SWAP o~ !(v.) with its ancilla,
and then with v.. O

Corollary 4.2 shows a quadratic separation
qrt, (Bay) = Q(hqrta(Ba,)?). (109)

It also shows hqrta(Ban) ¢ Q(c(Ban)™t) = Q(n), so Corollary 2.7 does not
generalize to Hamiltonian routing with ancillas.

4.2 Optimal routing with fast local interactions

In this section, we show optimal routing for stronger models of classical and
Hamiltonian routing that allow arbitrarily fast interactions within partitions
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of the graph G. Given a partition X C V(G), let us define the fast classical
routing model as classical routing with arbitrarily fast SWAP operations within
the vertex-induced subgraphs G[X] and G[X]. Then we can define the X-
fast routing number of G, rt¢(G, X), as the worst-case time to route any
permutation in the fast classical routing model for a given graph G and
partition X. We denote with subscript “f”” that the interactions within the
partitions X and X are fast.

We now show that rt;(G, X) = (%} for any connected simple graph
G and partition X C V(G) with | X| <|V(G)|/2. The upper bound is given
by the following routing algorithm.

Theorem 4.3. For any connected simple graph G and partition X C V(G)
with [ X] < [V(G)|/2,

RY
rte(G, X) < [ . (110)
[m(6X)]
Proof. For any permutation 7 to be routed, call the k vertices € X such
that m(z) ¢ X marked. Similarly, we mark the vertices z’ € X such that
m(z') ¢ X. Fix a maximum matching m(0X) = {(=;, z;) k| withz; € X
and z; € X. We repeat the following two steps for [|X|/|m(0X)|] times:

1. Route as many marked vertices in X as possible to z1, ...,z in order,
and route as many marked vertices in X as possible to z,..., 2} in
order.

2. Perform parallel SWAPs along (x;, x,) for all ¢ less than the number of
remaining marked vertices.

This routes all marked vertices to their destination partitions. The only
contribution to the X-fast routing number of G is a unit contribution of
Item 2 every iteration. Finally, we route all qubits within X and X to their
destinations using fast SWAPs. O

The lower bound (28) on the gate-based quantum routing number applies
to the model with fast interactions since STE still upper bounds the change
in entropy for any unitary acting on m(9X). The lower bound (rounded up,
since the routing number cannot be a fraction) is attained by the X-fast
classical routing algorithm for G, and thus the algorithm is optimal for all
gate-based models.

Given a partition X C V(G), let us define the fast Hamiltonian routing
model as Hamiltonian routing with ancilla and arbitrary interactions within
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the vertex-induced subgraphs G[X] and G[X]. Then we can define the X-fast
Hamiltonian routing time of G, hqrte, (G, X), as the worst-case time to route
any permutation in the fast Hamiltonian routing model for a given graph G
and partition X. The additional subscript “a” indicates the presence of an
ancilla at every qubit.

We give an X-fast Hamiltonian routing algorithm that attains the lower
bound on Hamiltonian routing up to a constant factor 3ma/8 (where « is
the constant of SIE, Lemma 2.9) for any graph G. We first prove that it is
possible to perform any two-qubit unitary in the fast Hamiltonian routing
model in time O(1/]|0X]).

Lemma 4.4. For a connected simple graph G, any two-qubit unitary U can be
performed in the X -fast Hamiltonian routing model with partition X C V(G)

mn time at most |8X‘

Proof. We show how to perform a Cz operation between v,u € V(G) in
time t = ﬁ. By a decomposition of U into at most 3 CZ operations plus
single-qubit operations [VWO04], the result follows. The result is trivial if v
and u are both within X or X.

Suppose, without loss of generality, v € X and u € X. We use (fast)
SWAPs between qubits on the boundary §X UdX \ {u,v} and their ancillas.
Suppose the qubit at v is in the state ag|0) + a1]|1) and w is in the state
ap|0) + a}|1) (by linearity, the protocol also works if v and w are initially
entangled with other qubits). We then encode the state of v onto 6 X as

a0|0...0>+a1|1...1>:aol(_)>—|—a1|1> (111)

by fast unitaries. Similarly, with some abuse of notation, we encode the state
of u onto 6X as a|0) + a}|1) where we disregard the different register sizes
with the overline notation.

Notice that a Hamiltonian on z,2’ € V(G)

3T

S (U= 2o~ Zy + ZuZy) = 3n11) (1, (112)

with Z, a Pauli-Z operator acting on the qubit at x, consists of local terms and
one normalized ZZ interaction. We can therefore evolve by the Hamiltonian

H=3r Y 17 11)(11|, (113)
zx' €0 X

where 1—; is the identity operator on all subsystems besides zz', using fast
local unltarles and ZZ interactions along each edge in 0.X. By commutativity
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of the terms in H, we see that

e (ao|0) + a1 [1)) ® (ap|0) + ay|1)) =
aoaf|00) + agay |[01) + ahay |10) + arafe 3 OXNTT).  (114)

After performing our initial SWAP and encoding operations in reverse, we
have applied a Cz operation between uw and v in time ¢. O

With the ability to quickly perform arbitrary two-qubit operations in the
fast Hamiltonian routing model, we give a routing algorithm with the X-fast
Hamiltonian routing time of G’ upper bounded by | X|/|0X].

Theorem 4.5. For a connected simple graph G and partition X C V(G),

harts (G, X) < X

< G| (115)

Proof. Let m be any permutation to be routed, and suppose there are k
marked vertices x € X such that m(z) ¢ X. Then there are also k marked
vertices ' € X such that 7(z') ¢ X. We perform k SWAPs between each pair
of marked vertices, which, by Lemma 4.4, can be done in time WLX' Finally,
we use fast local SWAPs to route all qubits to their destination. The result
follows since k < | X|. O

Theorem 2.10 also bounds the entanglement capacity of any Hamiltonian
acting on the edge boundary 0X in the fast Hamiltonian model. Therefore,
(58) implies

8 |X]
harte (G, X) > —
arta (G, X) 2 3ra |0X|
for any X C V(G) with | X| < |[V(G)|/2. It follows that Theorem 4.5 is tight
up to a multiplicative constant 3ma/8 < 4.713.

When we compare the X-fast Hamiltonian routing time with the X-fast

classical routing time (even with ancilla), we see that

rte(G, X) :@< 0X| >

(116)

(117)

hqrtfa(Ga X) |m(aX)|

The vertex barbell graph with the partition V(Gp) is an example where a
speedup of ©(n) is realized.
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5 Conclusion

In this paper, we have explored the power of gate-based and Hamiltonian
models of quantum routing, investigating both lower bounds and separations.
We showed conditions on the spectrum of the architecture graph for a super-
polynomial separation. In particular, our conditions exclude bounded-degree
graphs from exhibiting a superpolynomial separation. We also gave an exam-
ple graph [RU94| where diameter-based lower bounds and known classical
routing algorithms [ACG94| cannot exclude such a separation.

One natural open question is whether the star graph S,, which has
A(Sp) = 1, can exhibit a superconstant quantum routing separation. While
our results imply that gate-based quantum routing essentially gives no im-
provement over classical routing since qrt(S,) > n — 1, the same cannot
be said for Hamiltonian routing, for which the corresponding lower bound
is trivial. In fact, if the Hamiltonian model is strengthened by allowing
a constant number of ancillas per qubit, a quadratic separation holds on
the vertex barbell graph, which also exhibits a similar vertex bottleneck.
By allowing fast interactions within certain regions of the graph, we can
give optimal routing algorithms for gate-based and Hamiltonian models and
exhibit a speedup from O(n) for gate-based models to O(1) for Hamiltonian
models.

Our depth (or time) lower bounds can be strengthened to include compu-
tational models with local operations and classical communication (LOCC).
LOCC models give a stronger class of quantum routing and would allow,
e.g., teleportation to bridge long distances. Trivially, this can exceed the
Lieb-Robinson velocity [LR72| and seemingly invalidates simple lower bounds
based on the diameter of the graph. Piroli, Styliaris, and Cirac [PSC21]
showed LOCC circuit lower bounds on state preparation for lattices and
inspired us to show similar state preparation results for general interaction
graphs and to lower bound routing. Since our depth (and time) lower bounds
follow from entropic arguments and the entropy is non-increasing under
LOCC, we see that STE, SIE, and our state preparation bounds (Lemma 2.4
and Corollary 2.11) generalize to models including LOCC when the entropy is
non-decreasing. Thus our quantum routing bounds (Theorems 2.6 and 2.12)
also generalize to models including LOCC. How much stronger models of
routing with LOCC can be is studied in [Dev-+22].
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A Asymptotic equivalence of the matching expan-
sion and vertex expansion

We show that the matching expansion (38) is equivalent to the vertex expan-
sion, i.e., ¢(G) = ©(m(G)). The lower bound m(G) < ¢(G) follows from the
trivial bound |m(0X)| < |6X| for any X. The following theorem provides
the upper bound.

Theorem A.1. For any simple graph G,
(@) < 2m(G) + O(m(G)?). (118)

Proof. We note that m(G) € [0,1]. If m(G) = 1, then the theorem holds
since ¢(G) € [0,1].

We now consider the case m(G) € [0,1). Let X C V(G) be a partition
that attains the minimum in the matching expansion, and ¥ C V(G) is
the set of vertices in m(9X). The set X' := X \ 'Y is non-empty because
m(G) < 1. We show

|6X'| < Y] =2/m(0X)|. (119)

44


https://doi.org/10.1017/9781316809976
https://doi.org/10.1109/aspdac.2016.7428026
https://doi.org/10.1109/aspdac.2016.7428026
https://doi.org/10.1103/physrevlett.106.040505
https://doi.org/10.1137/s0895480197323159
https://doi.org/10.1145/3287624.3287704

Suppose, toward a contradiction, that there are adjacent vertices z/ € X’
and x € X’ \ Y. Then m(dX) is not maximal since m(9X) U {(x,2')} is a
larger matching. Therefore, X’ must only consist of vertices in Y, giving
|0 X' <|Y] as claimed.
It follows from (119) that
60X 2|m(0X)] 2|m(0X)| 2m(G)

O <0~ K =m@x)] ~ 1=m@’ N
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