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Opportunistic Interference Management Increases
the Capacity of Ad Hoc Networks

Zheng Wang, Mingyue Ji, Hamid R. Sadjadpoiy J.J. Garcia-Luna-Acevés

Department of Electrical Engineerihgnd Computer Engineerifhg
University of California, Santa Cruz, 1156 High Street, @a@ruz, CA 95064, USA
Email:{wzgold, davidjmy, hamid, jj@soe.ucsc.edu

Abstract—We introduce a new multiuser diversity concept with comparable, a commonly used strategy is to orthogonalize th
which multiple transmitters can communicate without caushg channel by means of time division multiple access (TDMA)
significant interference to each other. The new scheme calleOp- —  frequency division multiple access (FDMA) to separat th
portunistic Interference l\./lanaltge.ment (OIM).S|gn|f|cantIy rgduces . Is. Such I fi h idesbleli
the feedback required in distributed Multiple-Input Multi ple- signais. : UC, resource a o_ca lon approach providesielia
Output (M|MO) SystemS, and requires an encoding and decodig communications fOI‘ nOdeS n the network but decreases the
complexity that is similar to that of point-to-point communica- capacity significantly.
tions. We show that our proposed OIM scheme achieves a per-  Multiuser diversity [4] was introduced as an approach to
node throughput capacity of © (%) in a wireless network increase the capacity of wireless cellular networks. Thénma
of n nodes and communication range of'(n) = Q(v/logn). This idea behind this approach is for a base station to select a
represents a gain of©(log(7'(n))) compared to simple point- mgpijle station that has the best channel condition by taking

to-point communication. Hence, OIM provides an alternative AL ; ;
approach to distributed MIMO systems with significantly less advantage of the time-varying nature of fading channelss th

feedback requirements among nodes, which makes this approa Maximizing the signal-to-noise ratio (SNR). This idea was
far more practical than distributed MIMO systems. later extended to mobile wireless ad hoc networks [5] and

MIMO cellular networks [6].

In this paper, we introduce a new multiuser diversity

Since the landmark work by Gupta and Kumar [1] on the cacheme, which we call Opportunistic Interference Manage-
pacity of wireless ad hoc networks, considerable atterttamn ment (OIM), where channel fading is used proactively to
been devoted to improving or analyzing their results. Ozgur mitigate interference in the network from simultaneousisra
al. [2] demonstrated that the capacity of random wireless aussions, as long as there are enough nodes in the areasJust a
hoc network scales linearly with by allowing nodes to co- important, OIM allows a distributed MIMO system to operate
operate intelligently using distributed Multiple-InputMiple- with the same level of complexity of multiple Single-Input
Output (MIMO) communications. Unfortunately, distribdte Single-Output (SISO) systems! OIM approach is fundamen-
MIMO techniques require significant cooperation and feedaly different from distributed cooperative MIMO systems.
back information among nodes to achieve capacity gaingusim distributed cooperative MIMO systems, we take advantage
multiple antenna systems. These challenges include synctof MIMO systems by extending this concept to distributed
nization during transmission and cooperation for decodirgystems. Clearly, such extension requires some modifitatio
which makes distributed MIMO systems less practical. at the physical layer to overcome the challenges relatedsto d

As our summary of prior work in Section Il indicates,tributed space-time signal processing. OIM on the othedhan
like distributed MIMO solutions, all other approaches aiimeis an innovative scheduling scheme that improves concayren
at increasing the capacity of wireless networks have viewé@dthe wireless ad hoc network by allowing multiple nodes to
fading and interference as major impeding factors to tteammunicate in the same channel and location and at the same
scaling of wireless ad hoc networks. Prior approaches haime. It is therefore not surprising that this scheme reggiir
attempted to combat interference and fading separatdtyt-In simple point-to-point signalling for encoding and decadin
mation theorists define interference into three categofibe Hence, OIM is an alternative to distribued cooperative MIMO
first category is when the interference signal strength istmusystems for increasing the throughput capacity of wirebsss
stronger than that of desired signal. Under this conditi®jp [ hoc networks with lower complexity at the physical layer. As
the interference can be first decoded by the receiver and thea will explain in more details later, this goal is achieved b
subtracted using successive interference cancelatio®).Slproposing a newscheduling scheméor nodes in multiuser
Once the interference is canceled, then the desired sigmal environments.
be decoded. In some applications, the interference stiédagt Section 1V describes OIM scheme in details. Unlike all
much weaker than the desired signal. Under this conditlm, tprior techniques that attempt to fight individually fadingda
interference is treated as noise and the signal can be Igireéthterference as impairments in wireless channels, OIMdake
decoded. If the strength of interference and desired sigreal advantage of one of them (fading channel) to reduce the

I. INTRODUCTION



negative effect of the other one (interference). By takidg asignal and the remaining part to transmit the interferefite
vantage of multiuser diversity, OIM attempts to maximize thdrawback of interference alignment is that the system regui
SNR beyond a threshold, while minimizing the interferencdull knowledge of the channel state information (CSI). This
to-noise ratio (INR) below another threshold, such that thendition is very difficult to implement in practice, and the
interference signal strength is no longer significant. Tésutt feedback requirements of CSI are not practical for wirebbs
is very effective, and constitutes a powerful techniquet thhoc networks. Sharif and Hassibi also introduced an approac
achieves high throughput capacity and yet requires minimyi0], [11] to search for the best SINR in a wireless cellular
feedback and simple point-to-point encoding and decodimgtwork. The implementation of this approach requires camd
complexity for each node. Furthermore, we have shown [Heamforming and it is not clear whether this approach can be
[8] that OIM achieves dirty paper coding capacity in wiralesapplied to wireless ad hoc networks.
cellular networks. In this paper, we extend it into wireless In this paper, we extend the OIM scheme we have proposed
ad hoc networks opportunistically because of no base statioreviously for cellular networks [7], [8] to distributed des
challenge. in wireless ad hoc networks. Surprisingly, by fully taking
Section Il introduces the models used in our analysivantage of fading channels in multiuser environments, th
and Section V provides the capacity analysis when Olfiéedback requirement is proportional to a small value, ahil
is used in a wireless ad hoc network. We show that thke encoding and decoding scheme is very simple and similar
throughput capacity with OIM in wireless ad hoc networkg the point-to-point communications. This is achieved by u
is C(n) = © 10%5((2?) when T'(n) = Q(ylogn) is lizing an innovative scheduling scheme to allow concuryenc
the transmission range. Our approach provides a gain &fthe physical layer. OIM does not require any changes to the
O (log(T'(n)) compared to the simple multi-hop point-to-Physical layer while allowing multiple nodes to communéeat
point communications under similar network assumptiome T With each other in the same channel and location and at
gain ranges fromO (loglogn) to © (logn), depending on the same time. The original multiuser diversity concept was
the value of the transmission range, while the encoding aR@sed on looking for the best channels, while our interfegen
decoding complexity of the new scheme is similar to that éhanagement approach is based on searching simultaneously
point-to-point communications. The increase of the cagacfor the best and worse channels.
is essentially because of the powerful nature of multiuserXie and Kumar [12] were first to compute the information
diversity in wireless fading environments. theoretic capacity of wireless ad hoc networks when the

channel model is based on path loss exponefithey showed

) that for « > 6, the optimal throughput capacity & ﬁ
Ozgur et al. [2] demonstrated that the capacity of randogyn pe achieved by nearest neighbor multihop scheme. This
wireless ad hoc network scales linearly with by allow- \yqrk was followed by others [13]-[15] to prove the optimplit
ing nodes to cooperate intelligently using distributed MM o the results for all values of > 4. Finally, it was shown
communications. The distributed cooperative MIMO systefa hierarchical MIMO cooperation [2] can provide optimum
is a physical layer solution for Increasing Concurrency 1Ranacity fora > 3. However, the multipath fading channel
wireless ad hoc networks. One of the main drawbacks Wiffjoqe| was not considered in any of these papers and only in
this approach is the complexity requirement for implemeati 151 the random phase was added to the channel model. Xue et
distributed cooperative MIMO systems. al. [16] were first to demonstrate that multipath fading does

Knopp and Humblet [4] derived the optimum capacity fopqt jecrease the capacity and hence, the information tteore
the uplink of wireless cellular network taking advantage of

. . : 1
multi-user diversity. They proved that if the “best” chahnelJploer bour?d.thro-ughput capaqty with ff”‘d'”g @. ﬁ)
(i.e., the channel with the highest SNR in the network) is S(.Q—ur analysis in this paper con_3|ders multlpath_ fading far th
lected, then all of the power should be allocated to thisifipec channel_ madel af‘d the capac_lty _computatlon is based on the
user with good “channel” instead of using a water-filling pow generalized physical model criterion.
control technique. Viswanath et al in [6] used a similar idea
the downlink channel using the so called “dumb antennas” by
taking advantage of opportunistic beamforming. Grosssgau We assume a wireless network with nodes distributed
et al [5] extended this multi-user diversity concept to thsee randomly and uniformly in the network area. Our analysis is
of mobile ad hoc networks and took advantage of mobility dfased on the extended network model, where the density of
nodes to scale the capacity. nodes is a constant ordéx(1) and the area of the network is a
Interference is a significant impediment to the scalingquare with side length equal {¢n. The capacity computation
of wireless networks and there are considerable efforts ibased on extending the physical model criterion in [1] by
mitigate its negative effects. Interference alignment i@k adding fading effects in the signal-to-noise plus intexfee
been proposed to align interference to the desired sigrdl suatio (SINR) computation. To simplify our analysis, we do
that the interference no longer interferes with the sigiéle not consider a torus or a sphere shape for the network area.
main idea in this approach is to use part of the degrekl®wever, the results on the order capacity are the same. We
of freedom available at a node to transmit the informatiomssume that the node’s movement causes fading. Hower, thi

Il. RELATED WORK

IIl. NETWORK MODEL AND PRELIMINARIES



is a restricted movement such that any node only moves withirteref is some constant value dependihgndd is a positive

its transmission range and the network topology and routirgbitrarily small value close to zero.

does not change with time. If the nodes have unrestrictedAll nodes in the network are endowed with a single antenna.

mobility in the entire network, we assume that the timé some area, there ail€ transmitters which want to transmit

duration that causes the topology of the network to changeiigormation while the rest of the nodes around them are the

always smaller than the duration for transporting inforiorat potential receivers. If the total number of transmittersd an

from each source to its destination. Therefore, at any drapsreceivers isn, then the channel matrid is a (m — K) x K

during packet transmission from any source to its destinatimatrix with elementsh;; for j € [1,2,---,m — K] and

in the network, the topology is static. 1 € [1,2,---, K] are the receiver and transmitter index re-
Let X; and Xp(;) denote the locations of nodeand its spectively. We consider block fading model where the chinne

receiving nodeR(i) respectively. LetP;z(;) be the received coefficients are constant during coherence interval'oThen

signal power at nod&(i). The wireless channel is subject tathe received signaY (m~%)*1 can be expressed as

fading as described below. We defiffeas the transmit power

at nodei and|X; — X ;)| as the Euclidean distance between Y =Hx+n, ®)
nodesi and R(i). P;r(;) is modeled as wherex is K x 1 transmit signal vector and is (m — K) x 1
P noise vector. The noise at each of the receivers is i.i.ch wit

= | Hop P 2\ dictribiiti
Pir) = |Hir)l X = Xn) ) (1) CN(0,02) distribution.

IV. OPPORTUNISTICINTERFERENCEMANAGEMENT

whereH; rn(,y is a random variable that incorporates the chan-
iR(1) p (OIM)

nel fading andv is the path-loss exponent whose typical values
are between 2 and 6. Under Rayleigh fading modglr;, A. Scheduling Protocol

and |H;p(;)|* have Rayleigh and exponential distributions Fig. 1 illustrates the system involved in OIM. Without loss

respectively. _ . of generality, we assume that the receiefi) = i for i ¢
Definition 3.1: Generalized Physical Model [1,2,..., K] in Fig. 1. In this figure, solid line and dotted line
In this analysis, the data rate between the transmittexirec represent a strong and weak channel between transmitters an
pair i and R(¢) in bits/second is defined as receivers respectively.
OiR(i) = W 1Og (1 + SINR'LR(Z)) ’ (2) Transmitter 1 Transmitter 2 Transmitter x Transmitter K
OOq .0 Oy
whereW is the bandwidth and SINfR;, between the trans- l e HlO—6K]
mitting node X; and the receiving nod& ;) is defined as e e R !
P 2 | |
H. . | | I
(\Xi*XR(i)Da' iR(7) ! !
SINR; (i) = = , 3) 1 :
N+ Zk?ﬂ' (Xe—Xr@D® |HkR(i) |2 i : i
where N is the ambient noise power aid,’s(k # i) are the N YT -y
interfering nodes. Note that the channel model consistarge! ol ol e O e QT
scale fluctuatior|.X; — Xg(;|~* and small scale fluctuation Receiver 1 Receiver 2 Receiver x Node mK
|Hyr( >

The throughput ofC(n) bits per second for each node Fig. 1. Opportunistic Interference Management System Mode
is feasible if there is a spatial and temporal scheme for . .
scheduling transmissions, such that, by operating theorgtw e assume that, for each node, there is always some traffic
in a multi-hop fashion and buffering at intermediate nodei¢mand to any other neighbor node at any time slot. Each
when awaiting transmission, every node can séHa) bits Packet is either destined for a particular neighbor nodesor i
per second on average to its destination ndée:) is said to relayed through a route that need the node to relay.
be of order®(f(n)) bits/second if there exists, > ¢; > 0 For any time slofT, there arer potential transmitters out of
such thatey f(n) < C(n) < caf (n). K that satisfy the OIM condition, whereis a random variable

To simplify the analysis, we assume the node density Y§th mean value ofD = E(x). We will define subsequently
equal to unity. Hence, if5| denotes the area of space regign the probability distribution function of and the relationship
the expected number of the Nod@&,N's), in this area is given PetweenD, K and the rest of the nodes— K. In practice, we
by E(Ns) = |S|. Let N; be a random variable defining theselectK transmitter nodes who are close by in order to make
number of nodes irs; . Then, for the family of variablesV;, coordination easier. During the first phase of communicatio

we have the following standard results known as the Cherndie K transmitters sequentially transmi{ pilot signals. In
bound [17]. this period, all the othem — K nodes listen to these known

messages. After the last pilot signal is transmitted, althef
P[|N; —|S;]| > 8|S,|] < e~ 1%, (4) other nodes evaluate the SNR for each transmitter. If the



SNR for only one transmitter is greater than a pre-deterthineritten as
threshold SNR and below another pre-determined threshold D
of INRy for the remainingk’ — 1 transmitters, that particular  Cproposed = log (1 + SINR;g(3)) ,

receiver selects that particular transmitter. In the sdqumase i=1

of communication, these receivers notify the transmittheg D < SNR g )
they have the required criterion to receive packets durrg t = Zlog 1+ —%— ;
remaining time period off'. If appropriate values for SNR i=1 Zj:l,j#i INR; r@i) +1
and INR; are chosen, such that SNR> INRy, then the > Dlog <1+ SNRy )
transmitters can transmit different packets to differeceivers - (K—1)INRy+1/"

concurrently. The receivers only receive their perspegbiack- = Dlog(1+ SINRy) 9)
ets with strong signal and can treat the rest of packets & noi

The value of SNR (or INRy) can be selected as high (or low) In the foIIowiqg, we will prove that for any given vaIu_e of
as required for a given system as longrass large enough. SINR, there exists a relationship betweenand D that will

We will show their relationship in details later. satisfy Eq. (9). To prove the existence of this algorithm, we

: . S need to prove that there al®@ = E(x) transmitter-receiver
In the following analysis, our objective is that for any P (=)

given number of nodes, fading parameter, and SINR pairs that satisfy Eq. (6) on average.
requirement, we compute the value Bf= E(z) To prove the condition in Eq. (9), we assume that the

channel distribution is Rayleigh fading channel. Howeeaery
time-varying channel model can be utilized for the follogin
derivations. Note that for a Rayleigh fading chankkdistri-

B. Theoretical Analysis bution, the probability distribution of SNR is given by [18]

Let's define SNRz(;y and INR ;) as the signal-to-noise 1 z 0
ratio and interference-to-noise ratio between transmitte pz)=14 o P (__) y B2 (10)
other transmitteyj, j # ¢ and:’s corresponding receiveR(7) 0, 2<0

respectively. Note that we only consider fading (small scal .
fluctuation of channel) for the analysis of OIM as explaineWhere Z 18 thfj SNR. (or INR) vaIu.e andeu(z) = o,

earlier. The objective of OIM is to find: receiver nodes out Y2rH(2) = o°. Equivalently, \/o/2 is the parameter for
of m — K choices to satisfy the following criteria. Sinaeis Rayleigh fading distribution which shows the strength of th

a random variable, we use the average valuer akceiver fa('nlol\ng ch_annerll. bability distribution f : q
that satisfies OIM requirement, i.el) = E(z). Then for ssuming the probability distribution function, eépecte
value and variance ot are Pfz), D = E(z) and A® =

any associate transmittéyi € 1,2,--- , K, i's corresponding v tivelv. Note that b lecting th |
receiver R(:) and other transmittey,j € 1,2,--- K, j # i, ar(“ﬁ?) respectively. Note that by selecting Ine average vaue
there has of x, in practice the actual number of nodes satisfying OIM

is either larger or smaller than this average value. Theegfo
) , we may decide to choose a constant value such that with a
SNRr@) 2 SNRy,i €,1,2,--- K, R(i) € 1,2,--- @ probability arbitrarily close to zero, the actual numbenofles
INR;riy <INRy,j €1,2,--- K, j#1 (6) satisfying OIM criterion is always smaller than this valBy.
utilizing Chebyshev’s inequality, we have

The above condition states that each one ofitheceiver 1
nodes has a very good channel to a single transmitter node Pr(lz = D 2 cof) < %' (1)
and weak channel (strong fading) to the otiiér- 1 receiver s equation implies that for any given, the value ofz is
nodes as shown in Fig. 1. smaller thanD + coA with probability greater thar — .
Then, we define SINR ;) as Clearly this probability can be selected arbitrarily clés®ne.

The practical price is increase in transmission of pilohsig
SINR. oy — SNRir () 7 during the first phase of communications. In the followings,
R’LR(’L) - K—1 ) ( )

S INR ey + 1 we will prove thatD = ©(K).

V. CAPACITY ANALYSIS OF AD HOC NETWORKS WITH
and SINR. as OPPORTUNISTICINTERFERENCEMANAGEMENT

Our achievable bound for the capacity analysis is based
SNRyr ) (8) on the TDMA scheme that was originally introduced in [19].
(K —1)INRy + 1 In this approach, the network is divided into smaller square
cells each one with an area such that all the nodes inside
respectively. each cell are connected. Therefore, each square cell has an
Hence, supposing we can fin = E(x) transmitter- area of7?(n)/2 which makes the diagonal length of square
receiver pairs satisfying Eq. (6), then the sum rate can kequal toT(n) as shown in Fig. 2. Under this condition, if

SINRy =




networks. We defing, = = 1)a. The sumS = Z is
bounded by a constant, as follows [20] when > 2

S:Z T +L

=1
N q q

+
z

1
L

/" + —|—/OO ! d
—_— —dz | =4
o (1- %)a 1-4 2°

0 eb%ﬁ % - (14)

o0

Il
-

[

IN

dx

SIS

When L is selected sufficiently large, then the ef-
fect of interference from outside cells can be reduced to
any desired value based on Eq. (13). Next we need to

the transmission range is at ma&tn) for each hop, then all Prove thatS = 37°°, So|Hyp(;|* is bounded. Because
nodes inside a cell are within cooperation range of eachrothdlgr@)|> 1S a random variable, then we should prove
We build a cell graph over the network that are occupied withr ( >-°° | S, |H,r(;[* — oo ) = 0.

at least one vertex (node) [19]. We organize cells into gsoup | ot's defineE [|H
such that simultaneous transmissions within each groug doe

not violate the OIM condition for successful communication

Let L represent the minimum number of cell separationg’ = E
in each group of cells that communicate simultaneously. In
every 1/L? time slots, each cell receives one time slot to From Chebyshev's inequality,
communicate. In an active cell, each transmitter node eithe < oo

Fig. 2. The cell construction in extended wireless ad hogvort

@ [*] = o, then

ZS |HqR(z)| ] = ZSqE[|HqR(z)|2] < ¢yo0. (15)

g=1 q=1

sends a packet to one of the nodes inside the cell or a ZSQ|HqR(i)|2 —u
node in adjacent cells. Fig. 2 shows a group of active cells =1

with cross symbol inside the cells. Note that the distance

between interfering cells is at leagi’(n)L/v/2 — T(n)/v/2 Where,V = Var {ZOO S, IHqR(i)IQ} Because ofS; <
forq=1,2,---, centered around any active cell. Sy, Vg, thenV = Z °, SQVar [|HqR N ] < ¢40? provided

Our anaIyS|s is based on computing SINR for two caseat |H, x| are ii.d for different values of; in extended
of interference within a cell and interference from outsitle network model. Clearly, itx — oo, then

cell. We denote the former one as SINR: and the latter as
SINRyyter. Note that in general, the SNR can be computed as Pr(

2
> a> <’y ae

ZSQ|HkR(i)|2 - 00) =0 17)

P I H ]2 —
| X —XRrl* |HZR(l)| =1

SNRigr) = i
The lower bound is derived based on the OIM condi-
tion. If we assume|HiR(i)|2 > c3, then c3 can be se-
lected asc; — SNRrNM To compute the lower Where, SINR(oute is a constant term derived from Eq. (13)
bound for SINRye, We note thatE[IHkR(z)l ] = ¢ and that is defined based on the communication requirements for
Var||H, gz |*] = 0% because of the characteristic of expogach node. From Eq. (8), the lower bound for SIINR is
nential distribution| H.p;)|* for any k in Eq. (10). Due to given by
|Xi — Xg(»| < T'(n) for neighbor cell, then

2 SNR. (12) Thus, the Eq. (13) is bounded as

SINRoyter > SINRy (outel) (18)

SINRnner > SINR; = SINRy(inner). (29)
P \H. .2
SINR, _ [Xi—Xre [ Hir| Combining Eg. (18) and Eq. (19), SINR is given by
uter — N T Z P |H . |2 ]
ki X=X e~ 1 RE®) SINR, 7 Signal
(TC(S# RGO = N ¥ Interferencgyer + Interferencgner’
> = Signal
N+>,2:8q C |Hyriy? > : _
= (aT(n)L/V2-T(n)/v2)x 7798 = Signal Signal J
! csP N+ SINRi?(r:Ja:Jter) - N+ SINRi?(ri]:ner) -N
(f) 1
N ()" e AP (13) > ———— = SINR(t0t(20)
V2 L Lug= 1 (q—f)a qR(i) SINR,(oute) ' SINR(inner

where, we need to prove the second term of denominatoNext, we derive the relationship betweéh= E(z), K and
bounded provided thaP increases withT'(n) in extended m = ©(T?(n)) in order to compute the throughput capacity



for each cell. Based on Eq. (9), the order capacity for ea¢Rr(A))" given SINR, condition in Eq. (8).
cell can be computed.

P -1
Let's define eventd is for a receiver node that satisfies the minimize  (Pr(A)) (25)
condition in EqQ. (6), and assume that the channels between th subject to SINR = SNRy (26)
transmitter and receiver nodes are i.i.d. in extended nétwo (K —1)INRy + 1
model, then this probability can be derived as This optimization problem can be rewritten as
K 0o INRy K-1 . Br A .
Pr(A) = (1) / p(z)dz ( / p(z)dz) . S ((PrA)™)
SNRy 0
tr K-1 SNRy
B Y G S

— min

K Bq.26) | ({ _ ™ K-l
Note that PfA) is the probability of a receiver node ( e )
satisfying condition in Eq. (6) for any one of the transmitte

SINRy INRyr
nodes. Our objective is to maximize this probability based @ 1 sw e(K-1==—¢

on network parameters. Maximizing () will maximize K INRys (1_6_@)1’{—1 ’

the number of OIM nodes which is a function of the total

number of nodesn. Note that among all network parameters & 1 s g, . feUETDIEE

m, SNRy, INRy, and o, the values ofm and o are really - KT R W (27)

related to the physical properties of the network and are not
design parameters. Further, the parameters SHRI INR, We derive the equality (a) by replacing SNRiith INR; and
can be replaced with a single parameter S§NRing Eq. (8). SINRy using Eq. (8). Since in practice a successful com-
Remember: is a random variable that denotes the numb@hunication occurs when we have a predetermined minimum
of receiver nodes satisfying the OIM condition, i.e., eaeh rvalue for SINR, therefore we fix the value of SINRand
ceiver node has a very strong channel with any one transmitéétempt to optimize the above equation based onyNFhe
node and very weak channel (deep fade) with all otifer 1 limitation in (b) is derived by assuming®c — 0 and the
transmitter nodes. Note that it is possible that two regeivéact thatlim, .o (1 — exp(—x)) = x. Note that the unique
nodes satisfy OIM condition for the same transmitter. Thusharacteristic of this new scheme is to take advantageaigtr
we definey is the random variable satisfying satisfying Eqfading and clearly, under that circumstance the valudgt
(6). is small.
The event thaty = d receiver nodes satisfy the OIM  The minimum value of &
constraint satisfies binomial distribution as follows:

(K= DSINR o
|N;§<*1 can be derived by
taking its first derivative with respect to INRand making it

Priy = d) = <m —K ) (Pr(A))? (1 — Pr{A))™~*~4  (22) equalto zero.

d (K=DSINRy |\R

Note that there is some probability that for the difference (; _ ;)SINRt
receivers, they are associated with the same transmitter. W<—r
will use the following approach to compute the lower bound g
of the capacity we achieved. We will see it does not affect the The solution for INR,. is
order of the capacity. The probability that the first receive o
associated to any of the antennas at the base statiofi43,Pr INRy = SINRy (29)
and this probability for the second receiverfig2 Pr(A). This '
probability can be similarly computed for all other receive ~ Then with optimum value fofPr(A))~" using Eq. (27), the
The probability for the last receivei" to satisfy Eq. (6) is OPtimumm is derived from Eq. (24) as
K—d+lppA) > LPr(A). From this argument, it is clear that SINRy K-1
these probabiliti}és are lower bounded a#r(A). m < K+ De (SINRee)™ (30)

The lower bound for the expected value:ofs given by  This value is derived by replacing the optimum value of [NR
_K into Eq. (27) and using the limitation (b) in this equation.
Pr(A). (23)  Now we investigate the asymptotic behavior of the network
It is noteworthy to mention again that the number 0? .€.m = ) anq try to comput_e the maximum achievable
receivers that satisfy OIM conditiom is a random variable capacity and scaling laws for this scheme. Note _Tdna‘ep-
and D is simply the average value of this random variabler.esents the stren_gth of fading channel and_as this parameter
Thus increases or equwalently_the channel experience morgeeve

' fade, then the value oD increases. The main reason is the
fact that fading environment helps to combat interference.

Note thatm is upper bounded by the inverse of(Rj. Now we investigate the asymptotic behavior of the network
Therefore, in order to minimize., it is necessary to minimize (i.e. n — oo0) and try to compute the maximum achievable

INRE-! — (K — 1)|NR{§2> =0 (28)

D=E(x)>"

m < K(D (PrA)) "' +1). (24)



capacity and scaling laws for this scheme. From Eq. (30), if

we selectD = O(K), then we have { n 2}
(LT (n)/V?2)

m =0 (De®) =0 (Ke") = 0 (e*¥) (31) P N IN; — E(N;)| < 6E(N;)
j=1
Thus, whenm = © (T%(n)), ’
D = ©(K) = 6(logm) = O(log T(n)) (32) feorad
o . > 1— > P[N;—E(N;)| > SE(N;)]
Then by utilizing Eq. (9), the scaling laws of OIM scheme for j=1
each cell is ool [ - n — 2" OB, (35)
= O (logT(n)) (33)  Given thatE(N;) = () then we have
It is worthy to point out that whenr tends to zero, this (W}
technique cannot achieve the optimum valuelof Equiva- lim P N. — E(N:)| < 6E(N;
lently, this condition occur when the channel fading is not o0 Jol IN; ()] (N5)
strong. This is contrary to the current belief for pointgomnt
communications that fading reduces the network capadaity. | : n —0T?(n)/2
. i ) X >1—lim |—— e (36)
a multi-user environment, fading actually is very helpfQur n—co | (LT(n)/v/2)?
proposed multi-user diversity scheme also is differentrfro ) e 0T(n)/2 _
the original scheme that requires the transmitter to sefach | T'(n) > /2logn /6, limy .o *—mry— — 0, which
the node with the best channel condition. As we have shovfigmpletes the proof. =

fading is very important and when the channel fading stiengt Next we discuss the routing scheme to achieve the achiev-
increases, we can achieve better capacity performancesin able lower bound capacity which is similar with the routing
network. scheme in [20]. We extend this routing scheme from the
Next we prove that when nodes are distributed uniformly dénse-network model into the extended-network model to
over a square area, each cell conta#(@?(n)) nodes w.h.p.. accommodate fading. According to the model, each node
The objective is to find an achievable bound using the Chérnéf! < i < n, generates data packets at a rate:) with each
bound, such that the distribution of the number of nodes figstination chosen as the node nearest to a randomly chosen
each cell space is sharply concentrated around its mean. locationY;. Denote byX . ;) the node nearest t;, and by
Lemma 5.1:The square cells of side lengt(n)/v/2 for L; the straight-line segment connecting andY; (see Fig. 3).

concurrent transmission contaiBg7(n)) nodes w.h.p., and 1he packets generated by; are forwarded toward\ e (i)
is uniformly distributed for allj cells, 1 < j < [ in a multi-hop fashion, from cell to cell in the order that yhe

(LT(n>N§)J’ are intersected by.;. In each hop, the packet is transmitted
whenT(n) = Q (viogn). . from one cell to the next cell intersecting;. Any node in
Proof: The statement of this lemma can be expressed @3 cell can be chosen as a receiver. Finally, after readhiag
[ n 1 cell containingY;, the packet will be forwarded to ;.
. (LT )/ V)2 in the next active slot for that cell. This can be done because
Jim P f IN;j — E(Nj)| <0E(N;) | =1, (34) Xest(i) 1S Within @ range of7'(n) to any node in that cell.
There is a bound on the number of routes each cell needs to
Serve, which means we bound the probability that a line will
i@éersect a particular cell.
For completeness, we present the following two lemmas for
the extended network.
Lemma 5.2:For every lineL; and cell Sk, j,.

Jj=1

whereN; and E (N;) are the random variables that represe
the number of nodes in the square cell with diagonal distan
of T'(n) centered around cefl and the expected value of this
random variable respectively, andis a positive arbitrarily
small value close to zero.

T(n)

From the Chernoff bound in Eqg. (4), for any given . r N
0 < § < 1, we can findf > 0 dependingd such that PriLine L; intersectsSy, .} = p = O vn (37)

P[|N; = E(N;)| > 6E(N;)] < e~*#(N2). Thus, we can con- Proof: We defineSy, j, as the cell which is contained in
clude that the probability that the value of the random \@€a 5 gisk of radiusT'(n)/2 centered atD as shown in Fig. 3.
N; deviates by an arbitrarily small constant value from thgypposey; is at distance: from the disk. We extend the two
mean tends to zero as— OT This is a key step in showing angent lines originating fronk; equally such thatX; A| =
Ty Ve _ _ |X;B| and|X;C| = v/2n, whereC' is the mid-point ofAB.
that when all the event§);_, [N; = E(Nj)| < ThenL; intersectsSy, ;, only if Y; is in the shaded area. Its

0E(N;) oceur simultaneously, then. .al.’st CONVErge unl- area is less than the minimum ofand the area of the triangle,
formly to their expected values. Utilizing the union bound, VR I T(n))
<ni(n)/x.

we arrive at which is v2n x v (@+T(n)/2)2—(T(n)/2)2




Thus by the union bound, we have

Pr(Some cell intersect®(y/nT(n)) lines)

< ZPr(CeII Sk intersects2(nT'(n)) lines)
k,j
= O (—T;(Ln) exp (—\/ﬁT(n))) (42)

The right hand side tends to zero for any valueltgf,). B

From earlier discussion, we know that there exists a trans-
mission schedule such that in evefy? (L is a constant)
time slots, each cell receives one time slot to transmit & ra
ChroposedV bits/second as shown in Eq. (33) with maximum
transmission distanc&(n). So the rate at which each cell
- can transmit idog (7'(n)) W/L?. From Lemma 5.3, each cell
needs to transmit at rate (C'(n)/nT'(n)) whereC(n) is the

Fig. 3. Routing scheme proof throughput capacity of the network. This can be accommo-
dated by all cells if
2
The location ofX; is uniformly distributed, therefore, the C(n)v/nT (n) = © (log (T'(n)) W/L?) (43)

probability density function thak’; is at distancer from the  Note that in each cell, the traffic passing through that cell

disk is a ring that is bounded by (%("Wd:c) Hence, can be handled by any designated node in that cell. The
) . following theorem describes the main result of this paper.
Pr{Line L; intersectsSk, o, }, Theorem 5.4:In extended wireless ad hoc networks, the

INNACTI x+T(n)/2 unicast throughput capacity in multipath fading enviromte
0 _/ (min(nT(n)/z,n)) T |5 with multi-hop communication when nodes utilize OIM is

nJT(n)/2 n
- 0 (%) : (38) C(n) =6 (%) ; (44)

m WwhereT'(n) = Q(yIogn).
Based on the above lemma, we can show the following Next theorem presents the throughput capacity of this net-

uniform bound on the number of routes served by each celvork in the absence of OIM.
Lemma 5.3:It can be proved that Theorem 5.5:In extended wireless ad hoc networks, the

unicast throughput capacity with multi-hop point-to-ptoin
communication is

o= () “
%/vhereT(n) =Q (vlogn).

The proof procedure for this theorem is very similar to that
of Theorem 5.4 except that we do not consider the OIM effect
in Eq. (6). Also note that because there is no OIM, there is

lim Pr (sup{Number of linesL; intersectingS ; }
nmee (k.J)

= 0 (VT (n)) ) —1. (39)

Proof: First we derive the bound for the number o
routes served by one particular cél}, ;,. Define i.i.d. random
variablel;,7 < i < n, as follows.

1, if L; intersectsSk, ;, only a single transmission in each cell.
e 0, if not (40) When T'(n) = Q (@) C(n) = © (1;5112%) for

_ . . ) fading channel utilizing OIM wittB(log log n) gain compared
Let Pi(I; = 1) = p Vi, wherep is defined in Lemma 5.2. 15 point-to-point communications and wh@tin) = © (y/n),
DenoteZ,, the total number of routes served By, ;,. Then (n) = Q logn) for fading channel utilizing OIM with

Zy = 11 +1y+---+1,. Using Chernoff bound, for all positive T . . .
Loz 9 Zn P O(logn) gain compared to point-to-point communications.

Ee*n] gj x
values ofb anda, Pr(Zy, > b) < =z~ Sincel +x < e, The capacity of these two schemes are illustrated in Fig. 4.

we have Next figure demonstrates theoretical and simulation result
Ele*?"] = (14 (e*—1)p)" < exp(n(e® — 1)p), for the capacity of wireless ad hoc networks with and without
= O(exp((e® — )/aT(n))). (41) OIM. The results clearly show that our theoretical results

matches simulation results. The simulation has been dothe wi
Now by choosingb = c/nT'(n)) for any constant > 1, 10* nodes in the network. Note that by increasingor by
we get P(Z, = Q(y/nT(n))) = O(exp(—+/nT(n))) if a is decreasing SINRor transmission rangé&(n), the throughput
small enough. capacity increases as predicted by our analysis.
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Fig. 4. The throughput capacity with and without OIM in exded wireless
ad hoc network with fading channel
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Fig. 5. The throughput capacity simulation with and with@itM as a
function of o, SINRy, andT'(n).

VI. CONCLUSION
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