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Although forensic DNA testing is well established,
experts sometimes disagree about the interpreta-
tion and statistical characterization of test results.

This article will describe the key controversies and will
explain what lawyers need to know to recognize and deal
with controversial types of DNA evidence.

When labs try to “type” samples that contain too
little DNA, or DNA that is too degraded, the results of
the DNA test can be unreliable. The test may fail to
detect certain genetic characteristics (called alleles) of
people who contributed DNA to the sample — a phe-
nomenon called allelic drop out; the tests may falsely
detect characteristics that did not come from contribu-
tors — a phenomenon called allelic drop in; and the
test results may be distorted in other ways that compli-
cate interpretation.

Labs try to make allowances for these distortions
when they deal with limited and degraded samples.
Because two samples from the same person may (under
these conditions) produce slightly different DNA pro-
files, labs must use lenient standards for declaring that
a suspect “matches” or is “included as a possible con-
tributor” to an evidentiary sample. They do not require
that the suspect’s profile correspond exactly to the evi-

dentiary profile — some differences are allowed in
order to account for drop out, drop in, and other types
of distortion. But this leniency in matching increases
the probability that an innocent suspect, who was not a
contributor, will be incriminated — and therefore
requires an adjustment to the statistics that describe the
value of the DNA match. The controversy we will
examine concerns how big this adjustment should be,
and how labs should make it. Before delving into that
debate, however, we will provide some background
information on DNA evidence.

I. Admissibility of DNA Statistics 
DNA evidence is typically accompanied by impres-

sive statistics that purport to show the meaning (and
power) of a DNA match. The most common statistic is
the random match probability (RMP), which is an esti-
mate of the probability that a randomly selected person
from some reference population (e.g., Caucasians,
African-Americans, Hispanics) would “match” or be
“included as a potential contributor” to an evidentiary
sample. These statistics can be extremely impressive —
random match probabilities of one in billions, trillions,
or even quadrillions and quintillions are typical,
although more modest estimates of one in thousands,
hundreds, or even less, are sometimes offered in cases
where limited DNA profile information was detected in
the evidentiary sample. In cases involving mixed DNA
samples (samples with more than one contributor) labs
sometimes compute another statistic called a combined
probability of inclusion or exclusion (CPI or CPE),
which reflects the relative probability of obtaining the
observed results if the defendant was (and was not) a
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contributor.
The scientific community has long

recognized the need for statistics in con-
nection with DNA evidence. In 1992, the
National Research Council, in its first
report on DNA evidence, declared:

To say that two patterns match,
without providing any scientif-
ically valid estimate (or at least,
an upper bound) of the fre-
quency with which such
matches might occur by
chance, is meaningless. …
DNA “inclusions” cannot be
interpreted without knowledge
of how often a match might be
expected to occur in the gener-
al population.1

The Scientific Working Group on
DNA Analysis Methods (SWGDAM), a
group of forensic scientists chosen by
the FBI to propose guidelines for DNA
testing, has also declared that statistics
are an essential part of forensic DNA
analysis. Its most recent guidelines
(approved in January 2010) include the
following: “The laboratory must per-
form statistical analysis in support of
any inclusion that is determined to be
relevant in the context of the case, irre-
spective of the number of alleles detect-
ed and the quantitative value of the sta-
tistical analysis.” (Interpretation
Guideline 4.1).2

Courts in most jurisdictions will not
admit DNA evidence unless it is accompa-
nied by statistics to give meaning to the
finding of a match. As one court explained,
“[w]ithout the probability assessment, the

jury does not know what to make of the
fact that the patterns match: the jury does
not know whether the patterns are as com-
mon as pictures with two eyes, or as
unique as the Mona Lisa.”3 In many juris-
dictions the law also requires, as a condi-
tion of admissibility, that the statistics pre-
sented in connection with the DNA evi-
dence be accurate and reliable. In other
words, the validity of the statistics is an
issue going to the admissibility of DNA
evidence, not just its weight.4

Since the mid-1990s, proponents of
DNA evidence have generally had little
difficulty establishing the admissibility
of DNA statistics. As we will show, how-
ever, most laboratories are using statisti-
cal methods that are valid only in cases
where the test results are reliable and
accurate — which means cases where it
can safely be assumed that all alleles
(genetic characteristics) of the individu-
als who contributed DNA to the eviden-
tiary samples have been detected. A
growing number of laboratories are
expanding their use of DNA testing —
using it to examine limited and degrad-
ed samples where it is not possible to
obtain complete results. In those cases,
the standard statistical methods, which
have long been accepted for the typical
case, can be highly misleading.

II. Computing DNA
Statistics in Cases With
Ample Quantities of 
DNA and Clear Results

Forensic DNA testing in the United
States is generally done using commercial

test kits that examine at least 12 locations
(loci) on the human genome where there
are STRs (short tandem repeats). At each
STR a person will have two “alleles”
(genetic markers), one inherited from
each parent. If two DNA samples are from
the same person, they will have the same
alleles at each locus examined; if two sam-
ples are from different people, they will
almost always have different alleles at
some of the loci. The goal of forensic DNA
testing is to detect the alleles present at the
tested loci in evidentiary samples so that
they can be compared with the alleles
detected at the same loci in reference sam-
ples from possible contributors.5

DNA tests produce computer-gener-
ated charts (called electropherograms) in
which “peaks” represent the alleles. Figure
1 shows results for five different samples
— the top chart shows the alleles found in
blood from a crime scene; the lower four
charts show the alleles found in reference
samples from four suspects. The charts
show results for just three of the loci nor-
mally examined by the test — these three
loci are called D3S1358, vWA, and FGA.
At each locus the computer assigns a
number to each peak (based on its posi-
tion which in turn is determined by its
size) to indicate which of the possible
alleles it represents.

A quick look at the charts will show
that only Suspect 3 has the same alleles as
the blood from the crime scene — hence,
based on these results, Suspect 3 would be
“included” as a possible source of the
blood, while the other three suspects
would be excluded. To know how much
weight to assign to such a “match,” labs
typically compute the random match
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Figure 1: Electropherograms showing DNA profiles of five samples at three loci



probability — that is, the probability that
a random person would “match” the alle-
les found in the blood sample. Table 1
shows how this is done. A lab analyst con-
sults a database to determine the frequen-
cy of each of the matching alleles in a ref-
erence population that reflects a pool of
alternative suspects. (Table 1 shows the
frequency of each allele among U.S.
Caucasians). These frequencies are then
multiplied together in a particular way. If
there are two alleles at a locus, the fre-
quency for the pair (called a genotype)
can be determined with the simple for-
mula: 2 x p x q, where p and q are the fre-
quencies of the individual alleles. For
locus D3S1358, for example, the allele fre-
quencies are 0.103 and 0.262 (which
means that 10.3 percent of the alleles
observed for this locus are “14” and 26.2
percent are “15”), so the frequency of the
pair of alleles (genotype) is 0.103 x 0.262 x
2 = 0.054, which means that among U.S.
Caucasians approximately 1 person in
18.5 would have this genotype. If there is
only one allele at a locus (which would
occur if the person inherited the same
allele from both parents), then the fre-
quency for such a genotype is simply p2,
where p is the frequency of that allele. The
frequencies of the genotypes at each locus
are then all multiplied together to produce
a frequency estimate for the overall pro-
file.6 The overall frequency (among U.S.
Caucasians) of the three-locus DNA pro-
file seen in the blood from the crime scene
(and also in Suspect 3) is approximately
0.000212, which means that approximate-
ly one person in 4,592 would be expected
to have this particular three-locus profile.

The profile frequency is often called
the random match probability (RMP)
because it delivers the answer to a very spe-
cific question: the probability that a ran-
domly chosen, unrelated person from the
reference population would happen to
have the same DNA profile found in an
evidence sample. The DNA test places a
matching suspect, like Suspect 3, in a cate-

gory of individuals who might have been
the donor of this sample; the profile fre-
quency (RMP) tells us something about
the size of this group (in our example, it
includes 1 in 4,592 Caucasians, which is a
lot of people given that more than 100 mil-
lion Caucasians live in the United States).
The profile frequency does not tell us the
probability that Suspect 3 was (or was not)
the source of the blood at the crime scene
because the DNA evidence cannot tell us
whether Suspect 3 was more or less likely
to be the donor than any of the other peo-
ple who would also match. But it does tell
us how broad a net was cast by the test —
it was broad enough to incriminate about
one person in 4,592, just by chance. Hence,
in a case like the one illustrated here, it is a
useful statistic for characterizing the value
of a DNA match and is widely accepted as
valid and appropriate by scientific experts.
Unfortunately, not all cases are as clear and
easy to interpret as this one — for more
complex cases, the answer to the question
asked by the random match probability
(RMP) can be highly misleading.

III. Computing Statistics in
Cases With Incomplete 
Or Unreliable Data
In 2001, Bruce Budowle, then a sen-

ior scientist at the FBI Crime Laboratory,
and some of his colleagues, issued a warn-
ing to the DNA testing community about
the way they were beginning to use (and
abuse) the new STR technology:

Because of the successes
encountered with STR typing, it
was inevitable that some indi-
viduals would endeavor to type
samples containing very minute
amounts of DNA. … When few
copies of DNA template are
present, stochastic amplification
may occur, resulting in either a
substantial imbalance of two
alleles at a given heterozygous

locus or allelic drop out.7

Budowle’s concern, in short, was that
labs were beginning to use STR technolo-
gy in ways that were unreliable — exam-
ining samples so limited or so degraded
that the tests could not be counted on to
produce a complete and accurate profile.

It is now well accepted in the scientif-
ic community that STR tests become
unreliable when used to type samples con-
taining too little DNA. Such limited sam-
ples are sometimes called low-copy num-
ber (LCN) samples because they contain a
low number of copies of the targeted
DNA. When such samples are examined
the STR test may pick up more copies of
one allele than another at a particular
locus simply as a result of sampling error.
This phenomenon, known as a stochastic
effect, can distort the resulting DNA pro-
files in various ways. For example, some
alleles simply may not be sampled (allelic
drop out); it can also cause two alleles
from the same person to have widely dif-
ferent peak-heights, which falsely suggests
that they came from two different people.
Another problem with LCN samples is the
detection of spurious alleles due to a phe-
nomenon called “allelic drop in” as well as
increased incidence of a complicating
artifact known as “stutter.” As Budowle et
al. explained in 2001, “[m]ixture analyses
and confirmation of a mixture are not
reliable with LCN typing, because …
imbalance of heterozygote alleles,
increased production of stutter products,
and allele drop in can occur.”

Although these underlying problems
are widely recognized, some forensic lab-
oratories are pushing the limits of STR
testing and ignoring Budowle’s warning.
Increasingly STR testing is used on aged
and extremely limited samples, such as
“touch DNA” samples, that are likely to
yield quantities of DNA in the range
where stochastic effects occur. Analysts
try to take these effects into account by
being more lenient about their standards
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Locus

D3S1358 vWA FGA
Overall Profile Frequency
(Random Match Probability)

Alleles 14 15 17 18 23 24

Allele frequencies .103 .262 .281 .200 .134 .136

Genotype frequencies 0.054 or 
1 in 18.5

0.112 or 
1 in 8.9

0.036 or 
1 in 27.8

0.0002177 or 
1 in 4,592

Table 1: Allele, genotype and profile frequencies (among U.S. Caucasians) for the blood from the crime scene



for declaring a match. They do not
require that a suspect’s DNA profile cor-
respond exactly to an evidentiary sample
because stochastic effects, or other phe-
nomena associated with low copy num-
ber testing, might cause discrepancies.
This leniency in matching is necessary to
avoid false exclusions, but it makes it dif-
ficult if not impossible to estimate the sta-
tistical meaning of a “match.”

Consider, for example, the DNA pro-
files that are compared in Figure 2. The
chart on top shows the profile of an evi-
dentiary sample from a sexual assault case
in which very little DNA was recovered.
The chart on the bottom shows the pro-
file of the defendant. If this were a con-
ventional case, the defendant would be
excluded as a possible contributor
because his profile obviously differs. One
of his alleles at locus D13S317 (allele
“14”) was not found in the evidentiary
sample. But he was not excluded — in
fact, he is now in prison on the strength of
this evidence. The lab attributed the dis-
crepancy to “allelic drop out” and con-
cluded that he was a possible contributor
notwithstanding the discrepancy.8

This lenient approach to declaring
an “inclusion” or “match” is problematic
in several ways. First, it depends in part
on circular reasoning. There is no way to
verify that a discrepancy like the one illus-
trated in Figure 2 was, in fact, caused by
“allelic drop out.” An alternative possibil-
ity is that the true contributor of the sam-
ple is a homozygote (a person who inher-

ited allele 8 from both of his parents and
has no other allele to contribute). The
conclusion that allelic drop out occurred
here is inferred, in part, from the very fact
that it purports to explain — the discrep-
ancy between the evidentiary sample and
the defendant’s profile. At best this type of
analysis creates uncertainty about the
value of DNA evidence; at worst it under-
mines that value entirely.

The lenient approach to interpreta-
tion also creates a second problem — it
undermines the objectivity of DNA evi-
dence. The results of a comparison like
that shown in Figure 2 depend on an ana-
lyst’s subjective judgment about whether
drop out did or did not occur, which cre-
ates room for expert disagreement. A
recent study by Itiel Dror and Greg
Hampikian illustrates the degree of sub-
jectivity (and disagreement) that is possi-
ble in DNA interpretation.9 They asked 17
qualified DNA analysts from accredited
laboratories to evaluate independently
the DNA evidence that had been used to
prove that a Georgia man participated in
a gang rape. The analysts were given the
DNA profile of the Georgia man, and
were given the DNA test results obtained
from a sample collected from the rape
victim, but were not told anything about
the underlying facts of the case (other
than scientific details needed to interpret
the test results). The analysts were asked
to judge, based on the scientific results
alone, whether the Georgia man should
be included or excluded as a possible con-

tributor to the mixed DNA sample from
the victim. Twelve of the analysts said the
Georgia man should be excluded, four
judged the evidence to be inconclusive,
and only one agreed with the interpreta-
tion that had caused the Georgia man to
be convicted and sent to prison — i.e.,
that he was included as a possible con-
tributor to the DNA mixture. The authors
found it “interesting that even using the
‘gold standard’ DNA, different examiners
reach conflicting conclusions based on
identical evidentiary data.”10

Dror and Hampikian also highlight-
ed a third problem with the lenient
approach to interpretation required when
typing low copy number samples — it
creates a potential for bias in the interpre-
tation of DNA tests. Noting that the ana-
lyst who testified in the Georgia case had
been exposed to investigative facts sug-
gesting that the Georgia man was guilty,
Dror and Hampikian suggested that this
“domain irrelevant information may
have biased” the analyst’s conclusions.11

Other commentators have also docu-
mented the potential for bias in the inter-
pretation of DNA test results.12

We will focus here, however, on a
fourth problem with the lenient approach
to DNA interpretation illustrated in
Figure 2 — it makes it difficult, if not
impossible, to assess the statistical mean-
ing of the resulting DNA “match.” The
standard approach of computing the fre-
quency (in various reference populations)
of people who have the same profile as the
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Figure 2: DNA profile of an evidentiary sample in a sexual assault case and DNA profile of a suspect
(The height of each peak in relative fluorescent units — RFU — is shown in the boxes below the labels for the peaks.)

Evidentiary Specimen
D5S818 D13S317 D7S820

Defendant’s Reference Profile



evidentiary sample will not work here.
The frequency of the evidentiary profile is
irrelevant when analysts are willing to
“include” as possible contributors people
(like the defendant) who do not have that
profile. When analysts widen the net to
include people whose profiles do not
match the evidentiary profile perfectly, the
frequency of the evidentiary profile no
longer reflects and will necessarily under-
state the likelihood that an innocent per-
son will be included by chance.

A few labs have tried (incorrectly) to
deal with this problem by computing the
frequency, in a reference population, of
people who have the alleles that the
defendant shares with the evidentiary
sample. In other words, they try to com-
pute the frequency of people who would
“match” the evidentiary sample the way
that the defendant matches. For the case
illustrated in Figure 2, they would com-
pute the frequency of people who have
the defendant’s genotype at locus D5S818
and locus D7S820, and who have the “8”
allele (in combination with any other
allele) at locus D13S317. But the net cast
by this test has the potential to “include” a
far broader group of people than those
defined by this method. Suppose, for

example, that the defendant had geno-
type 13,13 rather than 8,13 at locus
D7S820. Would he have been excluded?
We strongly doubt it. We think that in
that case the analyst might simply have
concluded that the “8” allele observed at
that locus was caused by “allelic drop in”
or by DNA of a second contributor.
Analysts are often reluctant to “exclude” a
suspect unless there is no plausible way to
account for discrepancies between his
profile and the evidentiary sample.13

When the analyst can invoke allelic drop
out, drop in, secondary contributors, and
various other explanatory mechanisms to
account for discrepancies, however, the
number of profiles that might plausibly
be consistent with the evidentiary sample
can expand rapidly. This means the net
cast by the test is far broader than the cat-
egory of individuals who match the way
the defendant matches.

Another approach labs have taken to
address this problem is to base statistical
computations only on loci where all of the
suspect’s alleles were detected in the evi-
dence, ignoring (for statistical purposes)
any locus where the suspect does not
match. But two prominent experts of
forensic statistics have recently published

an article calling this approach unsupport-
able.14 Using statistical modeling, they
showed that “this approach may produce
apparently strong evidence against a sur-
prisingly large fraction of noncontribu-
tors.” 15 It allows labs to ignore potentially
exculpatory results (the loci where the sus-
pect does not perfectly match) while
counting against him those where he does
match, and this cherry-picking of data
greatly expands the net cast by the test in
ways that are not adequately reflected in
inclusion statistics. Such an approach
answers a substantially different question
than the one addressed by the random
match probability. It essentially asks:
“What is the chance that a randomly cho-
sen individual from a given population
would match the defendant if we focus
only on evidence consistent with a match
and ignore evidence to the contrary?”
When analysts present such statistics to the
jury, however, they typically (and mislead-
ingly) describe them as “random match
probabilities.”

The fundamental problem facing
those who try to design statistical proce-
dures for such cases is that no one knows
how broad the net cast by the test really
is. Estimating the percentage of the pop-
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ulation who would be “included” as a
possible contributor is like estimating the
length of a rubber band. Just as a rubber
band may be longer or shorter, depend-
ing on how far one is willing to stretch it,
the size of the “included” population may
be larger or smaller, depending on how
leniently or strictly the analyst defines the
criteria for an “inclusion.” Because it is
unclear just how far the laboratory might
stretch to “include” a suspect, the true
size of the “included” population cannot
be determined.

In some cases, forensic laboratories
try to deal with this problem by using sta-
tistics known as likelihood ratios rather
than frequencies and RMPs. To compute
a likelihood ratio one estimates how
probable the observed results (in the evi-
dentiary sample) would be if the defen-
dant was (and was not) a contributor.
Because likelihood ratios focus on the
probability of obtaining the exact results
observed (under different hypotheses
about how they arose), they avoid the dif-
ficulty of estimating the size of the
“included” group. But they run smack
into a related problem. To compute an
accurate likelihood ratio, in a case like
that shown in Figure 2, one must know
the probability that allelic drop out (and
drop in) occurred. Without knowledge of
the drop out probability, one cannot
know the probability of obtaining the
observed results if the defendant was a
contributor, which means one cannot
compute a likelihood ratio (at least not
accurately). It is well understood that as
the quantity of DNA in a sample decreas-
es, the probability of drop out and drop
in increases. But, as the quantity of DNA
decreases, the ability to reliably estimate
its quantity also decreases. So estimates of
the probability of drop out or drop in are
often little more than guesses, which we
find unacceptable given that the results of
the DNA test — whether it is reported as
a powerful incrimination or a definitive
exclusion — may depend on what guess
the expert happens to make.

In 2006, a DNA Commission of the
International Society of Forensic
Genetics proposed a statistical method
that takes drop out probabilities into
account when computing a likelihood
ratio. Unfortunately, this approach is dif-
ficult to apply even in simple cases due to
uncertainty about the drop out probabil-
ity.16 Matters quickly become even more
complicated when formulae incorporat-
ing drop out probabilities are applied to
mixtures. The Commission acknowl-
edged that “[e]xpansion of these concepts
to mixtures is complex and that is why
they are not generally used.” But that, of

course, leaves forensic DNA testing in the
unsatisfactory position of having no gen-
erally accepted method for computing
statistics in such cases.

A more defensible way to deal with
problems arising from stochastic effects is
for the lab to ignore for statistical purpos-
es any locus where it is suspected that sto-
chastic effects (leading to drop out) may
have occurred, whether or not the suspect
“matches” at that locus. One clue to
whether the sample in question is subject
to stochastic effects is the height of the
“peaks” seen in the electropherogram.
Peak heights are measured in “relative flu-
orescent units” (RFU) and their height
can be determined by reference to the ver-
tical indices on an electropherogram. As a
general policy, some labs ignore for statis-
tical purposes any results from a locus
where there are peaks below a “stochastic
threshold,” which is often set somewhere
between 50 and 150 RFU. That means
that (for statistical purposes) they rely
only on loci where they are willing to
assume that all of the contributors’ alleles
have been detected.

“Stochastic thresholds” are not a per-
fect solution to the problem posed by
unreliable DNA data because it means
that the lab may ignore potentially excul-
patory data such as the mismatch seen at
locus D13S317 in Figure 2. And experts
disagree about what the “stochastic
threshold” should be. But this approach is
less likely than other approaches to pro-
duce results that are unfairly biased
against a suspect. Unfortunately, the con-
servatism of this approach is the very rea-
son that many laboratories reject it; this
approach reduces the impressiveness of
the statistics that can be presented in con-
nection with a DNA match.

When there is no valid way to com-
pute a statistic, or when the only valid
method produces statistics that are mod-
est and unimpressive, labs sometimes
elect to present DNA evidence without
statistics. The jury is told that the defen-
dant’s profile “matches” the evidentiary
profile, or that the defendant “cannot be
excluded,” but is given no statistics that
would allow them to assess the strength of
this evidence. This approach violates the
SWGDAM guidelines as well as the legal
requirement in many jurisdictions that
DNA evidence is inadmissible without
statistics. Defense lawyers sometimes
raise no objection, however, thinking that
without statistics the DNA evidence will
do less harm, and fearing that an objec-
tion may prompt the government to gen-
erate a statistic that will prove more
incriminating. The danger of this
approach is that even in the absence of
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Glossary
Allele (peak): One of two or more
alternative forms of a gene, a peak
appears on an electropherogram
for each allele that is detected.

Bayes’ Rule: A mathematical equa-
tion that describes how subjective
estimates of probability should be
revised in light of new evidence. 

Degradation: The chemical or
physical breaking down of DNA.

Domain irrelevant information:
Information that should have no
bearing on an expert’s interpreta-
tion of scientific data; generally
from outside of an expert’s area of
expertise.

Drop in: Detection of an allele that
is not from a contributor to an evi-
dence sample, usually due to low
levels of contamination.

Drop out: Failure to detect an allele
that is actually present in a sample,
usually due to small amounts of
starting material.

Electropherogram: The output of
a genetic analyzer, typically dis-
played as a graph where individual
peaks correspond to the presence
of alleles detected in a tested sam-
ple.

Likelihood ratio: A statistic reflect-
ing the relative probability of a par-
ticular finding under alternative
theories about its origin. 

Locus (pl. loci): The physical loca-
tion of a gene on a chromosome.

Low-copy number (LCN)/low-
template (LT) DNA: DNA test
results at or below the stochastic
threshold.

Monte Carlo-Markov Chain
(MCMC) modeling: A computer-
intensive statistical method that
proposes millions of possible sce-
narios that might have produced
the observed results, computes the
probability of the observed results
under each scenario, and uses the
resulting distributions (and Bayes’
Rule) to determine which scenarios
best explain the observed results. 

Random match probability
(RMP): The probability that a ran-
domly chosen unrelated individual
would have a DNA profile that can-
not be distinguished from that
observed in an evidence sample.
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statistics the jury will assume that the
DNA evidence is highly probative, which
could easily cause the jury to over-value
the problematic kind of DNA evidence
we are discussing here.

IV. Computers to the
Rescue? The TrueAllele® 
Casework System
A Pittsburgh company called

Cybergenetics has been marketing an
automated system for interpreting DNA
evidence that relies on high-powered
computers, and a form of Bayesian analy-
sis called Monte Carlo-Markov Chain
(MCMC) modeling, to draw conclusions
about the profiles of possible contribu-
tors to evidentiary DNA samples.
Promoters of this system claim that it is
an objective and scientifically valid
method for assessing the statistical value
of DNA evidence. They claim it can be
used in all types of cases, including prob-
lematic cases in which sample limitations
render the test results less than perfectly
reliable. Better yet, the system often pro-
duces statistics that are even more
impressively incriminating than the sta-
tistics produced by conventional meth-
ods. This sales pitch appears to be work-
ing. The company has sold its system
(which consists of software and associat-
ed computer hardware) to several foren-
sic laboratories for use in routine case-
work. It has also helped forensic laborato-

ries come up with statistical estimates in a
number of specific cases. In a few
instances it has helped defense lawyers by
reanalyzing evidence in order to see
whether TrueAllele® agreed with the
interpretation offered by a human foren-
sic analyst. Because evidence generated by
this system is increasingly appearing in
courtrooms, it is important that lawyers
understand its strengths and limitations. 

The system relies on a form of statis-
tical modeling (called MCMC) that has
been widely used in the field of statistics
to model complex situations. Although
the application of this technique to foren-
sic DNA testing is novel, the underlying
approach has been used successfully else-
where. The computer is programmed to
make certain assumptions about how
forensic DNA tests work, as well as how
they fail to work. The assumptions allow
the computer to predict how an electro-
pherogram will look when the sample
tested has DNA from an individual (or
individuals) with specific profiles, how
the pattern of peaks should change with
variations in the quantity of DNA from
each contributor, with variations in the
degree to which the DNA is degraded, etc.
The assumptions cover such issues as
when allelic drop out and drop in would
be expected to occur, and how probable
these phenomena are under various con-
ditions. Based on the assumptions that
are programmed into the system, it can
predict the “output” of a forensic DNA
test for any given set of “inputs.” In other
words, it can predict the probability that a
forensic DNA test will produce electro-
pherograms showing a particular pattern
of peaks, given that the sample tested
contained DNA of an individual (or indi-
viduals) who have specific DNA profiles,
and given various other assumptions
about the quantity and quality of the
samples tested. Whether the predictions it
makes are accurate is a matter we will
consider in a moment—but there is no
doubt that the computer can make such
predictions in a consistent manner.

In order to analyze an evidentiary
sample, such as the one shown in Figure 2,
the computer is programmed to propose
millions of possible scenarios that might
have produced the observed results and
then to compute the probability of the
observed results under each scenario. The
scenarios include all possible combina-
tions of explanatory variables (i.e., geno-
types of contributors, mixture proportion,
degradation, stutter, etc.). Each scenario is,
effectively, a hypothesis about a set of fac-
tors that might explain the results; it is
evaluated relative to other hypotheses in
terms of how well it fits the observed data.

Most hypotheses are effectively ruled out
because they cannot explain the observed
results. As more and more hypotheses are
tested, however, the system identifies a lim-
ited number of hypotheses that might pos-
sibly explain the data. If all of those
hypotheses require that the contributor
have the same genotype, then the system
assigns a probability of one (certainty) to
that genotype. To give a simple example, if
such a system assumed a single contribu-
tor to the evidentiary sample shown in
Figure 2, and tried out various hypotheses
about how that single contributor could
have produced the observed results at
locus D5S818, it would conclude that the
contributor must have genotype 8, 12 —
any other hypothesis would not fit the
data. Hence, it would assign that genotype
a probability of one.

For a locus like D13S317, the analysis
would be more complicated. The hypoth-
esis that there was a single contributor
with genotype 8, 8 would fit the data, but
to the extent allelic drop out is possible,
the data could also be explained by a sin-
gle contributor with genotype 8, x where
“x” is any other allele at this locus. In that
case, the system would compute the prob-
ability of each of the possible genotypes by
using a formula known as Bayes’ Rule to
combine data on the frequency of the
genotype in the population with the sys-
tem’s estimates of the probability of
obtaining the observed results if the con-
tributor had that genotype. For example,
the system would compute the probability
that the contributor had genotype 8, 14
(and therefore matched the defendant) by
considering both the underlying frequen-
cy of this genotype in the population and
the probability of obtaining the observed
results (an 8 allele with a peak height of
80) if the single contributor had genotype
8, 14. To do this, the computer would
obviously need to estimate the probability
that drop out (and/or drop in) occurred
in this case. It would make this estimate
based on pre-programmed assumptions
about such matters as the relationship
between peak height and drop out (and
drop in: how sure can we be that the con-
tributor at the D5S818 locus was 8, 12 and
not really 8, 8 or 12, 12?). As suggested
above, the accuracy of these assumptions
will be a key issue when evaluating
TrueAllele® and similar systems.

Greater complications arise if the
system is instructed to assume there
could have been more than one contrib-
utor. If there are two contributors, then
many additional hypotheses become
plausible candidates for explaining the
data. The results at locus D5S818, for
example, could be explained if one con-
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Scientific Working Group on
DNA Analysis Methods (SWG-
DAM): A group of forensic scien-
tists from Canada and the U.S.
crime laboratories appointed by
the director of the FBI to provide
guidance on crime laboratory
policies and practices.

Stochastic effects: Random fluc-
tuations in testing results that can
adversely influence DNA profile
interpretation (e.g., exaggerated
peak height imbalance, exagger-
ated stutter, allelic drop-out, and
allelic drop-in).

STR (short tandem repeat) test-
ing: A locus where alleles differ in
the number of times that a string
of four nucleotides are tandemly
repeated.

Stutter: A spurious peak that is
typically one repeat unit less (or
more) in size than a true allele.
Stutter arises during DNA amplifi-
cation because of strand slippage.



tributor has genotype 8, 8 and the other
contributor has genotype 12, 12; but
might also be explained by two contribu-
tors who both have genotype 8, 12. Or
perhaps one contributor has genotype 8,
12 and the other has genotype 8, x, where
x dropped out, and so on. To compute
the probability of the genotypes, the
computer would need to consider every
possible combination of explanatory
variables and compute the probability of
the observed results under each possible
scenario for every possible combination
of all of the other explanatory variables.
This requires the computer to make
enormous numbers of calculations,
which is why the method requires high-
powered computers and analysis of a case
often requires many hours (or even days)
of computer time.

Once the system has computed the
probabilities of the various possible geno-
types at each locus for the evidentiary
sample, those results are compared with
the suspect’s genotypes. If any of the sus-
pect’s genotypes has been assigned a
probability of zero, then the suspect is
excluded. If all of the suspect’s genotypes
have a probability greater than zero, then
the suspect is included as a possible con-
tributor. The statistic used to describe the

value of this “inclusion” is a likelihood
ratio that indicates how much more
probable the observed results would be
(based on TrueAllele®’s calculations) if
the contributor was the suspect than if
the contributor was a random person.17

Is TrueAllele® a Valid Method?
As with any type of computer mod-

eling, the accuracy of TrueAllele®
depends, in part, on the accuracy of the
underlying assumptions. The system is
designed to take into account the possi-
bility of phenomena like allelic drop out,
drop in, and “stutter,” but does it really
know the probability that those phenom-
ena occurred in a particular case? One
expert who commented on automated
systems of this type noted that a key
problem is that knowledge of such mat-
ters is limited.18 So a central issue, when
considering the admissibility of this
method in court, will be the scientific
foundation for the assumptions on which
the model relies. Before accepting evi-
dence produced by such a system, courts
should demand to see a careful program
of validation that demonstrates the sys-
tem can accurately classify mixtures of
known samples under conditions compa-
rable to those that arise in actual forensic

cases. The fact that an automated system
can produce answers to the questions one
puts to it is no assurance that the answers
are correct. While automated systems
appear promising, their ability to handle
“hard cases” like those discussed in this
article remains to be fully evaluated.

Those promoting TrueAllele® have
published a number of articles that
explain the theoretical background of the
method and describe the validation per-
formed to date.19 The validation research
focuses on two aspects of the system’s
performance: “efficacy” and reproducibil-
ity. “Efficacy” is measured by comparing
the likelihood ratios computed by
TrueAllele® to likelihood ratios derived
from conventional methods like the CPI
and CPE. These studies show that
TrueAllele® generally produces much
larger likelihood ratios than conventional
methods. Its “efficacy advantage” stems
from the fact that it considers more infor-
mation when making calculations than
the conventional methods do. The con-
ventional methods generally consider
only whether an allele is present or absent
in a sample; TrueAllele® also considers
the height of the underlying peak and the
presence or absence of technical artifacts
that often accompany actual alleles.
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Greater efficacy is not, however, the same
thing as greater accuracy. A gasoline
gauge that tells you there are 100 gallons
in your tank would, by this definition,
have more “efficacy” than a gauge that
tells you there are only 10 gallons. Before
deciding which gauge to rely on, however,
you would want to know which one pro-
duced an accurate reading of the amount
of gas actually in the tank — in other
words, you would need to know which
gauge is valid and accurate. Although
studies have shown that TrueAllele® pro-
duces more impressive numbers than
other methods, these studies do not
address the question of whether those
numbers are valid and accurate.

A second line of validation research
focuses on whether the results of
TrueAllele® are reproducible. In other
words, does the system produce the same
likelihood ratio each time it is run on a
particular sample? The answer is “no.”
Because there are random elements in the
way the system does its modeling, such as
the random choice of which hypotheses
to consider, in which order, no two com-
puter runs will be exactly the same.
Proponents argue that the variation in the
answers produced by the system is small
enough not to matter although, as dis-
cussed below, that assertion has been
challenged in recent litigation.

One limitation of all the published
TrueAllele® validation studies is that the
number of samples tested was relatively
small. Some studies included forensic
samples from laboratory casework, which
have the advantage of being realistic, but
are somewhat problematic for validation
because the exact number of contributors
and their profiles cannot be known with
certainty. We would like to see additional
studies that create and test samples from
known contributors where the samples
have sufficiently low levels of DNA that
allelic drop out is likely to occur.
Although the existing validation demon-
strates that TrueAllele® can, in some
cases, make inferences about the geno-
types of contributors that human analysts
would have difficulty making, we think
the existing validation is insufficient to
prove that TrueAllele® can consistently
make correct genotype inferences in chal-
lenging, problematic cases such as mix-
ture cases with unequal contributions
from the contributors, limited quantities
of DNA, degradation due to environmen-
tal insult, etc. And the published valida-
tion studies have not yet answered the
more difficult question of whether the
likelihood ratio estimates produced by
the system are appropriate. Consequently,
grounds may well exist to challenge the

admissibility of results from TrueAllele®
under either the Frye or Daubert stan-
dards, although (to our knowledge) no
such challenges have yet been mounted.

Issues have also arisen concerning the
way the TrueAllele® system has been used
in particular cases and the way in which its
results have been reported. For example, in
a case in Belfast, Northern Ireland,20 testi-
mony revealed that the company ran the
software four separate times on a particular
electropherogram and produced four dif-
ferent likelihood ratios for incriminating
the defendant: 389 million, 1.9 billion, 6.03
billion, and 17.8 billion.21 These varying
results illustrate the issue of reproducibility
discussed above — they show that there is
an element of uncertainty (a margin of
error) in the likelihood ratios generated by
the system. How this uncertainty is han-
dled, when reporting the results to the jury,
is an issue on which experts may well differ.
Cybergenetics reported that the likelihood
ratio for the electropherogram was six bil-
lion, a number that the company’s presi-
dent defended on grounds that it was the
center of the range of values produced in
the four runs. A defense expert (Laurence
Mueller, co-author of this article) contend-
ed that the company should have taken
account of the margin of error by comput-
ing a 95 percent confidence interval based
on the four estimates and reporting its
lower bound — which would have yielded
an estimate of 214 million (which is lower
than the reported value by a factor of 28).
While all the numbers for this particular
evidence sample were highly incriminat-
ing, a difference of this size might well be
consequential in a cold-hit case in which
there is little other evidence to incriminate
the defendant.

More important, perhaps, was
another issue that arose in the same case.
A critical evidentiary sample in the case, a
swab from a cell phone, was amplified
three times in an effort to produce com-
plete results. Each time the result was
imperfect — each electropherogram
showed a slightly different set of alleles,
suggesting that drop out and perhaps
drop in had occurred. When TrueAllele®
was run on the results of all three ampli-
fications (treating them as samples of the
same underlying set of alleles),
TrueAllele® produced a likelihood ratio
for incriminating the defendant of
24,000. Cybergenetics elected not to
report this likelihood ratio; it instead
reported the likelihood ratio of six bil-
lion, which was based on one of the three
amplifications. When questioned about
this decision, the company president stat-
ed that he thought that the particular
amplification he had chosen to rely upon

when reporting statistics was the most
informative of the three, and that relying
on the three amplifications together was
less informative than relying on the one
he deemed the best. This decision was
criticized by defense experts, who sug-
gested that the company had cherry-
picked its data, deciding that one of the
amplifications was more “informative”
because it was more incriminating for the
defendant. This dispute suggests that even
the use of a purportedly objective com-
puter-based method for interpretation
and statistical computation will not end
questions about the potential for analytic
bias in DNA testing. It is unclear, howev-
er, whether this criticism had any impact
on the judge who was trying the case. He
convicted defendant Shiver but acquitted
Duffy after a bench trial.22

To reduce the potential for analytical
bias, a defense lawyer in one case asked
Cybergenetics to analyze the evidentiary
samples and derive the DNA profile (or
profiles) of possible contributors without
knowing the profiles of the defendant or
any other suspects. To its credit, the com-
pany agreed to perform the testing in this
“blind” manner. The company was told
the profiles of the defendant and other
possible contributors (so that the company
could draw conclusions about the statisti-
cal value of “inclusions”) only after it had
provided an initial report regarding the
genotypes of possible contributors. The
dispute in the Belfast case about whether
the company had cherry-picked its data
might well have been eliminated had the
company chosen which evidentiary sam-
ples were most “informative” without hav-
ing access to information about the pro-
files of any suspects. In our opinion,
lawyers who choose to have samples ana-
lyzed by an automated system (or, indeed,
by any independent form of review) would
be well advised to ask that it be done in a
manner that keeps the analyst “blind” to
the profiles of suspects until after the evi-
dentiary samples are fully interpreted.

V. Identifying 
Problematic Cases
One of the goals in writing this arti-

cle was to alert lawyers to the special
problems that arise in cases in which
sample limitations affect the reliability of
DNA profiles. In such cases there is a spe-
cial need for expert assistance to help
lawyers evaluate the statistical signifi-
cance of the evidence, and grounds may
well exist for challenging the admissibility
of some findings. But how can lawyers tell
whether the DNA evidence in a case they
are handling falls into the problematic
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category being discussed here? There are
several important clues:

v LCN cases. If the laboratory identifies
the case as one involving “low copy num-
ber” (LCN) testing (sometimes also called
“low template,” “trace,” or “touch” DNA
testing), then the lawyer can be certain that
it raises the statistical issues discussed in
this article. It is important to understand,
however, that not all cases raising these
issues are identified as LCN cases by foren-
sic laboratories. Laboratories sometimes
apply the label LCN only when they
employ special testing procedures
designed to increase the sensitivity of DNA
testing (in order to find results with sam-
ples that are otherwise too limited for STR
testing). But laboratories frequently
encounter problems like allelic drop out
even when they do not employ these pro-
cedures, so one should not assume that the
problems discussed here are limited to
LCN cases.

v The samples tested contain small quan-
tities of DNA. Forensic STR tests are
designed to work best when they test
samples that yield 0.5 to 1 ng
(nanogram) of DNA for analysis. When
preparing samples for STR testing, labs
typically perform an operation known
as quantitation in order to estimate the
amount of DNA available. They then try
to concentrate or dilute the samples to
the proper level for STR testing.
Sometimes, however, the estimated
quantity of DNA in the samples is too
low to achieve the ideal concentration.
In such cases labs often go ahead with
the test anyway and hope for the best. It
is well known, however, that stochastic
effects become more likely as the con-
centration of DNA decreases. If it is
below 250 pg (picograms), and certainly
if it is below 100 pg, which is one-tenth
of a nanogram, then most experts agree
that stochastic effects are almost certain
to be in play. The moral of this story for
lawyers is that it is important to know
the lab’s estimates of the quantities of
DNA in the samples tested, which can be
found in the laboratory case file or
bench notes. But these estimates are not
always accurate (especially as they get
into the 100 pg range and below), so it is
important to attend to the other clues
listed here as well.

v Defendant is identified as a possible
“minor contributor” to a mixed sample. In
mixed samples there sometimes is enough
DNA to produce a reliable profile for the
major contributor, but not enough to pro-
duce reliable profiles for minor contribu-

tors. Suppose, for example, that the sam-
ple containing 1 ng is a 10:1 mixture of
DNA from a major and minor contribu-
tor. The quantity of DNA from the minor
contributor will be less than 100 pg, which
means that it will almost certainly be
plagued by stochastic effects.

v One or more alleles of alleged contribu-
tors were not detected in the evidentiary
sample. If the laboratory must invoke the
theory of allelic drop out (and/or drop
in) in order to avoid excluding putative
contributors, then the lawyer can be cer-
tain that the case falls in the problematic
category discussed here.

v Low peak heights. As noted above, the
height of the peaks in electropherograms
usually corresponds to the quantity of
DNA present from a particular contribu-
tor. As the peaks associated with that con-
tributor get shorter, the chance of sto-
chastic effects increases. They are most
common when peak heights are below
150 RFU.

Lawyers who see any of these clues in
a case they are handling should take special
care in evaluating the DNA evidence, and
particularly the associated statistics. Expert
assistance may well be required to make an
adequate evaluation, and consideration
should be given to challenging the admissi-
bility of problematic testimony as well as
attacking it at trial. Although DNA evi-
dence has long been regarded as the gold
standard of forensic science, lawyers should
not assume that the tests were performed
or interpreted properly in every case.

VI. Admissibility Challenges
And Regulatory Reform

In 2009 the National Research
Council issued a scathing report about
the state of forensic science in the United
States. It found that entire disciplines
rest on deficient scientific foundations,
that procedures routinely used for inter-
pretation are lacking in rigor, that ana-
lysts take inadequate measures to avoid
error and bias, and that they testify with
unwarranted certainty. The report noted
that the legal system has been “utterly
ineffective” in dealing with these prob-
lems. It recommended the creation of a
new federal regulatory agency — the
National Institute of Forensic Science
(NIFS) — to establish best practice stan-
dards and oversee the field. 

The problems with forensic DNA
statistics discussed in this article provide
an excellent example of why NIFS, or
some similar body, is needed. The legal

system has not been effective, thus far, in
dealing with these problems. DNA ana-
lysts are increasingly presenting prob-
lematic DNA evidence of the kind dis-
cussed here and are characterizing it in a
variety of different ways, which are often
clearly wrong and misleading. The exist-
ing regulatory structure, which consists
of accrediting agencies like ASCLD-LAB
and advisory bodies like SWGDAM, has
not addressed these problems in an ade-
quate manner. In an ideal system, a body
like NIFS would step in and provide
authoritative guidance about how (and
when) analysts should present evidence
in problematic cases, and what statistics
should be used to characterize such evi-
dence. But efforts to create a national
regulatory body like NIFS have
foundered in Congress, due, in large part,
to opposition from enforcement groups,
particularly prosecutors. It seems that
they prefer the status quo in which labs
can present problematic forensic evi-
dence in ways that exaggerate its value to
a regulatory regime with the power to
address such problems. 

In the absence of effective self-regu-
lation by forensic scientists, the only
check on misleading forensic science tes-
timony is provided by criminal defense
lawyers. Their task is extremely challeng-
ing. Judges and jurors perceive DNA evi-
dence to be virtually infallible — the
gold standard of forensic science. At this
point in history it will not be easy to per-
suade judges even to hear challenges to
the admissibility of DNA evidence, let
alone exclude it. But legal grounds for
successful challenge surely exist in some
cases, and a great deal is riding on the
ability of defense lawyers to bring such
challenges successfully where they are
warranted. Successful challenges not
only protect the rights of accused indi-
viduals, they may well persuade forensic
scientists to be more cautious about
their interpretations in other cases; they
might even persuade policy-makers to
rethink the need for effective forensic
science regulation.23 It is vitally impor-
tant that defense lawyers advocate effec-
tively on these issues. 

Notes
1. NATIONAL RESEARCH COUNCIL, DNA

TECHNOLOGY IN FORENSIC SCIENCE 74-75 (1992).
2. http://www.fbi.gov/about-us/lab/

codis/swgdam-interpretation-guidelines.
3. United States v. Yee, 134 F.R.D. 161,

181 (N.D. Ohio 1991), aff’d. sub nom. United
States v. Bonds, 12 F.3d 540 (1993).

4. See People v. Venegas, 18 Cal.4th 47
(1998) (FBI DNA test inadmissible due to
failure of lab to follow correct statistical
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