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Penalties and Rewards As Inducements To Cooperate�

Cheng-Zhong Qiny

This Version: February 3, 2005; First Version: July 16, 2002

Abstract

This paper considers self-stipulated penalties for defection and rewards for coop-

eration as inducements to cooperate in the prisoner's dilemma. The paper explic-

itly characterizes penalties and rewards that are necessary and suÆcient to induce

the players to cooperate. The characterization results imply a partion of prisoner's

dilemma games into four classes according to whether both penalties and rewards can

induce the players to cooperate; penalties but not rewards can induce the players to

cooperate; rewards but not penalties can induce the players to cooperate; and neither

penalties nor rewards can induce the players to cooperate. The paper also discusses

implications of the results to \penalty clauses" in the law of contracts.
KEYWORDS: The prisoner's dilemma, Nash equilibrium, subgame-perfect equi-

librium. (JEL C72, K12)

1. Introduction

A fundamental characteristic of the prisoner's dilemma is that each of two players could

capture substantial gains through mutual cooperation but is tempted by even greater gains

should the player defect while the other player cooperates. For either player the worst case

is to cooperate while the other defects. The result is that both players defect, even though

�An earlier version of this paper was titled \Credible Commitments: Ex Ante Deterrence and Ex
Post Compensation". I wish to thank participants at the Midwest Theory Conference at University of
Minnesota, October 13-15, 2000, the South West Economic Theory Conference at Caltech, March 2-4,
2001, and seminar participants at UBC, UCR, and the University of Hong Kong for helpful comments and
suggestions.

yDepartment of Economics, University of California, Santa Barbara, CA 93106.
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mutual defection leaves each player with less than the player could have obtained through

mutual cooperation.

Economic agents often face similar incentive problems. Economic transactions create

opportunities for one party to take the bene�t of the other party's performance. For

example, when two parties agree to exchange certain goods or services to their mutual

bene�t, each party must decide whether to defect by defaulting or whether to act in good

faith and risk the other party defaulting. Both parties are better o� if neither defaults than

if both default. However, each would be best o� getting something for nothing and each

is afraid the other will reason the same way. The result may well be that the parties are

unable to carry out the exchange as arranged.

In practice courts can enforce contracts. When a contract is enforced, the victim of a

breached contract has the right to obtain a legally enforceable remedy from the breacher.

Contract remedies give the parties the power at the beginning of their interaction to alter

payo�s arising from particular action con�gurations, in a way that induces the parties

to adopt strategies that are most mutually bene�cial. One particular class of contract

remedies is known as that of \liquidated remedies". A liquidated remedy is one under

which, if one party breaches, the victim can recover an amount predetermined by the parties

themselves. (Cooter and Ulen 2000, pp. 225-237). A liquidated remedy that appears to

exceed the actual harm is however considered as a penalty, and will not be enforced by

the common law courts. The law's refusal to enforce penalty clauses is one of the most

important counterexamples to the eÆciency theory of the common law (see Posner 1992,

p. 255). In this paper we consider a process for players to determine liquidated remedies to

induce them to cooperate in the prisoner's dilemma. To see if players stipulate remedies to

induce them to cooperate that are larger than actual harms, we assume whatever amounts

the players may stipulate will be enforced, and we call such remedies penalties because

2



they may exceed actual harms.

Speci�cally, we assume that before playing the prisoner's dilemma game, each player

can o�er to pay the other player an amount on a take-it-or-leave-it basis should he defect

while the other player cooperates.1 O�ers once made will be enforced.2 Take the example

of exchanging goods between two parties. Mutual defection in those circumstances means

that the parties simultaneously default. When that happens, neither party can reasonably

accuse the other of default. It follows that we can reasonably assume that neither party

needs to pay any damages in the event of mutual default. This provides a justi�cation for

our assumption that neither player pays the penalty he o�ered to pay when both players

defect. We also consider an alternative treatment under which a player o�ers to pay a

penalty whenever he defects.

We add a pre-play stage in which the players decide penalties to o�er to pay. The players

play the prisoner's dilemma game upon observing each other's o�ers. We consider subgame-

perfect equilibrium as the solution concept. We say that a given penalty con�guration

\induces" the players to cooperate if there is a subgame-perfect equilibrium that involves

the players o�ering to pay penalties that constitute the given con�guration and cooperating

conditional on that con�guration.

The necessary and suÆcient conditions for a penalty con�guration to induce the players

to cooperate turn out to require that the penalty player i o�ers to pay be, on the one hand,

large enough to deter player i from defecting and, on the other hand, not so large that

player j 6= i would rather have player i defect than have both of them cooperate. These

1In practice, most written contracts use standard forms that include terms without possibility of modi-
�cation. A common standard-form contract is the consumer product warranty. The warranty is drawn up
by the supplier and presented to the purchaser on a take-it-or-leave-it basis. See Cooter and Ulen (2000,
p. 278). The purchaser can reject the o�er by refusing to transact with the supplier.

2For example, each player may post the amount he o�ered to pay for defection in an escrow, as in the
case of depositing a bond, held by a neutral third party. In the �eld, this is observed in real estate and
construction matters, where performance bonds and escrows are the rule.
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upper and lower bounds correspond nicely to the expectation remedies and the disgorge-

ment remedies, respectively. Since expectation damages measure actual harms, our result

provides a theoretical support for penalty clauses in situations modeled by the prisoner's

dilemma (see Section 3.1.C for more discussion). Under the alternative treatment, the

lower bound remains unchanged but the upper bound may sometimes be decreased.

We also consider another way to induce mutual cooperation in a prisoner's dilemma

game by letting each player make cooperation more bene�cial to the other player. Speci�-

cally,, as with the compensation mechanism in Varian (1994), we assume that before playing

the prisoner's dilemma game, each player can o�er to pay the other player for cooperating

on a take-it-or-leave-it basis.3 O�ers once made will be enforced.4

We consider exactly the same timing of moves as with using penalties to induce the

players to cooperate, except that what players now o�er to pay are rewards for coopera-

tion. We say that a given reward con�guration \induces" the players to cooperate if there

is a subgame-perfect equilibrium that involves the players o�ering to pay rewards that

constitute the given con�guration and cooperating conditional on that con�guration.

The necessary and suÆcient conditions for a reward con�guration to induce the players

to cooperate turn out to require that the reward from player i be, on the one hand, large

enough to make it desirable for player j 6= i to cooperate given that player i cooperates

and, on the other hand, not so large as to cause one or both of the following possibilities.

3Varian (1994, pp. 1279) argues that the compensation mechanism provides a structure for negotiation
and hence can be viewed as complementary to the Coase Theorem. He shows, among other things, that
the compensation mechanism implements the eÆcient outcome of the prisoner's dilemma with certain
speci�cations of the payo�s in subgame-perfect equilibrium. Ziss (1997) shows that the eÆcient outcome
is not among the set of possible subgame-perfect equilibrium outcomes for certain other speci�cations
of the payo�s. In a recent experimental study of whether subjects actually manage to achieve mutual
cooperation with the help of the compensation mechanism, Andreoni and Varian (1999) �nds support for
the mechanism. None of these papers characterizes rewards that are necessary and suÆcient for inducing
the players to cooperate.

4For example, each player may post the reward he o�ered to pay the other player for cooperation in an
escrow held by a neutral third party, as in the case of depositing a bond.
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First, the reward is so large that player i would rather have player j defect than have him

cooperate. Second, the reward is so large relative to the reward from player j that player

i prefers mutual defection to mutual cooperation. An implication is that with a given

negotiation process, the result that costless negotiation leads to an eÆcient outcome no

matter how the law assigns responsibility for damages as concluded in the Coase Theorem

is sometimes in valid due to strategic behavior.

Our characterizations of penalties and rewards inducing the players to cooperate im-

plies a partition of the prisoner's dilemma games into four classes according to whether

both penalties and rewards can induce the players to cooperate; penalties but not rewards

can induce the players to cooperate; rewards but not penalties can induce the players to

cooperate; and neither penalties nor rewards can induce the players to cooperate.5

The rest of the paper is organized as follows. Section 2 introduces the prisoner's

dilemma. Section 3 establishes respective necessary and suÆcient conditions for penal-

ties and rewards to induce the players to cooperate. Section 4 compares penalties with

rewards as inducements to cooperate and section 5 summarizes the paper.

2. Prisoner's Dilemma

A generic prisoner's dilemma game has two players each of whom can either cooperate

(action C) or defect (action D). Payo�s are as in Figure 1. The pair (D, D) is the only

Nash equilibrium for the prisoner's dilemma game. This Nash equilibrium yields player i

a payo� of Pi which is less than payo� Ri that player i could have obtained from mutual

cooperation. We assume payo�s are transferable.

5Williamson (1983, pp 537-538) discusses the merit of crafting ex ante incentive structures for prisoner's
dilemma.
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Player 2

C D

C R1; R2 S1, T2
Player 1

D T1, S2 P1, P2

Figure 1: A Generic Prisoner's Dilemma Game with Sk < Pk < Rk < Tk, k = 1; 2.

The following payo� di�erences are used in our characterizations of penalties and re-

wards inducing the players to cooperate.6 First, player i can guarantee himself at least

payo� Pi by defecting. In cooperating and in trusting player j to cooperate, he may get

Li = Pi � Si units less than he could guarantee himself by defecting. This payo� decrease

is player i's \loss" from unilaterally cooperating. Second, if player j is going to cooperate,

player i gets Gi = Ti�Ri units more by defecting than he receives when he also cooperates.

This payo� increase is player i's \gain" from unilaterally defecting.

3. Promoting Cooperation via Penalties for Defection and

Rewards for Cooperation

In this section we characterize penalties and rewards that induce the players to cooperate

in the prisoner's dilemma.

3.1. A Penalty Scheme

Suppose before playing a prisoner's dilemma game, each player can o�er to pay a penalty

to the other player on a take-it-or-leave-it basis should he defect while the other player

cooperates. Suppose further payo�s from the play of the prisoner's dilemma game and

6These payo� changes were used before in the literature on experimental study of the propensity to
cooperate in symmetric prisoner's dilemma (see Bonacich 1970).

6



penalty payments are additive, so that a penalty implies a payo� transfer from a defector

to a cooperator. Let Hi be the set of payo� transfers that are implied by penalties player i

can o�er to pay. There is no restriction on how much player i can o�er to pay for unilaterally

defecting, so that Hi = [0;1). A penalty con�guration H changes the prisoner's dilemma

game in Figure 1 into a game, �p(H), in Figure 2.

Player 2

C D

C R1; R2 P1 � L1 +H2, R2 +G2 �H2

Player 1
D R1 +G1 �H1, P2 � L2 +H1 P1; P2

Figure 2: The Subgame �p(H) corresponding to Penalty Con�guration H.

The timing of moves is that �rst players decide penalties to o�er to pay on a take-it-or-leave-

it basis and then play the prisoner's dilemma game upon observing each other's o�ers. It

follows that the players can condition choices of actions in the prisoner's dilemma game on

penalties they o�er to pay. Denote by �i a mapping that maps each penalty con�guration

H 2 H1 � H2 into a probability distribution �i(H) over the action set fC;Dg. Such a

mapping speci�es how player i's action in the prisoner's dilemma game depends on penalty

con�gurations. We call it an action plan for player i. A strategy for player i is a thus pair

with a penalty he will o�er to pay and an action plan he will subsequently use to guide his

action choice. Denote by (Hi;�i) a generic strategy for player i.

A. A Characterization of Penalties Inducing the Players to Cooperate

Given an action plan �i for player i, we let �i(C;H) denote the probability assigned to

action C conditional on penalty con�guration H 2 H.
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DEFINITION 1: A penalty con�guration H� = (H�

1 ; H
�

2 ) induces the players to cooperate

if there are action plans ��

1 and ��

2 such that (i) the strategy pro�le ((H�

1 ;�
�

1); (H
�

2 ;�
�

2)) is

a subgame-perfect equilibrium and (ii) ��

1(C;H
�) = ��

2(C;H
�) = 1.

Suppose H� 2 H induces the players to cooperate. From Figure 2, player 1 receives pay-

o� R1 and player 2 receives payo� R2 in the subgame-perfect equilibrium. Player 1's payo�

becomes G1 �H�

1 if he defects in �p(H�), given that player 2 cooperates. Thus H�

1 must

satisfy H�

1 � G1. Next, consider H2 2 H2 with H2 < G2. It must be �
�

1(C; (H
�

1 ; H2)) < 1;

otherwise, given player 1's strategy (H�

1 ;�
�

1), player 2 receives payo� T2�H2 > R2 by simply

o�ering to pay H2 instead of H�

2 and by defecting in �p(H�

1 ; H2). Notice that given player

1's strategy (H�

1 ;�
�

1), by o�ering to pay H2 < G2 and by cooperating in �p(H�

1 ; H2), player

2 receives expected payo� ��

1(H
�

1 ; H2)R2+[1���

1(H
�

1 ; H2)][S2+H�

1 ]. Since �
�

1(H
�

1 ; H2) < 1

as argued above, H�

1 must also satisfyH
�

1 � R2�S2 for �
�

1(H
�

1 ; H2)R2+[1��
�

1(H
�

1 ; H2)][S2+

H�

1 ] � R2.

In summary, we have shown G1 � H�

1 � R2 � S2. Similarly, G2 � H�

2 � R1 � S1. We

thus have:

LEMMA 1: Suppose H� 2 H induces the players to cooperate. Then, for i 6= j, Gi �

H�

i � Rj � Sj.

When L1 < G2, H
�

1 must satisfy L2 � H�

1 � G1. To see this, consider H2 2 H2 with

L1 < H2 < G2. Then from Figure 2, H2 > L1 implies that the unique optimal action for

player 1 in �p(H�

1 ; H2) is C, given that player 2 defects. If H�

1 > G1, then C remains to

be the unique optimal action in �p(H�

1 ; H2) for player 1, given that player 2 cooperates.

Thus together, H�

1 > G1 and H2 > L1 imply that C is strictly dominant for player 1 in

�p(H�

1 ; H2). Consequently, in this case, since H2 < G2 and since ��(H�

1 ; H2) is a Nash

equilibrium for �p(H�

1 ; H2), we must have ��

1(C; (H
�

1 ; H2)) = 1 and ��

2(C; (H
�

1 ; H2)) = 0.
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This shows that by deviating from (H�

2 ;�
�

2) to (H2;�
�

2) with L1 < H2 < G2, player 2 can

guarantee himself a payo� equal to R2 +G2 �H2 > R2, while his payo� would at most be

R2 were he to o�er to pay H�

2 . This contradicts the fact that H� induces the players to

cooperate. We conclude H�

1 � G1 whenever L1 < G2.

Now suppose H�

1 < L2. Then this together with H2 < G2 implies that action D

is strictly dominant for player 2 in �p(H�

1 ; H2). In this case, since H2 > L1 and since

��(H�

1 ; H2) is a Nash equilibrium for �p(H�

1 ; H2), it must be ��

1(C; (H
�

1 ; H2)) = 1 and

��

2(C; (H
�

1 ; H2)) = 0. Thus, again, by deviating from (H�

2 ;�
�

2) to (H2;�
�

2) with L1 < H2 <

G2, player 2 can guarantee himself a payo� equal to R2 + G2 � H2 > R2. This shows

H�

1 � L2 whenever L1 < G2.

To summarize, we have shown L2 � H�

1 � G1 whenever L1 < G2. By analogy, L1 �

H�

2 � G2 whenever L2 < G1. We thus have:

LEMMA 2: Suppose H� 2 H induces the players to cooperate. Then, Lj � H�

i � Gi

whenever Li < Gj for i 6= j..

Conditions in Lemmas 1 and 2 turn out to be not only necessary but also suÆcient for

penalty con�guration H� to induce the players to cooperate. This result is summarized in

the following theorem.

THEOREM 1: A penalty con�guration H� induces the players to cooperate if and only if

Gi � H�

i � Rj � Sj; (1)

and

Lj � H�

i � Gi whenever Li < Gj; (2)

for i 6= j.
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9

2

2 9

H2

H1

Figure 3: The Set of Penalty Con�gurations Inducing the Players to Cooperate in a
Prisoner's Dilemma Game with (S1; P1; R1; T1) = (2; 8; 11; 13) and (S2; P2; R2; T2) =
(0; 7; 9; 11).

PROOF: See the Appendix.

Notice that when L2 � G1 and L1 � G2, the set of penalty con�gurations inducing the

players to cooperate is determined completely by condition (1). In that case, the set is

rectangular. Figure 3 provides such an example.

The lower bound Gi on H
�

i is needed to deter player i from defecting. On the other hand,

the upper bound Rj � Sj on H�

i is needed for player i to deter player j from o�ering to

pay any penalty smaller than Gj. Player i's action to defect conditional on such smaller

penalties to be paid by player j provide the needed deterrence. However, such deterrence is

not credible when H�

i > Rj�Sj, because then player j would rather have player i defect in

which case he receives Sj +H�

i by subsequently cooperating, than have both cooperate in

which case he receives Rj < Sj +H�

i . A similar explanation can be given for the necessity

of the lower bound Gj and the upper bound Ri � Si on H
�

j .
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REMARK 1: Notice that the compatibility of the upper and the lower bounds imply T1 +

S2 � R1 + R2 and T2 + S1 � R1 +R2. Hence mutual cooperation must be eÆcient, in the

sense that the sum of players' payo�s is the greatest, for there to be a penalty con�guration

to induce the players to cooperate.

B. A Variant of the Penalty Scheme

Consider a variant of the penalty scheme under which each player can o�er to pay a penalty

when he defects, regardless of whether the other player cooperates or not. Denote by �p
0

(H)

the subgame conditional on penalty con�guration H. It is shown in Figure 4.

Player 2

C D

C R1; R2 P1 � L1 +H2, R2 +G2 �H2

Player 1
D R1 +G1 �H1, P2 � L2 +H1 P1 �H1 +H2; P2 �H2 +H1

Figure 4: The Subgame �p
0

(H) corresponding to Penalty Con�guration H.

Under this variant of the penalty scheme necessary and suÆcient conditions for a penalty

con�guration to induces the players to cooperate change to:

THEOREM 10: A penalty con�guration H� induces the players to cooperate under the

variant of the penalty mechanism if and only if

Gi � H�

i � minfLi; Rj � Pjg; i 6= j: (10)

PROOF: See the Appendix.
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REMARK 2: Since S1 < P1 and S2 < P2, (1
0) implies G1 � H�

1 < R2� S2 and G2 � H�

2 <

R1 � S1. This means that (10) implies (1). However, (10) does not necessarily imply both

(1) and (2) nor conversely. We show in Section 4 that (10) imposes stronger conditions than

those that are necessary and suÆcient for rewards to induce the players to cooperate.

C. A Contractual Interpretation of the Lower Bound Gi and the Upper

Bound Rj � Sj in (1)

In the law of contracts, an \expectation remedy" is de�ned as a payment that places the

victim of a breached contract in the position he or she would have been in had the other

party performed (Cooter and Ulen 2000, p. 226). Suppose player 1 and player 2 have

agreed to cooperate. From Figure 1, if player 1 cooperates and player 2 defects, player

1's payo� is S1. Player 1's payo� would have been R1 if player 2 had cooperated. Thus

to place player 1 in the position he would have been in had player 2 cooperated, it would

require that player 2 pay player 1 the amount R1 � S1. It follows that the expectation

remedy when player 2 is held liable for is R1�S1. Similarly, the expectation remedy when

player 1 is held liable for is R2 � S2.

A \disgorgement remedy" is a payment paid to the victim of a breached contract to

eliminate the breacher's pro�t from wrong doing (Cooter and Ulen 2000, p. 234). Suppose

player 1 and player 2 have agreed to cooperate. From Figure 1, player 2 gets G2 units more

from defecting given that player 1 cooperates. Thus to eliminate this gain from wrong

doing (defecting), it would require that player 2 pay player 1 the amount equal to G2 when

he defects. It follows that the disgorgement remedy when player 2 is held liable for is G2.

Similarly, the disgorgement remedy when player 1 is held liable for is G1.

Theorem 1 shows that when mutual cooperation is most eÆcient, to induce mutual

cooperation, each player must o�er to pay a penalty that is bounded below by the corre-

sponding disgorgement remedy and above by the corresponding expectation remedy. When
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a player pays more than the actual harm his action to defect inicts upon the other player,

not both players are playing the best they can individually if they still mutually cooper-

ate. The incentive compatibility on the part of individual players' actions, as embodied in

the notion of subgame-perfect equilibrium, provides a justi�cation for penalty clauses in

situations modeled by the prisoner's dilemma.

3.2. A Reward Scheme

Suppose as with the compensation mechanism of Varian (1994), before playing a prisoner's

dilemma game each player can o�er to pay a reward on a take-it-or-leave-it basis to the

other whenever the other player cooperates. A reward from player i implies a payo� transfer

from player i to player j conditional on j cooperating. Let Hi be the set of payo� transfers

that are implied by rewards that player i can o�er to pay. As with the penalty scheme, there

is no restriction on how much player i can o�er to pay the other player for his cooperation,

so that Hi = [0;1).

A reward con�guration H 2 H = H1�H2 alters the prisoner's dilemma game in Figure

1 to �r(H) in Figure 5.

Player 2

C D

C R1 �H1 +H2; R2 �H2 +H1 P1 � L1 +H2, R2 +G2 �H2

Player 1
D R1 +G1 �H1, P2 � L2 +H1 P1; P2

Figure 5: The Subgame �r(H) corresponding to Reward Con�guration H.

The timing of moves is the same as before; �rst players decide on a take-it-or-leave-it basis

what rewards to o�er to pay and then play the prisoner's dilemma game upon observing

13



each other's o�ers. A strategy of player imust specify a reward that player i will o�er to pay

and an action he will take in the prisoner's dilemma game upon each reward con�guration.

We use the same notation (Hi;�i) as before to denote a generic strategy for player i = 1; 2.

REMARK 3: It should be pointed out that under the reward scheme, the higher the reward

a player o�ers to pay the other player the lower payo� the player will receive when the

other cooperates. Correspondingly, to induce the other player to cooperate, the reward

must be minimal in the sense that it cannot be reduced and still induces the other player

to cooperate.

A. A Characterization of Rewards Inducing the Players to Cooperate

As with the penalty scheme, we consider the possibility to induce the players to cooperate

through rewards for cooperation in subgame-perfect equilibrium.

DEFINITION 2: A reward con�guration H� = (H�

1 ; H
�

2) induces the players to cooperate

if there are action plans ��

1 and ��

2 such that (i) the strategy pro�le ((H�

1 ;�
�

1); (H
�

2 ;�
�

2)) is

a subgame-perfect equilibrium and (ii) ��

1(C;H
�) = ��

2(C;H
�) = 1.

Let H� 2 H be a reward con�guration that induces the players to cooperate. Player 1

receives payo� R1�H
�

1+H
�

2 and player 2 receives payo� R2�H
�

2+H
�

1 in the subgame-perfect

equilibrium. From Figure 5, player 1's payo� becomes R1+G1�H
�

1 if he defects in �r(H�)

given that player 2 cooperates. Thus, it must be H�

2 � G1. Similarly, H�

1 � G2. Next, let

H2 2 H2 be such that H2 < minfG1; L1g. Then action D is strictly dominant for player 1

in �r(H�

1 ; H2). Since �
�(H�

1 ; H2) is a Nash equilibrium for �r(H�

1 ; H2), �
�

1(C; (H
�

1 ; H2)) = 0.

Consequently, given player 1's strategy (H�

1 ;�
�

1), player 2's payo� would be P2 � L2 +H�

1

when he cooperates in �r(H�

1 ; H2) and P2 when he defects in �r(H�

1 ; H2). We conclude that

14



H� must satisfy R2�H
�

2+H
�

1 � S2+H
�

1 and R2�H
�

2+H
�

1 � P2. This shows H
�

2 � R2�S2

and H�

2 �H�

1 � R2 � P2. Similarly, H�

1 � R1 � S1 and H�

1 �H�

2 � R1 � P1.

We have:

LEMMA 3: Suppose H� induces the players to cooperate. Then Gi � H�

j � Rj � Sj and

H�

j �H�

i � Rj � Pj, for i 6= j.

Conditions in Lemma 3 are not enough to guarantee that H� induces the players to

cooperate. Indeed, when Li > Gi, reward H�

j > Li is too large because it makes it strictly

dominant for player i to subsequently cooperate. The reward is thus not minimal (see

Remark 3). Theorem 2 below establishes necessary and suÆcient conditions for a reward

con�guration to induce the players to cooperate.

THEOREM 2: A reward con�guration H� 2 H induces the players to cooperate if and

only if

Gi � H�

j � Rj � Sj; (3)

H�

j �H�

i � Rj � Pj; (4)

H�

j � Gi whenever Li � Gi; (5)

and

H�

i � Lj and H�

j � Li whenever Li > Gi; (6)

for i 6= j.

PROOF: See the Appendix.

When L1 > G1 and L2 > G2, the set of reward con�gurations inducing the players

to cooperate is determined by conditions (3), (4), and (6) only. In that case, the set is
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H2

H1

6

4

2

2 5 7

Figure 6: The Set of Reward Con�gurations Inducing the Players to Cooperate in the
Prisoner's Dilemma Game in Figure 3.

sometimes an hexagon. Figure 6 provides such an example.

REMARK 4: Condition (3) implies T1+S2 � R1+R2 and T2+S1 � R1+R2. This means

that mutual cooperation must be eÆcient for there to be a reward con�guration to induce

the players to cooperate.

When H�

1 < G2, the reward is not large enough to make it desirable for player 2 to

cooperate given that player 1 cooperates. On the other hand, when H�

1 > R1 � S1, the

reward is so large that player 1 would rather have player 2 defect in which case he receives

P1�L1+H�

2 by subsequently cooperating, than have both of them subsequently cooperate

in which case he receives R1�H�

1 +H�

2 < P1�L1 +H�

2 . When H�

1 �H�

2 > R1� P1, H
�

1 is

so large relative to H�

2 that player 1 prefers mutual defection from which he receives P1 to

mutual cooperation from which he receives R1�H
�

1 +H�

2 < P1. This explains the necessity

of (3) and (4) for the case with i = 2 and j = 1. The case with i = 1 and j = 2 can be

explained analogously.
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When H�

2 > maxfL1; G1g, action C is strictly dominant for player 1 in �r(H1; H
�

2 ), for

all H1 2 H1. In that case, H�

2 is not minimal (see Remark 3). Hence, H�

2 � maxfL1; G1g.

By analogy, H�

1 � maxfL2; G2g. This implies Lj < Gj whenever H
�

i > Lj for i 6= j. Thus

with Li > Gi and H�

i > Lj, we would have both Li > Gi and Lj < Gj were the players to

be induced by con�guration H�. Under these conditions, however, no reward con�guration

can induce the players to cooperate (see Lemma 4 in the Appendix). This explains the

necessity of (5) and (6).

B. Rewards for Cooperation as Coasian Payments

Rewards for cooperation we consider compensate the players for taking the initially less

desirable action. They are Coasian payments involved in the Coase Theorem. Theorem 2

characterizes Coasian payments determined through a simple negotiation process that are

necessary and suÆcient for inducing the players to cooperate in the prisoner's dilemma.

An implication of the characterization result is that when a negotiation process is pre�xed,

the conclusion that costless negotiation leads to an eÆcient outcome no matter how the

law assigns responsibility for damages is sometimes in valid due to strategic behavior.

4. A Partition of Prisoner's Dilemma Games

This section is concerned with a partition of the prisoner's dilemma games according to

whether both penalties and rewards can induce the players to cooperate; penalties but

not rewards can induce the players to cooperate; rewards but not penalties can induce the

players to cooperate; and neither penalties nor rewards can induce the players to cooperate.7

7Jackson and Wilkie (2002) also considers strategy dependent payo� transfers between the players.
Payo� transfers in their paper are not restricted to be achievable through penalties for defection only or
through rewards for cooperation only. We consider penalties for defection and rewards for cooperation
as means of transferring payo�s between the players because of their relations to liquidated damages and
Coasian payments. While Jackson and Wilkie focus on what feasible payo� allocations can be achieved in
subgame-perfect equilibrium, we focus on what penalty and reward con�gurations that induce players to
play a particular strategy pro�le; namely, mutual cooperation.
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THEOREM 3: (i) Necessary and suÆcient conditions for penalties to induce the players

to cooperate are

(G1 � L2)(G2 � L1) � 0; Gi � Rj � Sj; i 6= j; (7)

(ii) necessary and suÆcient conditions for penalties under the variant of the penalty scheme

to induce the players to cooperate are

Gi � minfLi; Rj � Pjg; i 6= j; (8)

and (iii) necessary and suÆcient conditions for rewards to induce the players to cooperate

are

(G1 � L1)(G2 � L2) � 0; Gi � Rj � Sj; i 6= j: (9)

PROOF: See the Appendix.

In words, (7) states that mutual cooperation is eÆcient and that players' gains from

unilaterally defecting either are all no less than or are all no greater than their opponents'

losses from unilaterally cooperating. Next, (8) states that players' gains from unilaterally

defecting are all no greater than their own losses from unilaterally cooperating and their

opponents' gains from mutual cooperation. Finally, (9) states that mutual cooperation is

eÆcient and that players' gains from unilaterally defecting either are all no less than or are

all no greater than their own losses from unilaterally cooperating.

Conditions (7) and (9) together imply the following comparison result: First, both

penalties and rewards can induce the players to cooperate when mutual cooperation is

eÆcient, (G1 � L2)(G2 � L1) � 0, and (G1 � L1)(G2 � L2) � 0. Second, penalties but

not rewards can induce the players to cooperate when mutual cooperation is eÆcient,

(G1�L2)(G2�L1) � 0, and (G1�L1)(G2�L2) < 0. Third, rewards but not penalties can
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induce the players to cooperate when mutual cooperation is eÆcient, (G1�L2)(G2�L1) < 0,

and (G1 � L1)(G2 � L2) � 0. Fourth, neither penalties nor rewards can induce the players

to cooperate either when mutual cooperation is ineÆcient or when (G1�L2)(G2�L1) < 0,

and (G1�L1)(G2� L2) < 0. The above four sets of conditions are mutually exclusive and

jointly exhaustive. Hence, they characterize a partition of prisoner's dilemma games.

REMARK 5: Notice that since R1 � P1 < R1 � S1 and R2 � P2 < R2 � S2, (9) is satis�ed

whenever (8) is satis�ed. It follows that rewards can induce the players to cooperate

whenever penalties under the variant of the penalty scheme can.

5. Summary

In this paper we considered the possibility for inducing the players to cooperate in prisoner's

dilemma through self-stipulated penalties for defection or rewards for cooperation. We

completely characterized penalties and rewards that induce the players to cooperate. Our

characterization results imply that for penalties to induce the players to cooperate it is

necessary and suÆcient that mutual cooperation is eÆcient and that players' gains from

unilaterally defecting either are all no less than or are all no greater than their opponents'

losses from unilaterally cooperating. On the other hand, for rewards to induce the players

to cooperate it is necessary and suÆcient that mutual cooperation is eÆcient and that

players' gains from unilaterally defecting either are all no less than or are all no greater

than their own losses from unilaterally cooperating.

Our characterization of penalties inducing the players to cooperate implies that when a

player o�ers to pay a penalty larger than the corresponding expectation damages, mutual

cooperation is not incentive compatible on the part of individual players. The lack of

incentive compatibility provides a justi�cation for penalty clauses in situations modeled by

the prisoner's dilemma. Our characterization of rewards inducing the players to cooperate
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implies that with a given negotiation process, the result that costless negotiation leads to

an eÆcient outcome no matter how the law assigns responsibility for damages as concluded

in the Coase Theorem is sometimes in valid due to strategic behavior.

Finally, our characterizations of penalties and rewards that induce the players to coop-

erate make it possible to experimentally study how the likelihood of mutual cooperation

depends on the regions of penalties in (1)-(2) and rewards in (3)-(6). For example, would

mutual cooperation be more likely the larger these regions are? These questions are exper-

imentally investigated in Charness, Frechette, and Qin (2005).

Appendix: PROOFS

Let U1((H1;�1); (H2;�2)) and U2((H1;�1); (H2;�2)) denote the payo�s for player 1 and

player 2, respectively, at strategy pro�le ((H1;�1); (H2;�2)). They are the payo�s at

action pair (�1(H);�2(H)) in �p(H) under the penalty scheme or in �r(H) under the

reward scheme.

PROOF OF THEOREM 1: The necessity of (1) and (2) follows directly from Lemma 1

and Lemma 2. Thus it only remains to prove the suÆciency of these conditions.

Let H� 2 H be a penalty con�guration satisfying conditions (1)-(2). For H2 2 H2, let

��

1(H
�

1 ; H2) and ��

2(H
�

1 ; H2) be de�ned by

��

1(C; (H
�

1 ; H2)) =

8>>>>>>>><
>>>>>>>>:

1 if H2 � G2;

0 if L1 � H2 < G2;

0 if H�

1 � L2; H2 < minfL1; G2g;

H�

1
�L2

G2�H2+H
�

1
�L2

if H�

1 > L2; H2 < minfL1; G2g;

(10)
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and

��

2(C; (H
�

1 ; H2)) =

8>>>>>>>><
>>>>>>>>:

1 if H2 � G2;

1 if L1 � H2 < G2;

0 if H�

1 � L2; H2 < minfL1; G2g;

L1�H2

H�

1
�G1+L1�H2

if H�

1 > L2; H2 < minfL1; G2g:

(11)

For H1 2 H1, let �
�

1(H1; H
�

2) and ��

2(H1; H
�

2 ) be de�ned analogously. Finally, for H 2 H

with H1 6= H�

1 and H2 6= H�

2 , let (�
�

1(H);��

2(H)) be any Nash equilibrium for �p(H). By

(1), (10), and (11), ��

1(C;H
�) = ��

2(C;H
�) = 1.

Consider H2 2 H2. Suppose �rst H2 � G2. By (1), H�

1 � G1. It follows that (C;C)

is a Nash equilibrium for �p(H�

1 ; H2) in this case. Suppose now L1 � H2 < G2. In this

case, L1 < G2. Hence, by (1) and (2), L2 � H�

1 and H�

1 = G1. Consequently, (D;C) is

a Nash equilibrium for �p(H�

1 ; H2). Suppose �nally H2 < minfL1; G2g. In this case, if

H�

1 � L2, then P1 � L1 +H2 < P1 and P2 � L2 +H�

1 � P2 implying that (D;D) is a Nash

equilibrium for �p(H�

1 ; H2). If H�

1 > L2, then (10) and (11) imply that given player 2's

strategy (H2;�
�

2), action C and action D yield the same payo� to player 1 in �p(H�

1 ; H2).

Similarly, given player 1's strategy (H�

1 ;�
�

1), action C and action D yield the same payo�

to player 2 in �p(H�

1 ; H2). Thus, �
�(H�

1 ; H2) is a Nash equilibrium for �p(H�

1 ; H2).

In summary, we have shown that for any H2 2 H2, �
�(H�

1 ; H2) as in (10) and (11) is

a Nash equilibrium for �p(H�

1 ; H2). By analogy, for any H1 2 H1, �
�(H1; H

�

2 ) is a Nash

equilibrium for �p(H1; H
�

2 ). Thus, to complete the proof of the suÆciency, it only remains

to show that players do not have any incentive to unilaterally change their o�ers.

To this end, consider H2 2 H2. By (10), (11), and by Figure 2,
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U2((H
�

1 ;�
�

1); (H2;�
�

2)) =

8>>>>>>>><
>>>>>>>>:

R2 if H2 � G2;

P2 � L2 +H�

1 if L1 � H2 < G2;

P2 if H�

1 � L2; H2 < minfL1; G2g;

R0

2 if H�

1 > L2; H2 < minfL1; G2g;

(12)

where R0

2 = ��

1(C; (H
�

1 ; H2))R2 + ��

1(D; (H
�

1 ; H2))(S2 +H�

1 ). By (1), H�

1 � R2 � S2 which

implies R0

2 � R2. Consequently, by (12), U2((H
�

1 ;�
�

1); (H2;�
�

2)) � R2. This shows that

player 2 does not have any incentive to change his o�er. Similarly, player 1 does not have

any incentive to change his o�er.

PROOF OF THEOREM 10: Let H� be a penalty con�guration inducing the players to

cooperate. By De�nition 1, there are action plans ��

1 and ��

2 such that ��

1(C;H
�) =

��

2(C;H
�) = 1 and the strategy pro�le ((H�

1 ;�
�

1); (H
�

2 ;�
�

2)) is a subgame-perfect equilib-

rium. From Figure 4, player 1 receives payo� R1 and player 2 receives payo� R2 in this

subgame-perfect equilibrium. Player 1's payo� becomes T1 �H�

1 if he defects in �p
0

(H�),

given that player 2 cooperates. Thus it must be H�

1 � G1.

Suppose H�

1 > L1. Consider penalty H2 = 0. From Figure 4, action D is strictly

dominant for player 2 in �p
0

(H�

1 ; 0). This together with H�

1 > L1 implies that the unique

Nash equilibrium for �p
0

(H�

1 ; 0) is (C;D). Consequently, given player 1's strategy (H�

1 ;�
�

1),

player 2 receives payo� T2 > R2 by deviating from (H�

2 ;�
�

2) to (0;�
�

2). This contradicts the

fact thatH� induces the players to cooperate. Hence H�

1 � L1 and �
�

1(C; (H
�

1 ; 0)) < 1. Now

observe that given player 1's strategy (H�

1 ;�
�

1), by o�ering to pay H2 = 0 and by defecting

in �p
0

(H�

1 ; 0), player 2's payo� would become ��

1(C; (H
�

1 ; 0))T2 + ��

1(D; (H
�

1 ; 0))[P2 +H�

1 ].

Since ��

1(C; (H
�

1 ; 0)) < 1, it must be P2 + H�

1 � R2 or equivalently H�

1 � R2 � P2 for

��

1(C; (H
�

1 ; 0))T2 + ��

1(D; (H
�

1 ; 0))[P2 +H�

1 ] � R2.
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In summary, we have shown that H�

1 must satisfy G1 � H�

1 � minfL1; R2 � P2g. By

analogy, H�

2 must satisfy G2 � H�

2 � minfL2; R1 � P1g.

Conversely, let H� be a penalty con�guration satisfying (10). We show that H� induces

the players to cooperate. To this end, for Hj 2 Hj, let �
�

i (H
�

i ; Hj) and ��

j(H
�

i ; Hj) be

de�ned by

��

i (C; (H
�

i ; Hj)) = ��

j(C; (H
�

i ; Hj)) =

8><
>:

1 if Hj � Gj;

0 if Hj < Gj:
(13)

ForH 2 H withH1 6= H�

1 andH2 6= H�

2 , let �
�(H) be any Nash equilibrium for the subgame

�p
0

(H). Notice that, sinceH�

1 � G1 andH
�

2 � G2, (13) implies ��

1(C;H
�) = ��

2(C;H
�) = 1.

Notice also that the conditions on H� imply G1 � H�

1 � L1 and G2 � H�

2 � L2. Thus for

H2 2 H2, (C;C) is a Nash equilibrium for �p
0

(H�

1 ; H2) when H2 � G2; (D;D) is a Nash

equilibrium for �p
0

(H�

1 ; H2) when H2 < G2. This shows that the action pair ��(H�

1 ; H2) as

in (13) is a Nash equilibrium for �p
0

(H�

1 ; H2), for all H2 2 H2. By analogy, for all H1 2 H1,

the action pair ��(H1; H
�

2 ) is a Nash equilibrium for �p
0

(H1; H
�

2 ). Thus to show that H�

induces the players to cooperate, it only remains to prove that the players do not have any

incentive to unilaterally change penalties that constitute H�.

Consider H2 2 H2. By (13) and Figure 4, player 2's payo� at ((H�

1 ;�
�

1); (H2;�
�

2)) is R2

when H2 � G2 and his payo� is P2�H2+H
�

1 when H2 < G2. Since H
�

1 � R2�P2 and since

player 2's payo� at strategy pro�le ((H�

1 ;�
�

1); (H
�

2 ;�
�

2)) is R2, player 2 has no incentive to

unilaterally deviate from H�

2 . By analogy, player 1 has no incentive to unilaterally deviate

from H�

1 .

To prove Theorem 2, we �rst prove the following two lemmas:

LEMMA 4: There does not exist any reward con�guration inducing the players to cooperate

when Gi < Li and Gj > Lj for i 6= j.
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PROOF: For k = 1; 2, de�ne fk : < �! < by fk(x) = (x�Pk)=(Rk�Pk). Then, fk(Pk) = 0,

fk(Rk) = 1,

fk(Sk) = 1�
Rk � Sk
Rk � Pk

;

and

fk(Tk) = 1 +
Gk

Rk � Pk
:

The pair (f1; f2) normalizes the payo�s for prisoner's dilemma into those as considered in

Ziss(1997). Note also Lk < Gk if and only if fk(Pk)� fk(Sk) < fk(Tk)� fk(Rk). The rest

of the proof can be completed by applying Proposition 1 of Ziss (1997).

LEMMA 5: Suppose reward con�guration H� induces the players to cooperate. Then,

H�

j � maxfGi; Lig, for i 6= j.

PROOF: Suppose H�

j > maxfGi; Lig. Then from Figure 5, action C is strictly dominant

for player i conditional on player j o�ering to pay H�

j , regardless of the reward player i

o�ers to pay. Thus given H�

i , H
�

j can be reduced and still induces player i to cooperate.

This shows that H�

j is not minimal (see Remark 3).

PROOF OF THEOREM 2: Suppose that H� 2 H induces the players to cooperate. Then,

the necessity of (3)-(4) follows from Lemma 3. The necessity of (5) follows from Lemma

5. To show the necessity of (6), notice that by Lemma 3 and Lemma 5, H�

i > Lj implies

Lj < Gj. Hence, by Lemma 4 and Lemma 5, H� cannot induce the players to cooperate if

either H�

i > Lj and Li > Gi or if H
�

j > Li and Li > Gi.

To prove the suÆciency, suppose that H� 2 H satis�es (3)-(6). For H2 2 H2, de�ne

��

1(H
�

1 ; H2) and ��

2(H
�

1 ; H2) by
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��

1(C; (H
�

1 ; H2)) =

8>>>>>>>><
>>>>>>>>:

1 if H2 � H�

2 ;

0 if G1 � H2 < H�

2 ;

0 if H2 < G1; L2 � G2;

0 if H2 < G1; L2 > G2;

(14)

and

��

2(C; (H
�

1 ; H2)) =

8>>>>>>>><
>>>>>>>>:

1 if H2 � H�

2 ;

0 if G1 � H2 < H�

2 ;

1 if H2 < G1; L2 � G2;

0 if H2 < G1; L2 > G2:

(15)

For H1 2 H1, let �
�

1(H1; H
�

2) and ��

2(H1; H
�

2 ) be de�ned analogously. Finally, for H 2 H

with H1 6= H�

1 and H2 6= H�

2 , let �
�(H) be any Nash equilibrium for �r(H). By (14) and

(15), ��

1(C;H
�) = ��

2(C;H
�) = 1.

Consider H2 2 H2. Suppose �rst H2 � H�

2 . By (3), H�

1 � G2 and H�

2 � G1. Thus

H2 � H�

2 implies that (C;C) is a Nash equilibrium for �r(H�

1 ; H2).

Suppose now G1 � H2 < H�

2 . In this case, since H�

2 > G1, (5) implies L1 > G1. Hence,

by (6), H�

1 � L2 and H�

2 � L1. Thus H2 < H�

2 implies that (D;D) is a Nash equilibrium

for �r(H�

1 ; H2).

Suppose �nally H2 < G1. In this case, if L2 � G2, then (3) and (5) imply H�

1 = G2. It

follows H�

1 � L2. Together, H
�

1 � L2 and H2 < G1 imply that (D;C) is a Nash equilibrium

for �r(H�

1 ; H2). If L2 > G2, then (6) implies H�

1 � L2 and H
�

2 � L1. Since H2 < G1 � H�

2 ,

we haveH2 < L1. WithH�

1 � L2 andH2 < L1, (D;D) is a Nash equilibrium for �r(H�

1 ; H2).

In summary, we have shown that, for any H2 2 H2, �
�(H�

1 ; H2) as in (14) and (15) is

a Nash equilibrium for �r(H�

1 ; H2). By analogy, for any H1 2 H1, �
�(H1; H

�

2 ) is a Nash

equilibrium for �r(H1; H
�

2). Thus, to complete the proof, it only remains to show that
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players do not have any incentive to unilaterally change their o�ers To this end, consider

H2 2 H2. By (14), (15), and Figure 5,

U2((H
�

1 ;�
�

1); (H2;�
�

2)) =

8>>>>>>>><
>>>>>>>>:

R2 +H�

1 �H2 if H2 � H�

2 ;

P2 if G1 � H2 < H�

2 ; ;

P2 � L2 +H�

1 if H2 < G1; L2 � G2;

P2 if H2 < G1; L2 > G2:

(16)

By (3) and (4), (16) implies U2((H
�

1 ;�
�

1); (H2;�
�

2)) � R2 +H�

1 �H�

2 . This concludes that

player 2 has no incentive to unilaterally change his o�er. Similarly, player 1 has no incentive

to unilaterally change his o�er.

PROOF OF THEOREM 3: The necessity of (7) follows directly from (1) and (2). For the

suÆciency, let H�

1 = G1 and H�

2 = G2. Then, with (7), H� = (H�

1 ; H
�

2 ) satis�es (1) and

(2). By Theorem 1, H� induces the players to cooperate.

The necessity of (8) follows directly from (10). For the suÆciency, set H�

1 = G1 and

H�

2 = G2. It then follows from (8) that H� = (H�

1 ; H
�

2 ) satis�es (1
0). By Theorem 10, H�

induces the players to cooperate.

The necessity of (9) are implied by (3)-(6). To show the suÆciency, observe �rst that (9)

implies either L1 � G1 and L2 � G2 or L1 � G1 and L2 � G2. Now consider con�guration
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H� = (H�

1 ; H
�

2 ), where

H� =

8>>>>><
>>>>>:

(G2; G1) if L1 � G1; L2 � G2;

(maxfG2; G1 � (R2 � P2)g; G1) if L1 = G1; L2 > G2;

(maxfG2; G1 � (R2 � P2)g;minfH�

1 +R2 � P2; L1g) if L1 > G1; L2 � G2:

(17)

Assume �rst L1 � G1 and L2 � G2. In this case, (6) is irrelevant. By (17), H�

1 � H�

2 �

R1 � P1 if and only if G2 � T1 � P1. Since G2 � R1 � S1 by (9) and since L1 � G1

implies R1 � S1 � T1 � P1, we have G2 � T1 � P1. Hence H
�

1 �H�

2 � R1 � P1. Similarly,

H�

2 � H�

1 � R2 � P2. This shows that H
� satis�es (4). By (9) and (17), H� also satis�es

(3) and (5). It follows from Theorem 2 that H� induces the players to cooperate.

Assume now L1 = G1 and L2 > G2. In this case, G1�(R2�P2) � L2 if and only if G1 �

R2�S2. By (9), this latter inequality is satis�ed. Now the inequalities G1�(R2�P2) � L2

and G2 < L2 together with (17) imply H�

1 � L2. On the other hand, G1 = L1 < R1 � S1.

Hence, since G1 � (R2 � P2) < G1, (9) and (17) imply G2 � H�

1 � R1 � S1, G1 � H�

2 �

R2�S2, and H
�

2 � L1. This shows H
� satis�es (3), (5), and (6). Since H�

1 � G1�(R2�P2)

and H�

2 = G1, we have H�

2 � H�

1 � R2 � P2. On the other hand, H�

1 � H�

2 � R1 � P1

if and only if G2 � T1 � P1. Since G2 � R1 � S1 by (9) and since L1 = G1 implies

R1 � S1 = T1 � P1, we have H
�

1 �H�

2 � R1 � P1. This shows H
� also satis�es (4). Hence,

by Theorem 2, H� induces the players to cooperate.

Assume �nally, L1 > G1 and L2 � G2. In this case, G1 < L1 < R1 � S1. Thus by

(9) and (17), G2 � H�

1 � R1 � S1, H
�

1 � L2, and H�

2 � L1. Notice that L2 = G2 implies

T2 � P2 = R2 � S2. Hence, G2 � G1 � (R2 � P2) implying H�

1 = G2. Since L1 > G1, we

have H�

2 = G1 if H
�

1 = G1 � (R2 � P2); H
�

2 = minfT2 � P2; L1g if H
�

1 = G2. On the other

hand, H�

1 = G2 if and only if T2 � P2 � G1. Thus since L1 > G1, we have H
�

2 � G1. Next,

L2 � G2 implies R2�S2 � T2�P2. This together with since R2�S2 � G1 from (9) implies
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H�

2 � R2 � S2. In summary, we have shown that H� satis�es (3), (5), and (6). Finally,

H�

1 � H�

2 = �(R2 � P2) if H
�

1 = G1 � (R2 � P2); H
�

1 � H�

2 = maxfP2 � R2; G2 � L1g if

H�

1 = G2. Since R2 > P2 and since, by (9), G2 � R1 � S1, we have H
�

1 �H�

2 � R1 � P1.

Furthermore, since H�

2 � H�

1 +R2 � P2, we have H
�

2 �H�

1 � R2 � P2. This shows H
� also

satis�es (4). Hence by Theorem 2, H� induces the players to cooperate.
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