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Abstract
In an effort to describe water temperatures at scales relevant to organisms living in the lower
Yuba River (LYR) in California’s Central Valley, we designed and deployed a wireless sensor
network in November 2018 through May 2019. Temperatures were measured along a 3 km
study reach, across the channel, and into off-channel areas. To capture diel and seasonal
fluctuations, sensors were sampled quarter-hourly for six months.

Chapter 1 describes the wireless sensor design, field deployment, data cleaning, and raw data.
The deployment adopted event-based software on MSP430 micro-controllers with 433 MHz
radio and minimized the networking duty-cycle. To address link failures, we included network
storage. As the network lacked real-time clocks, data were timestamped at the destination,
which – with the network design – yielded timestamp inaccuracies that were re-aligned
algorithmically. We collected over six months of temperature data from 35 sensors across seven
nodes. Of the packets collected, we identified 21% as being incorrectly time-stamped and were
able to re-align 41% of these incorrectly timestamped packets.

In chapter 2, we use these data to consider the dominant trends in fluvial temporal dynamics.
Generally, river waters warm as they move downstream. We had three research questions: At
what temporal scales do fluvial temperatures vary most? Do hyporheically connected
side-channels experience warming, or do connections to the mainstem limit these effects? Over
short reaches of relatively cold water, is the downstream warming trend still prevalent? We
created several Bayesian models, which segmented the river geographically, but were not
spatially explicit. We found that models that incorporated the interactive effect of a diel and
day-of-sampling effects with random walk priors yielded the best fit. Within the study reach,
model results indicated that temporal effects dominated the temperature variance, with
diel-effects less important than multi-day effects. We found that even with strong hyporheic
connections, the sampled side channel was warmer than the main-channel. We also found only
minimal downstream warming within our 3 km study reach.

In chapter 3, we describe the spatial structures within a side channel of the study reach. The
primary research question addresses whether the spatial structures of river temperatures
(longitudinal and lateral) are static or if they change over time, either by time of day or by day of
year. We then question if the time-dependence of these spatial structures is related to river flow
rate and/or surface heating, indexed by daily solar radiation. The lateral and longitudinal
distances between sensors were used to generate semi-variograms, calculated for specific
time-of-day and specific day-of-year time bins. We found that the spatial structures of fluvial
temperatures were time varying. Diel changes in lateral structure in temperature corresponded
with the diel cycle in solar radiation, while day-to-day and seasonal changes in lateral structure
corresponded with changes in river flow rate. Longitudinal structure did not exhibit a coherent
diel cycle, but we did observe seasonal changes in semi-variogram slope with marked
longitudinal structure during low warm-water flows in November, high cold-water flows in
February, and with the return of strong diurnal warming in May.
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Identifying dominant effects on sensed
river temperatures in a regulated,
dry-summer subtropical river
Abstract

River water temperatures can generally be characterized to warm as they move

downstream. Beyond this simple trend, river water temperatures can be difficult to

characterize, particularly at fine spatial and temporal scales (few meters and diel or

less, respectively). Channels are warmed by insolation, which in turn is mediated by

vegetative shading and velocities. Hyporheic flows are less susceptible to warming. Yet,

with climate change raising river temperatures, decreasing precipitation, and enhancing

drought, dry-summer subtropical rivers are especially vulnerable and require further

scrutiny of their spatial and temporal temperature dynamics. To build on existing

literature, we addressed three novel research questions: (1) At which temporal scales

did fluvial temperatures vary most in a regulated, dry-summer subtropical river? (2) Do

hyporheically connected side-channels experience warming, or do their main-channel

connections limit these effects? (3) Over short reaches of relatively cold water, is the

downstream warming trend still prevalent? In an effort to address these questions, we

designed and implemented a novel wireless monitoring network in the lower Yuba River

(LYR) in California’s Central Valley, and then installed 35 temperature sensors in the

river to collect temperature data every 15 minutes in late 2018 through mid-2019. In

order to ascertain the dominant effects driving the sensed river temperatures, we

created several Bayesian models, which divided the river geographically, but were not
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spatially explicit. We found that models that incorporated the interactive effect of a diel

and day-of-sampling effects with random walk priors yielded the best fit. Within the

study reach, our model results indicated that temporal effects dominated the

temperature data, with diel-effects less important than longer, multi-day effects. We

found that even with strong hyporheic connections, the sampled side channel was

warmer than the main-channel. We also found only minimal downstream warming within

our 3 km study reach. Given how velocities differed between upstream and downstream

sensors as well as between mainstem and side-channel sensors in the study reach, we

infer a strong velocity effect best addressed by spatially explicit models. Given the

strong observed temporal effects, we anticipate the need to model interactions in

spatio-temporal models of river temperatures.

Background and Significance

Fluvial temperature

Dynamics and patterns in fluvial temperatures are complex: forced by a number of

different river and environmental processes. These processes in-turn interact in ways

that vary across both spatial and temporal scales. The broadest general trend in fluvial

temperature is well characterized: both mean and variance of temperatures increase

from headwaters to mouth (Ward 1985). Beyond the broad generalization of

downstream warming, fluvial temperatures are difficult to measure and model at spatial

and temporal scales relevant to biota. Generally, insolation warms the river during the

day (Danehy et al 2005, Daniels and Danner 2020), creating a diel return-phase signal,

but this insolation can be mediated locally by shading from riparian vegetation (Johnson
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2004, Jackson et al 2021). Seasonal inputs from precipitation and snowmelt cool the

channel (Danehy et al 2005). Hyporheic flows – non-surface flows moving through river

substrate – moderate temperatures in small areas of the channel (Ebersole et al 2003),

but are mediated by topography and morphology (Bilby 1984). Further, sediment can

modulate water temperature through localized conduction, which in turn depends upon

the sizes and composition of channel sediments (Story et al 2003). Each of these

processes interacts with each other locally, and at different spatial and temporal scales,

and on managed rivers, these effects are further mediated by dam management

(Daniels and Danner 2020). These processes are difficult to observe, and instead, their

complex interactions yield observable and measurable river temperature.

Most studies of water temperature prior to the 1980s used a Six’s thermometer, which

measures maximum and minimum temperature at the point of deployment between

researcher resets of the apparatus. The observed warming from headwaters

downstream to the river mouth (Macan 1958, Ward 1985, Danehy et al 2005, Daniels

and Danner 2020) can mean different things based upon sampling methodology and

reset-frequency of a Six’s thermometer. For example, an increase in average

temperature could have been the result of either a higher maximum or minimum

temperature. These changes in observed extrema say nothing about changes in the

underlying distributions from which they are sampled. Rivers could have identical

extrema, but wildly different skews and variances, and one could imagine a temperature

regime that remained at or near either extreme for much of the sampling period – this

would be a very different river from one that remained near the average and only
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reached these extrema for short durations. Further, the scale of measurement changes

the meaning of these readings if the thermometer is reset daily, seasonally, or annually.

The general downstream warming trend varies temporally, and is confounded by a

variety of factors including stream size, bed slope, and timescale of observation. In

small mountain (Danehy et al 2005) or flat (Macan 1958) streams, at daily timescales,

downstream sites had higher maximum temperatures than upstream sites, with little or

no downstream change in minimum temperatures. In a study of a river in northern

England, downstream sites were found to have higher mean monthly and annual

temperatures. In this system, maximum monthly temperatures were relatively similar

upstream and downstream, but minimum monthly temperatures were considerably

higher downstream (Smith 1975). This difference (minimum temperature was more

variable than was maximum temperature) may have been the result of the size of this

study system, as larger rivers have been found to be less impacted by air temperatures

(Danehy et al 2005), and the elevation change of the river in question, as Johnson

(1971) found a strong negative relationship between elevation and temperature. The

general trend of fluvial temperatures increasing while moving downstream is impacted

by seasonal maxima, with the strongest trends observed at summer thermal maxima

(Hopkins 1971, Smith 1975). The trend has been found to be best observed at hourly

or daily timescales (Smith 1975). These findings were generalized by Ward (1985), who

found that maximum temperatures increased from headwaters to mouth, with annual

ranges also increasing downstream (Ward 1985).
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The temporal scales of fluvial temperature are further complicated by the relationship

between air and water temperatures (Daniels and Danner 2020). If this relationship

were particularly strong, it would follow that diel water temperatures would vary most in

summer, when air temperatures vary the most over the course of a day, and to vary

least in the winter, when air temperatures vary least over the course of the day,

particularly in the mild winters of Mediterranean climates (Andrew and Sauquet 2017).

Yet, in small streams, one study found that diel variability in fluvial temperature was

greatest in spring and least in autumn (Macan 1958). Elsewhere, as expected, the

greatest diel variability in water temperature was found in summer, and the least

variable in winter (Hopkins 1971). Regardless, the relationship between air and water

temperatures was found to be correlative and not causative (Webb and Nobilis 1997).

The strength of the relationship between air and water temperatures varied with the

timescale over which it was investigated: monthly mean temperatures were found to be

strongly correlated with air temperatures, but annual mean temperatures were not

(Webb and Nobilis 1997). These results further complicate any generalized

understanding of fluvial water temperatures. The variable relationship between air and

water temperatures could be the result of the seasonality of intensity of solar insolation.

In other words, solar radiation warms both water and air, but the air does not warm

moving waters via convection.

The impact of solar insolation on river temperature is high, but the effect is

heterogeneous and localized (Jackson et al 2021). The effect of insolation is greatest

when waters are slower moving and shallower, which increases the duration of

exposure and could explain the downstream warming trends described above (Daniels
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and Danner 2020). This solar warming was found to be mitigated by increased flow,

localized vegetative shading, and snow-melt (Smith 1975, Beschta and Taylor 1988,

Daniels and Danner 2020, Jackson et al 2021).

Conditions in rivers in Mediterranean climates are particularly variable (Andrew and

Sauquet 2017, Cid et al 2017, Daniels and Danner 2020), and are likely to be

particularly susceptible to perturbations from climate change (Andrew and Sauquet

2017). This was thought to be the result of the nature of Mediterranean climates, which

experience most of their precipitation during winters and with almost no summer

precipitation (Cid et al 2017). Which is to say that precipitation-based cooling aligns

temporally with seasonal radiative, conductive, and convective effects, exacerbating

them rather than mitigating them (as summer-wet climates might). Seasonal and

Interannual temperature effects are difficult to predict in Mediterranean rivers as the

duration and magnitude of precipitation are more variable than in other humid climates

(Andrew and Sauquet 2017, Cid et al 2017).

Study purpose

Given the critical gaps in the existing scientific literature regarding temporal variability in

water temperature in different parts of a river as described in the review provided above,

the overall scientific purpose of this study was to investigate fluvial water temperature

spatial and temporal complexity in a regulated, perennially flowing, lowland river in the

dry-summer subtropical climate using novel data collection methods and Bayesian

time-series modeling. This overall purpose was turned into the following three specific,

tractable research questions:
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1. (RQ1) At which temporal scales, ranging from hours to months, do fluvial

temperatures vary most in a regulated, dry-summer subtropical river?

2. (RQ2) Do temperatures in hyporheically connected side-channels differ in

temperature from the main channels?

3. (RQ3) Over short (3 km) reaches of relatively cold water, fed by releases from

deep-water dams upstream, is the downstream warming trend still prevalent, or

is it best observed over longer river reaches?

The first research question RQ1 was our primary question, from which the sampling and

models were designed. The other two research questions RQ2 and RQ3 were

answered using results that came out of the main inquiry.

Contributions

We found strong, interacting temporal forcings on fluvial temperatures. These effects

dominated other modeled effects. We saw no meaningful downstream warming effect

over this short study-reach, and observed that the side-channel was only marginally

warmer than the mainstem despite being largely disconnected. We attributed this to the

strong hyporheic connections between mainstem and side channel.

Study Area

The lower Yuba River (LYR) is a multi-threaded river in California’s Central Valley. The

river is constrained by engineered training-berms, has a cobble bed, and is

predominantly fed by snow-melt, keeping the river colder than many other rivers in
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California’s Central Valley. The LYR merges with the Feather River near Marysville, CA.

The Feather in turn flows downstream to the Sacramento River, which flows to the San

Francisco Bay (Figure 1).

The study area was a ~3 km reach immediately downstream from Daguerre Point Dam,

an ~8 m tall dam, built in the early 1900s to divert water for nearby agriculture. One

consequence of this dam is that the water is well-mixed in a plunge pool that in turn

feeds the reach just below the dam (Figure 1). This reach was channelized and

constrained by manmade training-berms until a series of floods in 2017 and 2018

scoured out a secondary channel that went around one of these training berms,

reconnecting with the main-channel about 1 km downstream. The side channel below

this merge point remained hyporheically connected, but was not connected by surface

flows except during flood events (Figure 1). Just below the study reach is the Marysville

hydrologic monitoring station. In 2010-2012, temperature sensors in the fish ladders at

Daguerre Point Dam, just above the study region averaged between 10 and 15 oC for

each month in those three years (Figure 2).

Topo-bathymetric digital elevation models of the LYR corridor were previously produced

at ~ 1-m resolution in 2008, 2014, and 2017 (Gervasi et al 2021). Given these

topo-bathymetric models, meter-resolution, two-dimensional hydrodynamic models were

made for the whole LYR for each time as well using the methods of Pasternack (2011),

enabling an understanding of the study area’s hydraulic processes (e.g. Abu-Aly et al

2013; Strom et al 2016; Barker et al 2018). In-channel riverbed morphological units
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were subsequently objectively mapped for each of those using the method of Wyrick et

al (2012).

Methods

Field methods

In order to study fluvial temperatures within the study reach, we deployed a wireless

sensor network consisting of 35 temperature sensors located in both the primary and

side-channels both above and below the merge-point. The wireless sensor network, and

its design, deployment, and data collection are thoroughly explained in Burman et al

(2020) and Burman and Gao et al (2023), but the most pertinent details relevant here

are as follows. Sensors were attached (five each) to sensor nodes, which contained all

of the necessary electronics and wireless hardware. Water temperature was measured

about four times per hour (sensor nodes did not have real-time clocks so sampling

frequency was temperature dependent, fluctuating between ~14 and 16 minutes). The

present paper covers the temporally explicit models generated from this data to answer

the posed research questions.

It was imperative to measure temperatures at different locations within the wetted

channel as well as at a suitable frequency in time. Temperatures needed to be assayed

along the length of the study reach as well as across the channel. In wide gravel and

cobble rivers with diverse morphological units and lateral groundwater discharges from

hillsides, river temperatures can vary more across a channel than longitudinally.
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To address RQ1, we measured temperatures multiple times per hour. Each sensor node

sampled its associated five sensors every ~ 15 minutes, yielding roughly four samples

per sensor, per hour. Further, given the strong seasonal forcings associated with river

temperatures and the seasonal variabilities in river flows, we endeavored to sample for

at least a year to capture the totality of seasonal fluctuations, which would have allowed

us to identify a full seasonal cycle of temperatures. Unfortunately, a river enhancement

project (Southall et al 2022) brought our sampling to an end prematurely – we instead

consider the hourly, daily, and monthly temporal signals (RQ1).

To address RQ2, we sampled the mainstem, side-channels connected at upstream and

downstream ends, and other off-channel habitats (Figure 1). Finally, to address RQ3

regarding downstream warming trends, we sampled longitudinally along the length of

the study  reach.

Sensor locations were selected to sample temperatures in a diversity of river

morphologies, while balancing worker safety. In order to sample a wide diversity of

hydrologic conditions, areas of the river were selected in advance of field trips on the

computer using the extensive LYR geo-database and considering their geographic

location and geomorphology. Once in the field, workers selected exact sites and

transect orientations where sensors could safely be installed as planned or as near to

the previously selected locations as possible given real-world constraints. Whenever

practicable, a random number generator was used to set the number of steps taken

from the edge of the study region to begin the sensor installation.
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Among the seven sensor nodes that survived the majority of the sampling season, five

(1-4, 6) were in the northern perennial side channel and two (5, 7) were in the mainstem

baseflow channel (Figure 1) as follows:

● Sensor node 1 traversed a deep pool with clear water at the downstream end of

the side channel. The pool contained aquatic vegetation where depths were

suitably shallow. For discharges below ~ 12,000 cfs, the lower half of the side

channel was entirely hyporheically fed. Also, the downstream end of the deep

pool was well connected to the mainstem channel, so it was perpetually wetted.

The pool was ~ 50 m across. The sensors installed here were spaced ~ 10 m

apart. This sensor survived for the duration of the study.

● Sensor node 2 was in a riffle just upstream of the deep pool. The sensors on this

sensor string were spaced 5 m apart. The furthest upstream sensor on the string

was placed in an extremely cold, but very small stream that was generally

disconnected from the rest of the side channel. It was entirely hyporheically fed.

This tiny channel then fed into a riffle in the larger side channel. The second to

last sensor was in the deepest part of the pool in the riffle-pool couplet, and the

final sensor was on a shallow bar. This sensor survived for the duration of the

study.

● Sensor node 3 was in a glide within the side channel. Near the northern channel

margin there was a small pool and at the other end (in the deepest part) was a

slightly faster glide. Sensors were spaced 5 m apart. This sensor survived for the

duration of the study.

Chapter 2:
39



● Sensor node 4 was in a very small riffle that at summer baseflow was very slow

moving, could easily be walked by workers, and was often just a few centimeters

in depth. Just upstream from this small riffle was a large pool. Sensors were

spaced about 5 m apart. This sensor node survived for the duration of the study.

● Sensor node 5 was placed in a fast glide in the main channel. This area was

wide, flat, and fast moving with very loose coarse sediment: sensors were

spaced 10 m apart. It was extremely difficult for workers to hold position while

wading, and as such, we could not collect precise GPS coordinates at each

sensor point, and instead interpolated from the end points of the sensor string

knowing their spacings. This sensor was destroyed by a flood event on 3 March

2019.

● Sensor node 6 was in an extremely high velocity region of the river, which was

difficult for workers to traverse. Its sensors were spaced 5 m apart. This upper

side channel was directly fed by the main channel, immediately below Daguerre

Point Dam. This area had previously been a solid gravel mass in the year before

the deployment, but a major flood in 2018 scoured out the gravel and

reconnected this area of the river (Gervasi et al 2021). This sensor extended

from an off-channel pool, out into the side channel, over a small riffle, but in what

was mostly a faster-moving glide. This sensor survived the majority of our

sampling, but was destroyed on 23 February 2019.

● Sensor node 7 was installed at the merging of two channels, one smaller and

intermittently wetted (often little more than a few cm in water depth), the other
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was the very high velocity main channel. During installation, workers struggled in

this area with the high velocities. Sensors on this node were spaced 10 m apart.

This also coincided with a meander bend. Here, the sensor traversed a fast

moving riffle and glide, and then on the northern side, it curved into a slower

moving pool. This sensor appeared to have been destroyed by a bear on 7

March 2019.

Sensors were polled by the attached nodes every 15 minutes, and data traversed the

network and were uploaded to a server at the University of California, Davis campus.

Sensors were damaged and disabled throughout this period, with some remaining

online only until February 2019, while others remained through May 2019, when a river

restoration project began, which required the network to be taken down (Burman and

Gao et al 2023).

Analytical methods

In order to explain the factors that force fluvial temperatures, we sought to generate

statistical models of varying complexity. By comparing these models, we can ascertain

which factors best explained the observed temperatures. Before making any inference

about effects on river temperature, we needed to identify the model that best fit the

sensed river temperature data. This identification allowed us to infer which factors best

explained the sensed temperatures. Once selected, we used the best-fitting model to

ascertain posterior temperature distributions for each factor.
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We fit eight linear Bayesian models, with increasing levels of complexity, then assessed

the tradeoff between model fit and model complexity. In this way, the best-fitting model

and its underlying priors gave us insight into the river system sampled. By building

Bayesian models, we could specify priors for temporal effects that incorporated the

autocorrelation inherent in the temporal data. For each temporal effect, we tested

different random walk priors, with either a first-order or a second-order lag. The amount

of lag defined the amount of smoothing in the prior, with higher order priors

characterizing smoother temporal effects, and therefore greater temporal

autocorrelation. The greater flexibility of Bayesian models allowed for more robust

interactions between model effects. Once we identified the best fitting model, which

yielded insight into our first research question (RQ1), we considered the posterior

distributions for each effect. Notably, models were stratified to find the effect of sensor

position in the main stem and side channel (RQ2) as well as upstream and downstream

(RQ3).

We attempted to fit eight different models, beginning with simple models, with increasing

numbers of interactions and increasingly complex temporal effects. We also tried to

improve model fit by experimenting with different priors for each of the temporal effects

within the models (Table 1).

Temperature models

Temperature models were fit using Integrated Nested Laplace Approximation (explained

further in the next section below; Rue et al 2009, Martins et al 2013). The selected

model split the wireless sensor network into four quadrants, separated by their position
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upstream or downstream of the merge-point in our two-mile river reach, and whether the

sensor was in the side-channel or the main-channel (Figure 1). Following the

established literature (Rue et al 2009, Martins et al 2013, Gómez-Rubio 2020), the

temporal effects were included as random walk priors, with the order determined

experimentally using a sensitivity analysis.

These eight models were:

1. Model 1: This is a hierarchical model with sensor number (1-5) nested within

sensor node (1-7). This model was structured such that there were no shared

effects between sensor numbers (eg: 1_1, 1_2,...8_5). That is to say, sensor 1

within sensor node 1 was distinct from sensor 1 on sensor node 2 and so on.

This structured the individual sensors within their respective nodes. We

hypothesized that the main and side channels would be better differentiated than

were the up- and downstream regions of the river. As such, we treated the

upstream/downstream effect as a grouping effect (Gaussian Kronecker Markov

Random Field: GKMRF; explained in the next section) within the main and side

channel effect. We also treated both of these as random effects, with an

independent and identically distributed prior. This created a per-region effect for

the upstream and downstream as well as the main and side channel. These

hierarchical, IID effects were retained for all subsequent models.

2. Model 2: The second model extended the simpler nested model and incorporated

a day-of-year term as a cyclic random walk prior. We defined the sampling period
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within a 365-day cycle, in the hopes that doing so would allow some ability to

model the remainder of the year without directly sampling it.

3. Model 3: The third model was very similar to the day-of-year model (2), but

instead of using the day of the year, we used the hour of the day as a cyclic

random walk prior.

4. Model 4: This model combined the effects (linearly – not the interaction between

them) of the hourly effect and the 365-day day-of-year effect, both with cyclic

random walk prior.

5. Model 5: In this model, we retained the hourly effect, modeled a cyclic random

walk prior. We replaced the 365-day day-of-year effect with a simpler,

day-of-sampling effect modeled with a random walk prior. Given that our

sampling spanned less than a full year, we considered that the return-phase of a

year was perhaps meaningless.

6. Model 6: In this model, we removed the hourly effect and looked at just the

day-of-sampling effect with a random walk prior.

7. Model 7: In this model we parameterized the day-of-sampling effect with a

random walk prior, and created a GKMRF grouping variable with the cyclic

hour-of-day effect, parameterized by a cyclic random walk prior. This created a

grouping variable for hour of day within day of year, which is in turn an interaction

effect between hour of day and day-of-sampling period.
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8. Model 8: In this model we adjusted model 7, altered by parameterizing the

hour-of-the-day effect as a scaled variable instead of cyclic variable. This was

due to INLA not allowing for scaling of cyclic GKMRF grouping variables. We

selected the best fitting model (methods below) and all further analysis was done

using that model. The posterior distribution for each effect from this model were

then sampled and used in further analyses.

Integrated Nested Laplace Approximation

Integrated Nested Laplace Approximation (INLA) is a method for fitting Bayesian

models using approximation of Latent Gaussian Models. INLA is distributed as an

R-package (R-INLA; Rue et al 2009, Martins et al 2013) that allows for the fitting of most

Bayesian models. Instead of using Monte Carlo Markov Chains (MCMC) as used in

BUGS, JAGS, and STAN, INLA instead uses integration to solve complex Bayesian

models. Because there are no large Markov chains, INLA is considerably faster than

MCMC methods. Further, INLA uses the PARDISO library (Alappat et al 2020, Bollhöfer

et al 2019, Bollhöfer et al 2020). This library is a thread-safe solver for systems of linear

equations. Because it is thread safe, INLA is inherently parallel, conferring the further

advantage of parallelism to solve models even faster.

INLA has a number of unique features, which were implemented in these models. It

allows for the specification of priors that include independent, identically distributed

effects (IID) as well as spatially and temporally stratified effects, which can be structured

as autoregressive effects (AR: with a defined lag), or as random walks with lag of one or

two (RW1, RW2; Rue et al 2009, Martins et al 2013). All temporal effects were modeled
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as random walk effects, as these priors have been well established as good priors for

temporal effects, and we established the order of these random walks experimentally

(Zuur et al 2017, Gomez-Rubio 2020).

INLA allows for complex interactive effects by defining groupings between effects. This

feature generates a second model for between-group correlation (Gomez-Rubio 2020).

The result is a variance structure that is the Kronecker product of the individual effects.

This Gaussian Kronecker Markov Random Field (GKMRF) reflects the inherent

dependence of the effects (Riebler 2011). Such product random fields are conceptually

similar to interaction effects, but are preferable in INLA (Riebler 2011).

We experimented with a number of different hyper-parameters and priors for all terms in

the model. After extensive testing, we selected those in Zuur et al (2017) for the random

walk effect’s prior (θ, which is the log-precision) equal to the the Penalized Complexity

precision prior (PC: equations 1 and 2, from Rue et al 2009, Martins et al 2013), with

hyper-parameters specified as u=5 (or ~3x the sample standard deviation for the

response variable (~1.635)) and ɑ=0.01.

(1)π(τ) =  λ
2 τ − 3/2 * 𝑒 −λτ − 1/2

,   τ > 0

for λ > 0, where

(2)λ =  − 𝑙𝑛(α)
µ   
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IID effects were specified with priors using the same PC prior and hyperparameters,

however, the prior for the IID effects was specified as the precision, and not the

log-precision per (Zuur et al 2017, Gomez-Rubio 2020).

Validation methods

We sought to validate the models against the observed data. Often, this is done with a

training set and a validation set of some subset of the observed data. We opted to

instead use INLA’s two internal validation methods, which provide a validation metric

that is computed while the model is fit. These methods are well studied and

characterized, so we opted not to do an additional validation step.

1. Conditional predictive ordinate (CPO) is a cross-validation criterion for model

assessment. For each observation, the CPO is the posterior probability of

observing that observation when the model is fit using all data but that point.

Conceptually this is very similar to a leave-one-out validation for all fitted points.

Higher values indicate better fit for that point (Petit 1990; Held, Schrödle, and

Rue 2010; Gómez-Rubio 2020).

2. Predictive integral transform (PIT) measure, which is the probability, for each

observation, of a new value being lower than the actual observed value. Well

fitting models will have a distribution close to a uniform distribution between 0

and 1 (Marshall and Spiegelhalter 2003; Held, Schrödle, and Rue 2010;

Gomez-Rubio 2020).
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Model selection criteria

Deviance Information Criterion (DIC) is conceptually similar to the ubiquitous Akaki’s

Information Criterion, and considers fit, while penalizing model complexity via effective

number of parameters. Lower values of DIC are preferred (Spiegelhalter et al.2002,

Gomez-Rubio 2020). The Watanabe-Akaike Information Criterion (WAIC) also known as

widely applicable Bayesian Information Criterion differs from DIC only in how the

number of effective parameters are computed (Watanabe 2013; Gelman, Hwang, and

Vehtari 2014). In this study we used the DIC and WAIC model selection criteria to

determine which model fit the data best, then all further analysis was done using that

model. The posterior distribution for each effect was plotted and used to address the

three questions.

Testing the Research Questions

The testing of the research questions was multi-faceted. We considered eight different

candidate models summarized in Table 1. Invariably, the models which best fit the data,

both absolutely (validation methods: CPO and PIT) and penalized for model complexity

(DIC and WAIC), will suggest the strongest forcings of fluvial temperature, which

addresses RQ1. That is to say that if the dominant temporal effect on fluvial

temperatures in the study reach is time-of-day or day-of-sampling (or year), then we

would expect the corresponding model to yield the best fit, and for the relevant increase

in complexity to be worthwhile in comparative model heuristics (DIC and WAIC).

Further, if these effects interact, which would yield a significant increase in effective

parameters (~sampling days * 24hrs/day), the corresponding increase in explanatory
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power, would need to be huge to offset this. Alternatively, if temporal effects have only

minimal effect on fluvial temperatures, we would expect the model one to have the best

fit, particularly when penalizing complexity as it is estimated to have only a few dozen

effective parameters (the 35 sensors are stratified, with some overlap with the

geographic stratification).

Once these models were fit, we considered the credible intervals of the posterior

temperatures from the best-fitting model to address the secondary questions and to

quantify the effects of main and side channel sensor placement (RQ2) as well as up and

downstream (RQ3). Non-overlapping credible intervals can reasonably be interpreted to

be sampled from different distributions.

Results

Model heuristics  and selection

We found that our simplest model, which considered the nested sensors within the

sensor nodes, and were then placed into the GKMRF of main and side-channel within

up and downstream effects had the poorest fit, despite its simplicity. This was true even

when considering model selection criteria that penalize model complexity (Model 1; DIC

& WAIC ~585,000; Table 1). It is important to remember that DIC and WAIC assess

model fit, and they are penalized for model complexity. This model can be thought of as

a baseline, with each subsequent comparison amounting to a cost-benefit analysis for

further model complexity.
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Adding to the nested model the hour of the day improved the fit (Model 3; DIC & WAIC

~573,000; Table 1), but adding in the DoS (day of sampling) or DoY (day of year)

improved the model fit far more (Models 2&6; DIC & WAIC ~335,000; Table 1). Notably,

there were far more sampled days than there were hours in the day – despite this

complexity, we still found the day of the sampling to be a better predictor of

temperature, whose complexity was offset by improved fit. We did notice that using the

day of sampling yielded a slightly better fit than did day-of-year. This was likely because

day of sampling was a simpler metric, and benefits of modeling a cyclic return-phase

(like day of year) is contingent upon having multiple complete cycles sampled.

Models including both day-of-sampling (or year) and hour-of-the-day fit better still

(Models 4&5; DIC & WAIC ~277,000; Table 1). But, models that used the GKMRF of the

hour-of-the-day within the day-of-sampling, fit best (Models 7&8; DIC & WAIC ~250,000;

Table 1). The complexity of these models (~40-100 times more effective parameters

than in the simplest, nested model (Model 1); Table 1) was offset by their improved fit.

Temperature models with the day of year (or day of sampling) as an effect were best

modeled by a first order random walk (rw1) prior (Table 1). The temperature models

containing hour of day as an effect were less sensitive to order of the prior for this effect

(Table 1). In the more complex GKMRF (where the effective number of parameters is

the product of parameters from the day of sampling and hour of day) the additional

smoothing of the second order random walk yielded a considerable reduction in the

effective number of parameters – making these models preferable (Table 1).
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We found Model 7, which was the GKMRF of the cyclic hour of the day (rw2) and the

day of sampling (rw1) fit best (Table 1). This model’s complexity was the result of

complex temporal interactions, that these interactions improved fit – despite penalizing

complexity – yields insight into our primary research question regarding the temporal

variability in river temperatures. In further considering the fit of Model 7, the residuals

appeared almost entirely independent (Figure 3), as they followed a horizontal line of

slope zero (red line). The observed and expected values (Figure 4) had an excellent,

one-to-one relationship (red line of slope one: any appearance otherwise is the result of

truncated axes to ensure that detail is visible). Broken out into uniform quantiles, with

normal quantiles, the observed PIT scores fit well to a straight line of slope one (Figure

5, black line has slope one), though PIT residuals did deviate from the expected uniform

distribution (0:1), and instead were center-biased (Figure 6). The distribution of the

residuals of CPO scores were, as expected, skewed toward one (Figure 7). As Model 7

yielded the best fit, we derive all further analyses from just this model.

Modeled temperature – spatial and temporal effects

We saw little variation among all sensor nodes, indicating that the majority of the

observed variability in water temperature was explained elsewhere – and was not the

result of unexplained within-node or between-node variation (Figure 8). Within-node

spreads had consistent 95% credible intervals of approximately 0.4°C (Figure 8),

indicating low within-node variation. Across all sensors, the spread of the mean

posterior temperature was less than 0.2°C (Figure 8), suggesting that the inter-node

effects were well explained by the other model components.
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The effect of sensor placement in the main stem or side channel showed a posterior

mean of the main channel being about 1.5 oC cooler than the side-channel (Figure 9).

The credible intervals of the posterior distribution also do not overlap (Figure 9). The

grouped effect of upstream and downstream showed minimal effect, with the

downstream sensors slightly warmer (< 0.5oC) than the upstream sensors (Figure 10).

The primary effect we observed was temporal. The greatest variability in water

temperature was the result of the GMKRF of the time of day and the day of the

sampling period (Figure 11). We also found consistently low standard deviations in

temporal effect on fluvial temperatures (Figure 11).

Discussion

Given the considerable increase in model complexity of the chosen model, relative to

the simplest, hierarchical model considered (~40-100 times the effective number of

parameters), the inclusion of temporal effects was imperative. In particular, these

temporal effects dominated the posterior temperature, particularly when considering

their interaction. River temperatures should be considered within the context of both

seasonal and diel effects (Table 1, Figure 11). Our model choice underscores the

important interactions between these effects.

Moving beyond the simple model selection, we considered three questions about fluvial

temperatures in the lower Yuba River, a regulated, gravel and cobble river in a

dry-summer subtropical climate in California’s Central Valley (Figure 1). We consider
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our secondary questions first, before returning to a more thorough consideration of our

primary question regarding dominant temporal effects.

Prevalence of downstream warming trend (RQ3)

We observed a minimal downstream warming trend (< 0.5oC) within our stratification,

between our upstream and downstream sensor locations (Figure 10). This may have

been because of the short (~ 3 km) length of the study reach, which was only about 60

times as long as the main channel was wide (~ 50 m). Notably, the upstream and

downstream sites were quite different depending upon where in the reach they were.

Put simply, the downstream side channel was the outlier relative to the remainder of the

sampling locations. It was not connected by surface flows to the main channel except

during flood events. The fact that this unique sampling area was relegated to the

downstream side channel only likely played a role in obfuscating a downstream

warming trend. Anecdotally, workers observed that when the main stem meandered

closer to the training berm and the side-channel, the side channel tended to be colder,

with higher velocities. Sensor two was at such a site (Figure 1). This suggests a

significant hyporheic connection under the training berm.

Temperature difference in the hyporheically connected side-channels (RQ2)

The side channel was warmer than the main stem, the difference between mean

sampled posterior temperatures was approximately 1.5oC relative to the main channel

(Figure 9). Without the hyporheic connection between the main stem and side channels,

we would have anticipated an even larger difference in temperature given the orders of
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magnitude difference in volume and velocity of water flowing in the main stem and side

channels. The main stem was about four to six times the width of the downstream side

channel, and about double the width of the upstream side channel.

In this study, we chose to model two dominant strata within our sampling: (a) upstream

versus downstream, and (b) side channel versus main stem. We then created an

interactive effect between these strata for our models – yielding in effect four distinct

groups (ie: upstream side channel, upstream main stem, downstream side channel,

downstream main stem). As is always the case in modeling studies, there is a trade-off

between characterizing the local system and generalizing to address broader trends. By

stratifying as we did, we inherently opted for the more general. Had we instead created

a single stratified effect between the lower velocity downstream side channel relative to

the remainder of the sensors, we may have been able to better characterize the

temperature differences between them, and may well have found more explicit results

about how temperatures varied between them. We may have better characterized the

downstream warming within the main channel. But, such a model would have yielded a

result specific only to this system, which is why we did not do that. Instead, the

approach taken has more value as a novel scientific contribution that future studies can

use in other settings.

Dominant temporal scales of temperature variability (RQ1)

Temperature does not vary just seasonally, or just daily. Rather, these fluctuations in

temperature interact (Figure 11). Temporal effects dominated in our selected model of

fluvial temperature. As would be expected, we saw extrema in diel temperatures at
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around 2 am and 2 pm (Figure 11). We observed a minimum temperature in February

and a maximum in November and May (the warmest months sampled; Figure 11). That

said, while we see considerable variation in temperatures through both day of sampling

and hour of day, we note that incorporating sampling day improved the model fit more

than did adding sampling hour (using all information criteria and validation methods;

Table 1). Considering their interaction yielded our best model fit (Table 1). We observe

consistent and low sample standard deviations, indicating strong predictive trends

throughout the sample period (Figure 11). We also observe none of the seasonal or diel

fluctuations in observed variability described in past work (eg: Macan 1958, Hopkins

1971).

Past work has considered temporal scales over which temperature changes are best

observed in rivers, and whether changes in mean temperature were the result of

changes in one or both extrema over a particular sampling period. These were

particularly important questions when water temperatures were predominantly sampled

using Six’s thermometers (eg: Macan 1958, Hopkins 1971). Work that has focused on

identifying trends in temperature variability over singular temporal durations (eg: daily,

monthly, or seasonal) scales likely missed the interactions between these timescales,

which we find characterize much of the true variability in fluvial temperature. To this end,

while past work using Six’s thermometers identified changes in the maximum and

minimum temperature observed at a focal timescale, we find no such pattern, instead

observing seasonal trends in both diel maxima and minima over the course of our

sampling period.
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We also note that there were days in which diel fluctuations were lost (Figure 11, eg: 13

Feb 2019). These days were uniformly cold: there was minimal warming over the

course of the day. This underscores the fallibility of samplings that fail to incorporate

both daily and seasonal fluctuations. The date of 13 February 2019 was a day with

persistent rain. It was overcast throughout the day (National Weather Service Forecast

Office 2022). On high-precipitation, overcast days such as this, the river is cooled

directly by the precipitation and insolation is limited by cloud cover. In locations like

California’s Central Valley, overcast rainy conditions are typically limited to winter

months, which can contribute complexity to the interactions between daily and seasonal

cycles.

We observed an obvious seasonal signature within our temperature data, but all of

these effects were smaller than those of singularly cold days, which in fact have no

meaningful daily maximum temperature, and instead remain cold all day (Figure 11). We

interpret that these signatures, with anomalously cold days suggest that the

temperatures within this reach were dominated by precipitation and cloud cover, which

is a seasonal phenomenon but also driven by subseasonal weather cycles, interannual

ocean-atmosphere climate cycles, and are indistinguishable-from-random occurrences.

While we were unable to sample for a complete year, we see no reason to expect

changes to these patterns in the summer months. We instead find that in warmer

seasons, fluvial temperatures were forced higher throughout the day, and in cooler

seasons, fluvial temperatures were forced lower throughout the day. While we found the

standard deviation in posterior temperatures from our models to be relatively consistent
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throughout our sampling period, there are exceptions. Notably, near the end of our

sampling period we observed numerous overcast days, which caused the batteries to

die in our solar-powered data-aggregation point. This data loss decreased our sampling

density, and increased the model variance (Figure 11).

Our models do not support any general or consistent pattern in fluvial temperature

variance as most of the temporal regions with increased variance were the result of

periods of poor sampling due to power losses during inclement weather. However, in the

first week of March 2019, we observe notable increases in sampled temperature

deviations (Figure 11). This coincided with the end of a flood, during which the flow was

roughly five times (CDEC 2022: 709 m3/s on 26 February 2019) the bankfull flow (142

m3/s). During the early days of March 2019,when the flow was receding to the bankfull

flow, this pulse of cold water at the end of February, with falling flows likely altered the

local dynamics, and in particular, impacted different sensors differently – with the

sensors away from the hyporheically fed side channel likely experiencing much more

extreme temperature differences. This time period also was characterized by

considerable cloud-cover (National Weather Service Forecast Office 2022). Without

insolation, the falling flows from this flood event likely dominated in forcing temperatures

for main-channel sensors, hence the considerable increase in variability in this time

period. Spatial models would provide considerable insight into these dynamics.

Study Outcomes Significance

This study serves to extend the understanding of the dominant temporal scales over

which temperature fluctuations in a regular, dry-summer subtropical river in California’s
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Central Valley. Rivers in this type of climate are subject to greater temperature variability

than rivers in other climates. Identifying the dominant temporal scales of these

variations will be crucial in modeling changes in these systems, particularly as they are

expected to be acutely impacted by climate change. Results should be relevant to

regulated rivers in the Mediterranean region, western south America, South Africa, and

south and western Australia.

Future Study

We expect that spatially explicit models, which consider proximity to shore and level of

vegetative shading would yield better insights into the exact dynamics at play. Indeed, if

cloud cover (or conversely, insolation) dominates the temperature effect within this

reach, then the cooling effect on overcast days should be greatest in areas of the river

with slower flows, less hyporheic flow, and less vegetative shading, and should have the

least effect in fast-moving areas, with hyporheic flows, and in areas with the most

vegetative cover. Our future work will expand upon these models to incorporate the

spatial structure of the sampled reach.
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Tables

Table 1. A comparison of statistics regarding fit and selection for models and priors
attempted in this study ( DoY/DoS: Day of Year/Day of Season, rw: random walk prior)

Priors DIC WAIC

Model DoY/
DoS Hour DIC Saturated #

Params WAIC #
Params CPO PIT

Sensors nested within nodes with
up/down stream and main/side
channel interacting (iid) effects

- - 585155 3766188 32 585150 27 0.1911 0.4884

Sensors nested within nodes with
up/down stream and main/side
channel interacting (iid) effects,
plus day of year

rw1 - 335990 3517029 217 333990 211 0.4334 0.4991

rw2 - 336007 3517047 213 334001 203 0.4333 0.4991

Sensors nested within nodes with
up/down stream and main/side
channel interacting (iid) effects,
plus hour of day

- rw1 572940 3753974 58 572931 49 0.1987 0.4867

- rw2 572938 3753972 57 572930 49 0.1987 0.4867

Sensors nested within nodes with
up/down stream and main/side
channel interacting (iid) effects,
plus day of year and hour of day

rw1 rw1 278984 3460023 241 274699 225 0.5272 0.5021

rw1 rw2 278984 3460024 239 274761 219 0.5264 0.5021

rw2 rw1 279000 3460040 237 274738 225 0.5269 0.5021

rw2 rw2 279005 3460044 233 274735 219 0.5269 0.5021

Sensors nested within nodes with
up/down stream and main/side
channel interacting (iid) effects,
plus day of year and hour of day

rw1 rw1 278768 3459807 239 274456 223 0.5279 0.5014

rw1 rw2 278767 3459807 239 274393 217 0.5285 0.5014

rw2 rw1 278778 3459817 237 274472 217 0.5276 0.5014

rw2 rw2 278776 3459815 236 274471 216 0.5277 0.5014

Sensors nested within nodes with
up/down stream and main/side
channel interacting (iid) effects,
plus day of sampling

rw1 - 333958 3514997 217 331826 203 0.4372 0.5005

rw2 - 333971 3515010 215 331856 209 0.4370 0.5005

Sensors nested within nodes with
up/down stream and main/side
channel interacting (iid) effects,
plus interaction between day of
sampling and hour of day

rw1 rw1 250139 3431179 2014 245280 2451 0.5883 0.5014

rw1 rw2 250084 3431124 1492 244367 1497 0.5872 0.5014

rw2 rw1 250595 3431635 2008 246278 2655 0.5865 0.5014

rw2 rw2 250538 3431578 1572 244796 1586 0.5871 0.5014

Sensors nested within nodes with
up/down stream and main/side
channel interacting (iid) effects,
plus day of year and hour of day,
but with non-cyclic hourly effect

rw1 rw1 250209 3431249 1988 245323 2357 0.5869 0.5014

rw1 rw2 250381 3431420 1392 244462 1301 0.5864 0.5014

rw2 rw1 250712 3431752 2004 246331 2596 0.5859 0.5014

rw2 rw2 250999 3432039 1484 245159 1420 0.5854 0.5014
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Figures

Figure 1. Map of the study reach of the lower Yuba River. In the top-right of the inset
map, is Daguerre Point Dam. The river flows from the top right to the bottom left.
Orange lines correspond to sensors (1-7), which span the channel width at that point.
Red dots represent the exact location of the individual sensors, measured on GPS,
except for sensor 4, which was subject to flows that were too deep and fast for precise
GPS measurement, and points were therefore estimated based upon end point
locations.
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Figure 2. Maximum and minimum temperatures, by month, averaged across 2010,
2011, and 2012, adapted from Yuba County Water Agency 2017.

Chapter 2:
66



Figure 3. Residual temperatures (observed-fitted) relative to fitted temperature value.
Were this point-cloud to fit a line with any slope, the result would indicate dependence
of model deviation with respect to mean fitted temperature. Ideally, this point cloud
would fit tightly to a line of slope zero (red line).
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Figure 4. Observed temperature reading relative to mean fitted temperature. The better
the model is fit, the closer the point cluster should fall to a straight line of slope one (red
line). The red line may appear askew, this is only because axes were truncated to show
more detail within the point cloud.
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Figure 5. A comparison of the uniform quantiles of PIT scores, relative to sorted new
PIT values. This should, ideally follow a straight line of slope one.
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Figure 6. Frequency of “PIT values”, which are the probability of obtaining a lower value
than the observed value in the data, when leaving out that value from the model fit.
Ideally, the result would be a uniform distribution between 0 and 1. Crucially, the mean
should also be very close to 0.5.
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Figure 7. Frequency of “CPO values”, which are the posterior probability of observing
that observation when the model is fit using all data but that point. These should be
skewed towards one in well-fit models.
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Figure 8. Posterior temperature means (black lines), medians (white circles), and 95%
credible intervals (white bars and black circles) for each sensor node. Note that all
sensor nodes have a CI of ~0.5C. The sensor nodes in the small, hyporheic side
channel (1-4) have smaller credible intervals than those in fully connected areas of
either the main channel or side channel (5-7).
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Figure 9. Model posterior means (black line), medians (white circles) and 95% credible
intervals (white bars and black circles) of temperatures stratified by position in river, in
the main channel or side channel.
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Figure 10. Model posterior means (black line), medians (white circles) and 95% credible
intervals (white bars and black circles) of effect of position in the river above and below
the merge-point in the river.

Chapter 2:
74



Figure 11. Model posterior mean (A) and standard deviation (B) temperatures (oC).
Black bands correspond to absent data, or periods of extreme variability resulting from
poor sampling during extended periods of severe inclement weather, which interfered
with radio communications.
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Seasonal and diel changes in spatial
structures of sensed river temperatures

​Abstract
​Fish move through rivers, interacting with water temperatures that vary over space and time. At

the same time, the waters flow downstream, yielding direct longitudinal connections within the

channel. While seasonal and diel fluctuations are well established, there is little information on

the spatial structures and coherences of these fluctuations. In this study, the primary research

question addresses whether the longitudinal and lateral spatial structures of river temperatures

are static or if they change over time, by time of day or day of year. Secondarily, we question if

the time-dependence of these spatial structures is related to river flow rate and/or surface

heating indexed by daily solar radiation. To identify the spatial structures, we generated

semi-variograms both laterally (stream-orthogonal) and longitudinally (stream-oriented) through

a perennially wetted side-channel of the lower Yuba River, a multi-threaded river in California’s

Central Valley. Temperature data were collected at approximately 15-minute intervals at 20

sensors from November 2018 to May 2019. The lateral and longitudinal distances between

sensors were used to generate semi-variograms, calculated for specific time of day and specific

day of year. We found that the spatial structures of fluvial temperatures were time varying and

related this time dependence to river flow rate and daily solar radiation. Lateral structure in

temperature (semi-variogram slope) reached a maximum in the middle of the night, a secondary

maximum in the afternoon, and a minimum during the remainder of the day, which we relate to

patterns in corresponding diel cycles in solar radiation. Lateral structure also varied over the

seasons, which we relate to changes in river flow rate, being most pronounced in

November-December 2018, and disappearing rapidly with the onset of river floods in January
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2019. Longitudinal structure did not exhibit a coherent diel cycle, but we did observe seasonal

changes in semi-variogram slope with marked longitudinal structure during low warm-water

flows in November, high cold-water flows in February, and with the return of strong diurnal

warming in May. These changes in flow modulate the level of connection between the

side-channel and the mainstem of the river. River waters perpetually flow downstream, yielding

questions about the permanency of patterns and structures within flowing waters.

​

​Introduction
​

​Fluvial temperature

In regulated rivers, the initial state of mean fluvial temperatures is set by the reservoir from

which the river is fed. Intuitively, deeper reservoirs are colder, and water drawn from deeper

within reservoirs is colder than water drawn from shallower in the reservoir. This initial state

pertains more to mean, than to in-river temperature dynamics or spatial variations of fluvial

temperatures. Spatial and temporal patterns in river temperatures are complex and influenced

by several factors.

General spatial trends in fluvial temperature are well characterized: both mean and variance of

temperatures are expected to increase from headwaters to mouth (Ward 1985). This trend is

further discussed in Chapter 2, in which we address temporal variability. In this chapter, we

focus on smaller-scale spatial patterns in temperature, i.e., patchiness. Insolation warms the

river (Danehy et al 2005), but is mediated by shading from riparian vegetation (Johnson 2004).

Seasonal inputs from precipitation and snow-melt cool the channel (Danehy et al 2005).

Hyporheic flows cool small areas of the channel (Ebersole et al 2003), but are mediated by
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geomorphic features (Bilby 1984). Finally, sediment can modulate water temperature through

conduction (Story et al 2003).

The impact of solar insolation on river temperature is strong, but the effect is heterogeneous and

localized (Jackson et al 2021). The warming effect of insolation is greatest when waters are

slower moving and shallow (Daniels and Danner 2020). The warming associated with insolation

was found to be mitigated by increased flow and snow-melt (Smith 1975, Beschta and Taylor

1988, Daniels and Danner 2020, Jackson et al 2021). River margins are particularly susceptible

to warming from solar insolation as they are often shallower and closer to the substrate, which is

warmed radiatively by sunlight. These areas are also characterized by slower-moving waters,

yet their proximity to on-shore vegetation make them likelier to be shaded (Caissie 2006). As a

result, they tend to demonstrate high thermal heterogeneity. Indeed, shading was found to have

an extreme effect on local temperatures, particularly at channel margins (Beschta and Taylor

1988, Holtby 1988, Hetrick et al 1998, Johnson and Jones 2000, Johnson 2004, Caissie 2006).

While shading effects meaningfully reduce local surface water temperatures, their impact on

larger-scale stream temperatures is negligible, particularly when flows were higher (Hetrick et al

1998).

In Mediterranean climates, seasonal variations can be extreme (Andrew and Sauquet 2017, Cid

et al 2017, Daniels and Danner 2020). In these systems, precipitative cooling (either by direct

cooling like snow or cold precipitation, or by increased flow from headwaters) aligns temporally

with seasonal minima in warming through radiation (solar), conduction (from shallow sediments

warmed by solar radiation), and convection (contact with air), exacerbating them rather than

mitigating them (as summer-wet climates might), yielding very cold winter temperatures, and

warmer summer temperatures. Given the localized effects of precipitation, this may have

implications for the patchiness of fluvial temperatures. Seasonal and interannual temperature
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effects are difficult to predict in Mediterranean-climate rivers as the duration and magnitude of

precipitation are more variable than in other humid climates (Andrew and Sauquet 2017, Cid et

al 2017).

Hyporheic flow is the movement of river water through sediments, and this water tends to be

colder than surface flows. Hyporheic flows are underground, and are therefore not warmed by

exposure to sunlight or convective warming from air (Caissie 2006). Hyporheic connections can

extend as far as kilometers from active channels and can include movement through floodplains

at meander bends (Ebersole et al 2003, Uehlinger et al 2003). Hyporheic flows and their cooling

effects are localized, and likely to enter the river channel in particular geomorphic landforms

such as riffles, where they can draw colder groundwater seepage into the channel (White et al

1987). As a result, the pools behind riffles are frequently colder (Bilby 1984, White et al 1987).

Multi-threaded rivers are more likely to have non-surface flows, which increases groundwater

seepage (Bilby 1984, Ebersole et al 2003). Dominant hyporheic flows are associated with lower

maximum temperatures and lower temperature variabilities (Ebersole et al 2003). Hyporheic

flows are also mediated by sedimentary material: mud seals for example were found to be able

to completely isolate groundwater from surface flows (Harrison and Clayton 1970). Aside from

groundwater inputs and non-surface avoidance of insolation, hyporheic flows also have the

greatest contact areas between sediment and water. This contact allows for conductive heat

transfer (Johnson and Jones 2000, Story et al 2003). These conductive transfers increase as

rivers become more threaded as the total surface area of contact between water and sediments

increases. Differences in sediment also impacted rates of hyporheic flow and sediment

conduction: waters flowing through alluvial sediments had less extreme maxima and smaller

thermal fluctuations than did waters flowing over bedrock, which tended to increase thermal

maxima, yielding wide ranges and fluctuations (Johnson and Jones 2000, Johnson 2004).
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Study Area

The lower Yuba River (LYR) is a multi-threaded river in California’s Central Valley. The river is

constrained by engineered training-berms, has a gravel/cobble bed, and during the dry season

is predominantly fed by low-level releases out of a deep, large reservoir, keeping the river colder

than many other rivers in California’s Central Valley in the dry season. The LYR merges with the

Feather River near Marysville, CA. The Feather, in turn, flows downstream to the Sacramento

River, which flows to the San Francisco Bay (Figure 1).

The study area was a ~3 km reach immediately downstream from Daguerre Point Dam, an ~8 m

tall dam, built in the early 1900s to help block the downstream migration of hydraulic mining

sediment and to divert water for nearby agriculture. One consequence of this dam is that the

water is well-mixed in a plunge pool that then feeds the reach just below the dam (Figure 1).

This reach was channelized and constrained into a mainstem southern channel and a

higher-elevation, northern overflow channel by flanking and medial artificial training-berms. A

series of floods in 2017 and 2018 scoured the overflow channel at the upstream end,

re-engaging it with perennial flow. Floods also caused significant lateral migration of the

mainstem to the degree that it entirely cut through the medial berm ~1 km downstream, thereby

reconnecting the two branches here as well. The northern channel downstream of this merge

point remains perennially hyporheically connected, but is only connected by surface flows

during floods (Figure 1).

Study purpose

We installed 35 submerged temperature sensors from November of 2018 to May of 2019

(Burman and Gao et al 2023). A Bayesian model of observed temperatures revealed that the

observed temperatures were best explained by an interaction between diel and day-of-sampling
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(used as a proxy for seasonality) temporal effects (Chapter 2). This same model found little

difference in mean temperature between upstream and downstream sensors, or between those

in the mainstem and side channel. As temporal effects dominated the model of the full-reach,

we anticipated that they might also dominate the spatial autocorrelation structures within our

sensed temperature data.

In this chapter, we consider the 20 sensors in the contiguous, downstream side channel

(described in the Field Methods section below) and pose the following research questions (RQ):

RQ1: Is the spatial autocorrelation structure of temperature stable, or does it change

over time (either diel or seasonal)?

RQ2: Do temporal changes in spatial structure correspond to changes in river flow

and/or radiative surface heating?

We investigated these questions using spatial semi-variograms and hypothesized that the

semi-variograms would be time-dependent. In particular, given the strong, localized effects of

insolation and shading (Beschta and Taylor 1988, Holtby 1988, Hetrick et al 1998, Johnson and

Jones 2000, Johnson 2004, Danehy et al 2005, Caissie 2006), we hypothesized that the

longitudinal and lateral semi-variograms would have the greatest slopes shortly after the solar

maximum around noon, and remain high throughout the period when water temperatures were

warmest (around 2pm: Burman and Gao et al 2023). We anticipated that these slopes would

then decrease until the river was relatively homogeneous around midnight, when solar radiation

was lowest, and remain low through the period when river temperatures were coldest (around 2

am: Burman and Gao et al 2023). We also calculated semi-variograms over 20-day intervals

throughout the sampling period and anticipated that semi-variograms would change seasonally

such that when flows rose and connected surface flows in the side channel and mainstem, this
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would homogenize temperatures. We anticipated semi-variogram slopes, both lateral and

longitudinal would decrease rapidly when river flows increase in winter, and remain low through

the high-flow season

Scientific contributions

By generating time-varying semi-variograms of water temperatures both laterally and

longitudinally in a perennially wetted side channel, we show that spatial structures were not

time-invariant. Spatial structures changed following both diel and seasonal signatures. We

compare these changes in spatial structure to the median hourly solar radiation, the daily total

solar radiation, the 95% inter-quantile range of flow, and daily mean flow. From these

comparisons, we infer that spatial structures in the side channel were primarily controlled by

both flow and solar radiation. Notably, diel patterns in lateral spatial structure were related to

changes in radiative warming, and both lateral and longitudinal patterns in seasonal structure

were related to increasing flows that reconnected the surface flows in the side channel to the

mainstem of the river.

Methods

Field methods

To study fluvial temperatures within this reach, we deployed a wireless sensor network

consisting of 35 temperature sensors located in both the primary and side-channels both above

and below a merge-point in the middle of the study reach (see Study Area section; Figure 1). As

river temperatures in wide gravel and cobble rivers can vary more across a channel than

longitudinally (Caissie 2006), associated with diverse morphological units and lateral

groundwater discharges from hillsides, it was imperative to measure temperatures at different
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locations across the wetted channel (laterally) as well as along the channel (longitudinally) and

at a suitable frequency in time (temporally). In this analysis, we use only the 20 sensors in the

downstream side channel (Figure 1), which was a contiguous body of water, and for discharges

below ~141 m3/s, was exclusively hyporheically fed. The wireless sensor network and data

collection and processing are described in Burman et al (2020) and Burman and Gao et al

(2023). There were five sensors on each cross-channel transect, which were attached to the

sensor nodes that contained all of the necessary electronics and wireless communication

hardware. Water temperature was measured about four times per hour (sensor nodes did not

have real-time clocks so sampling frequency was temperature dependent, fluctuating between

about 14 and 16 minutes).

The field methods used to address question one involved measuring temperatures multiple

times per hour. Each sensor transect sampled the associated five sensors about four times per

hour. Further, given strong seasonal changes in river temperatures, surface warming, and river

flow rates, we planned to sample for a year to capture these seasonal fluctuations.

Unfortunately, our field study was terminated prematurely by a river enhancement project

(Southall et al 2022).

Here we focus on the four cross-channel (lateral) transects that were placed in the side channel

(Figure 1) and provided data for the duration of the study (November 2018 to May 2019):

● Transect 1 (sensors 11-15) traversed a deep pool with clear water at the downstream

end of the side channel. Shallow parts of the pool contained aquatic vegetation. The

pool was perpetually wetted, and had a bar at the downstream end that acted like a

check valve, preventing flow from the mainstem into the pool. The pool was ~ 50 m

across. The sensors installed were spaced ~ 10 m apart.
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● Transect 2 (sensors 21-25) was in a riffle just upstream of the deep pool (spanned by

transect 1). These sensors were spaced 5 m apart. The furthest upstream sensor on the

string was placed in an extremely cold, but very small stream that was generally

disconnected from the rest of the side channel and entirely hyporheically fed. This tiny

channel then fed into a riffle in the larger side channel. The second to last sensor was in

the deepest part of the pool in the riffle-pool couplet, and the final sensor was on a

shallow bar.

● Transect 3 (sensors 31-35) was in a glide within the side channel. Near the northern

channel margin there was a small pool and at the other end (in the deepest part) was a

slightly faster glide. Sensors were spaced 5 m apart.

● Transect 4 (sensors 41-45) was in a very small riffle that was very slow moving during

summer baseflow and was often just a few centimeters in depth. Just upstream from this

small riffle was a large pool that fed the side-channel. Sensors were spaced about 5 m

apart.

Some sensors were damaged during the study, remaining online until February 2019, while

others provided data through May 2019.

Raw temperature, hydrologic, and solar radiation data

Temperature data from all sites were reported in Burman and Gao et al (2023). Here we

consider a subset of the installed sensors - the 20 sensors in the side channel (Figure 1). For

each sensor we calculate the daily mean temperature to track spatial and temporal variability

and the seasonal cycle, and we calculate the daily 95% inter-quantile range (i.e: 97.5th quantile

- 2.5th quantile) as a measure of the strength of the diel cycle.
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River flow rate data were acquired from a USGS flow gauge about 3.5 km west (downstream) of

the downstream end of the study reach (USGS 2022). Though most of the measured water

flows through the mainstem, with only a small portion flowing through the side channel

considered in this study, we assume that flow in the side channel is correlated with that in the

main stem. Units were converted from ft3/s to m3/s and we calculate daily mean flow and a daily

95% inter-quantile range (97.5th quantile - 2.5th quantile).

Finally, we acquired solar radiation data from the National Solar Radiation Data Base (Sengupta

et al 2018, NSRDB 2022) as an index of surface warming, i.e., to differentiate between long and

sunny days from shorter or cloudier days. We used the global horizontal irradiance (GHI), which

is a calculated metric that incorporates both the direct solar radiation (Direct Normal Irradiance:

DNI) and the solar radiation reflected or refracted by the atmosphere (Diffuse Horizontal

Irradiance: DHI) to create a metric of the total power of sunlight hitting a square meter of the

earth’s surface ( , Sengupta et al 2018). DNI and DHI (and by extension, GHI) are calculated𝑊

𝑚2

by the NSRDB using remotely sensed data from NOAA and NASA satellites; these models are

validated and calibrated using a network of strategically placed pyrheliometers and

pyranometers (Sengupta et al 2018). The data were queried for the time-period during which

our sensors were deployed (01 Nov 2018 - 01 Jun 2019), at Beale Air Force Base, which is

about 6 km southeast of our study sites (NSRDB 2022). We summed the hourly GHI data for

each day, yielding a new time series of the total radiation energy hitting a square meter near the

river for each day in the study period ( , Sengupta et al 2018, NSRDB 2022).𝑊

𝑚2  *  ℎ𝑟

Analytical methods

Given that LYR temperatures varied over the course of the day, and across sampled days

(Burman and Gao et al 2023, Chapter 2), we sought to identify the underlying spatial scales on
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which differences in these temporal effects were observed. We created semi-variogram clouds

both laterally and longitudinally, calculated for different sampling days and for different times of

day. We compared the slopes in these semi-variograms (an index of spatial autocorrelation

structure) with cumulative daily solar radiation and the hourly median solar radiation (GHI;

NSRDB 2022), as well as both daily mean and daily 95% inter-quantile range of flows as

measured just below the study reach (USGS 2022) over the same time period.

Sensed temperature data were first separated into 12 bins of two hours each, starting with

midnight to two am (PST), then two am to four am and so on through the full 24-hour day.

Further, sampling days were divided into 11 bins of 20 days each. Once these bins were

defined, we created lateral and longitudinal semi-variogram datasets. We first created lateral

semi-variogram datasets by randomly selecting 20,000 sensor readings (with replacement) for

each of the twelve 2-hour blocks, and for each of the eleven 20-day blocks. For each of these

20,000 sensor readings, we selected a paired reading from the same sensor string (same

transect) within the same two-hour block and the same 20-day block. We therefore created, for

each of these temporal blocks a dataset of 20,000 pairs of sensor locations and sensor

readings. These paired sensor readings were then each used to compute a semi-variance, and

plotted against the distance between the paired readings. This was repeated for each 2-hour or

20-day time block. Given that channel widths varied, we computed the sensor spacing as a

decimal of the transect length (20 m for 5-m sensor spacing or 40 m for 10-m sensor spacing).

This process was repeated to generate the longitudinal semi-variogram datasets. We measured

the stream-oriented downstream distance of each sensor string from a fixed point near the top

of the side-channel. We again took 20,000 samples per 2-hour block and 20-day block. This

time, we placed no geographic restrictions on the paired sensor readings, they could come from
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any of the sensors in the river. We then used the difference in stream-oriented downstream

distances (i.e., longitudinal distance) to compute geographic distances between sensor pairs.

(Semi-) Variance, Variogram, and Cloud

Semi-variance, is a metric of dissimilarity between values at two or more positions in space

(Cressie 1993, Wackernagel 1998): larger semi-variance indicates more dissimilarity. By plotting

this dissimilarity against the geographic separation between two points, we can quantify how the

dissimilarity changes over spatial distances (O’Sullivan and Unwin 2010). When generated from

pairwise comparisons of values derived from experimental data, these are known as variogram

clouds (Wackernagel 1998). Notably, the terms variogram and semi-variogram describe the

same concepts and, we treat them as interchangeable as is common in the literature - although

not all authors do so (see Bachmaler and Backes 2008 for a more exhaustive consideration of

this terminology). For two points (i and j), with sensor readings and separated by distance𝑡
𝑖

𝑡
𝑗

, the experimental semi-variance ( ) is computed by:𝑑
𝑖,𝑗

γ

(1)γ(𝑑
𝑖,𝑗

) =
(𝑡

𝑖
−𝑡

𝑗
)2

2

with cross-channel decimal distance (d) for sensor spacing (sS) defined as:

(2)𝑑
𝑖,𝑗

=
(𝑥

𝑖
−𝑥

𝑗
)2+(𝑦

𝑖
−𝑦

𝑗
)2

4 × 𝑆
𝑆

Longitudinal downstream distances (d) were computed more simply, where the downstream

distances of the two points (pi,pj) is the difference between their respective stream-oriented

downstream distances from a fixed point (p0). Because all distances are relative, the precise

location of this point is arbitrary.
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(3)𝑑
𝑖,𝑗

= 𝑎𝑏𝑠((𝑝
𝑖

− 𝑝
0
) − (𝑝

𝑗
− 𝑝

0
))

In order to create a single, cohesive curve from these semi-variance-distance point clouds, past

work has often used either mean variance values, using either absolute distance values, or

mean values within binned geographic distances called lags (Wackernagel 1998). We opted to

instead use a linear model smoothing kernel to create a smooth line for each of the (twelve

2-hour and eleven 20-day) time-period bins considered, for both orientations (lateral and

longitudinal). Semi-variances that increase with spatial separation are said to be positively

autocorrelated: proximate point-pairs are more similar than are distance point-pairs.

Semi-variances that decrease with spatial separation are said to be negatively autocorrelated:

proximate point-pairs are less similar than distant point-pairs. Semi-variances that neither

decrease nor increase with spatial separation are said to not be autocorrelated (O’Sullivan and

Unwin 2010), i.e., there is no spatial structure. Idealized variograms that reflect autocorrelation

follow an asymptotic curve, with semi-variance increasing with distance from the considered

point, then reaching a threshold beyond which, the points are not affected by local

autocorrelation, at which point the semi-variance flattens to an asymptote (O’Sullivan and Unwin

2010).

Question testing

For both the diel cycle (2-hour variograms) and the seasonal cycle (20-day variograms), we

compared the slopes of the plotted variograms for both longitudinal and lateral pairs and plotted

these slopes against time of day (for 2-hour variograms) or day of year (for 20-day variograms).

The slope is a measure of spatial dissimilarity and the time-dependence of the slope reflects

development and dissipation of spatial structure. If the slopes of the variograms are

approximately the same over time (i.e., slope values fall within the standard error bands), then

we can conclude that autocorrelation structures are time invariant. To contextualize these
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time-of-day or day-of-year changes, we compared these results to time series data on solar

radiation (GHI; NSRDB 2022) river flow rate (USGS 2022) measured at nearby locations.

​Results

In plots of the temperature data from all 20 sensors installed in the side channel of the study

reach, water temperature in the side channel decreased through the fall and early winter, from a

maximum of about 16oC in early November 2018 to a minimum of about 8oC in late February

2019 before increasing again in late winter and spring to about 12oC in May 2019 (Figure 2b).

In addition to the seasonal signal, short-term fluctuations are evident, with temperature

changing as much as 2oC over a few days, and differences between sensors (excepting sensor

21 – see below) can be as much as 2oC, specifically during the cooling phase in November and

December. The diel range in water temperature varies from 0 to 4oC, without a clear seasonal

signal (Figure 2a). The diel signal is persistently low for a couple of weeks in late February and

early March, and then strong for a couple of weeks in mid-March, but in general the diel signal

can be as strong in winter as in fall and spring.

Certain sensors experience larger temperature swings than do others (Figure 2a,b; Burman and

Gao et al 2023). Notably, sensor string two (sensors 21-25), which traverses a massive riffle, a

very cold hyporheically fed backwater, and a bar, is subject to the greatest temperature

variability (Figure 2a,b). Sensor 21, within sensor node two is placed on a shallow bar that,

while wetted at all times of observation, was often in a small amount of standing water, subject

to little or no flow. Many other sensor strings were quite consistent laterally. Sensor node one

(sensors 11-15) for example, which spans the width of a large lagoon, is quite homogeneous, as

is sensor node four (sensors 41-45), which traverses a relatively well-mixed riffle at the

upstream extent of the study reach (Figures 1,2; Burman and Gao et al 2023, Chapter 2).
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As we expect daily mean temperature and diel variability to be modulated by the flow rate in the

river and by the strength of surface heating, we plot these data for the same period as the water

temperature data (Figure 3). Daily mean flow rate was consistently low in November and

December 2018 (< 50 m3/s) and rose abruptly in January with flow pulses exceeding 100 m3/s;

Figure 3b). Maximum flows of 600 m3/s occurred during pulses in February and March. During

this time period, the daily 95% inter-quantile range reached ~ 500 m3/s during storm events in

February and March (Figure 3a) showing that these peaks are consistent with short-duration

flood events. In late March, mean flows decreased and remained consistent until June 2019

(Figure 3b). Cumulative daily radiation shows a clear seasonal cycle (Figure 3c), dropping to a

minimum clear-sky value of about in December (shortest days) and reaching a120 𝑊

𝑚2 * ℎ𝑜𝑢𝑟

maximum of about in June (longest days). However, on many days the sky is360 𝑊

𝑚2 * ℎ𝑜𝑢𝑟

not clear and GHI is notably less, on a day-by-day basis (Figure 3c). Notably, local minima in

solar radiation (consistent with periods of high precipitation) tend to correspond with periods of

high flow; these minima often precede the local maxima in flow by a day or two (Figure 3b,c;

NSRDB 2022, USGS 2022), e.g., late February 2019. When grouped by hour of day (PST), we

find that median solar radiation (GHI; NSRDB 2022) is zero overnight, and begins to rise( 𝑊

𝑚2 )

linearly around 5 or 6 am, reaching a maximum around 11am at about 750 , which( 𝑊

𝑚2 )

remains until the noon hour, at which point median solar radiation falls linearly until again

returning to zero around 6pm, and remaining zero until 5 or 6 am the following morning (Figure

4, NSRDB 2022). Even in winter, water temperature increased during sunny/warm weather with

low river flow, e.g., late January - and marked spatial differences emerge in both mean

temperature and diel range (Figure 2).
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We use semi-variograms to quantify spatial structure (both lateral and longitudinal) and to

quantify both diel and seasonal fluctuations in this spatial structure. Using semi-variograms to

assess lateral spatial structure, across all 12 two-hour blocks, we see an increase in

semi-variance as the distance between compared sensor points increases (Figure 5), which is

consistent with positive autocorrelation. These rates are not homogeneous through time (Figure

5). The slope of these effects reaches a maximum near the minimum daily temperature, around

2 am, and a minimum after the 2 pm daily maximum temperature, around 5 or 6 pm. Further,

there is a slight increase in the afternoon between around noon and 4 pm (Figure 5), which

corresponds with the daily maximum temperature. Considering the lateral semi-variances,

based on a 20-day sampling period, slopes are near zero for most winter sampling periods

(Figure 6). There exist positive slopes only for the sampling windows during November and

December (Figure 6). These correspond with the late autumn and early winter months, when

local temperatures are falling.

When looking at longitudinal temperature profiles, the result was not nearly as consistent. Over

the course of a day, among the slopes of the semi-variance curves, we observed multiple local

maxima and minima - which are all weak (Figure 7). Notably, in addition to the trend, with a

global maximum near the daily minimum temperature (2 am) and a mid-afternoon peak, we also

observed local maxima in the early morning around 6-8 am (Figure 7). Looking at the

longitudinal sampling relative to the 20-day sampling period, we see a trend of high

auto-correlation in the first 20-day period, falling quickly in late November, then rising to a local

maxima in February, before falling again, reaching a local minimum in April, and finally, rising

again in May (Figure 8).
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Discussion

Our analyses of temperature data sampled at high-frequency from four sites along multiple

transects in a side channel of the LYR build upon the previously modeled diel and seasonal

cycles in observed temperatures from the same study reach (Chapter 2). The analyses in the

present study found a diel signature in lateral spatial structure of temperatures. Further, there

exists a seasonal trend in both lateral and longitudinal temperature spatial structures. Broadly

speaking, diel patterns aligned well with trends in solar radiation, and seasonal patterns aligned

well with patterns in flow. Given the observed interactive effects of seasonal and diel signatures

(Chapter 2), we offer this as an avenue for future study: identifying the interactive effects on

spatial structure of the two dominant time scales identified in chapter 2.

Spatial patterns vary over time (RQ1)

We observed differences between spatial autocorrelation structures both laterally and

longitudinally, and for both the 2-hour and 20-day time bins. In the 2-hour time bins – of diel

spatial structures – we anticipated that fluvial temperatures would be “patchiest” – with the most

extreme positive autocorrelation structure (observed as a variogram with the highest slope) – in

the afternoon, because insolation would warm shallow, slower-moving areas, mediated by local

vegetative shading. This was not what we observed: while we found a local maximum in spatial

autocorrelation structure in the afternoon, the global maximum was actually observed around

midnight to 2 am, when water temperatures were coldest (Figures 2,5).

When considering lateral temperature variograms as delineated using the 20-day bins, we

observed a single overriding trend: there is very little spatial autocorrelation for much for the

sampling period, with much stronger autocorrelation structures in November and December,

which then fell considerably in January, and remained low through the end of the sampling
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period in May (Figure 6). The onset of this break-down in cross-channel autocorrelation

corresponded with the coldest months in the study reach (Figure 2). Because of the

Mediterranean climate of California’s Central Valley, this is the wettest period as well.

Precipitation could affect river temperatures locally, thereby increasing spatial heterogeneity –

especially in Mediterranean climates.

Longitudinal profiles were a bit more difficult to disentangle. The slopes in question followed no

consistent trend when considered through the lens of time of day (using the 2-hour bins), we

see that nearly all of the slopes are close to zero, and are similar to each other (Figure 7).

Perhaps the best interpretation of this figure is that the diel effects of temperature are best

observed across the channel and in proximate regions of a reach. And, when considered over

longer, longitudinal spatial scales, the persistent downstream movement of rivers mitigates the

localized effects of diel signatures.

Longitudinal changes in river temperature were much more pronounced when considering the

temperature signatures delineated by the 20-day bins. We observe the patchiest autocorrelation

structures in November (Figure 8). The decay of the longitudinal autocorrelation signature

occurred in late November to early December, nearly a month earlier than observed in the

lateral autocorrelation signature. For much of the remainder of the sampling period, we

observed minimal longitudinal autocorrelation, aside from a local maximum in early February

(Figure 8). This was unexpected as we anticipated that winter precipitation could increase

longitudinal spatial heterogeneity.
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Relating these patterns in spatial structure to surface heating

(GHI) and river flow (RQ2)

The observed pattern of diel lateral structure reached a local maximum around 2 pm, with a

global maximum around 2 am, and global minima around noon and 6-8 pm (Figure 5). The

afternoon local maximum coincided with the maximum solar radiation (Figure 4), around noon

and slowly decreasing over the afternoon (Figure 5). What we did not anticipate was that lateral

autocorrelation would be greatest when river temperatures were lowest, reaching a maximum at

the daily temperature minimum in the middle of the night, when solar radiation was zero (Figure

4; Figure 5). We posit that a possible explanation for this pertains to the complexity of

temperature interactions, there are localized cold-regions generated by things like hyporheic

flows, geomorphology, groundwater inputs, and precipitation (Beschta and Taylor 1988, Holtby

1988, Hetrick et al 1998, Johnson and Jones 2000, Johnson 2004, Caissie 2006, Daniels and

Danner 2020, Jackson et al 2021). Perhaps in a smaller side channel such as the study region,

solar insolation simply overrides these other heterogeneous inputs, and homogenizes the river

across the channel. In such a model, then at night, without these homogenizing solar warming

effects, the other, local effects would dominate, yielding a maximum in semi-variance when solar

radiation was at a minimum.

Considered seasonally (20-day time bins), lateral spatial structure had a maximum

semi-variogram slope in November and December 2018, falling rapidly in late December and

into January 2019 (Figure 5). In late 2018, we observed that flows were very low, and relatively

homogeneous (Figure 3): well below the bankfull flow of the LYR . Both mean flow(~141 𝑚3

𝑠 )

and flow 95% inter-quantile range increased in early 2019 (Figure 3). The low flows observed in

late 2018 would have meant that there were no surface-flow connection between the side
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channel and the mainstem of the river, and instead the side channel was entirely hyporheically

fed (Figures 1,3). In early 2019 when flows increased, particularly when they exceeded the

bankfull flow , the side channel would have been re-connected with the mainstem by(~141 𝑚3

𝑠 )

surface flows (Figures 1,3). We posit that this was likely the cause of the observed breakdown in

lateral spatial structure: later in the winter, the flows were sufficient to actively reconnect the

mainstem with the side channel, and these flows in turn homogenized and mixed the side

channel, eliminating the strong lateral spatial structures observed in late 2018 (Figure 6).

The seasonal (20-day time bins) changes in longitudinal temperature spatial structure exhibited

a global maximum in late 2018, falling precipitously in December 2018 and into January 2019

(such that there was in fact no autocorrelation in 2019) aside from a small increase in

heterogeneity in early February (Figure 8). At the end of 2018, both mean daily flow and 95%

inter-quantile range in flow were relatively consistent and low (Figure 3a,b), and likely resulted in

the high spatial heterogeneity in longitudinal temperatures (Figure 8). This was similar to the

observed trend in the seasonal, lateral semi-variograms (Figure 6). The lateral and longitudinal

seasonal semi-variograms differ in that the longitudinal semi-variogram slopes fall much more

rapidly in late November, then rise starting in January to reach a secondary maximum in

February before falling again through the end of the sampling period (Figure 8). The fall in

spatial autocorrelation in late November or early December 2018 corresponds with intermittent

days of diminished daily total GHI (Figure 3c). These lower GHI days (likely caused by overcast

skies and precipitation) seem to have coincided with a decrease in longitudinal warming of the

side channel, which in turn caused high semi-variance slope observed in early November and

subsequent fall in early December (Figure 3,8). Further, the secondary maximum in

semi-variogram slope seen in late February corresponds to a wetter period, with greater

connections to the mainstem, and greater variability in daily solar radiation (Figure 3a,b,c).

Notably, the connections to the mainstem had different effects longitudinally than laterally.
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While this connection thoroughly mixed the side channel laterally, this seemed not to mitigate

the longitudinal spatial structures. At the downstream end of the study reach, at sensor node

one, there was a large pond (Figure 1). This pond was nearly 500 m in length, about 250 m

wide, and workers could not stand in the middle (at least 2 m deep). There was a bar below this

pond, which provided stage control and acted something like a check valve, only allowing flow

from side channel through the pond into the mainstem, but limiting flow from the mainstem into

the pond (as observed by field workers). As such, there was a long residency period for waters

in this pond, with greater opportunities for surface warming, and less opportunities for mixing via

higher flows. This pond likely acted as a fairly consistent thermal mass, regardless of

precipitation, insolation, or flows, for any longitudinal considerations of spatial structure. We

found that solar radiation and river flows likely interacted with the temperatures of a perennially

wetted, hyporheically connected river side channel. Further, over the longer distances of the

longitudinal semi-variograms, it was possible that direct precipitation inputs yielded thermal

heterogeneity, which were not stratified laterally, where distances were smaller.

Future study and contributions

There are many opportunities for further study of semi-variance of fluvial structures, particularly

temperatures. As one might expect, fluvial temperatures are not stationary as they are not

isotropic (we found very different semi-variogram slopes in our lateral and longitudinal models).

The consistency of these models, and the strong indications of patterns in their change over

time suggest that variances in fluvial temperatures of flowing waters are a manifestation of

external forcings, instead of being predicated by an originating state. They are warmed and vary

in accordance with environmental factors around the river. Rivers do not simply transport flowing

waters, the waters are changed during the process of flowing. While the water may be moving

and ephemeral, these forcings in fact have structures that can persist, and yield meaningful
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patterns that can be interpretable. We posit that there exist potentials to identify underlying

forcings and inputs using the underlying structures that manifest in observable fluvial states,

specifically temperatures. The spatial structures of motile systems like rivers yield exciting

opportunities for further study. Few systems exist within a substrate in consistent, directed (and

directional) motion.

Given the strong observed temporal effects on spatial structure, we also highlight that such

systems require models of spatial structure that interact with temporal effects. Taking for

example, the model in Chapter 2, we highlight the potential to extend this model with a

non-stationary, anisometric spatial effect, which interacts with the temporal effects described in

that paper. Dimensional, autoregressive terms seem to be effective in characterizing fluvial

temperatures, potentially dominating mechanistic model effects like GHI, flow, or shading.
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Figure 1. Map of the study reach in the lower Yuba River. At top-right of inset map (red), is
Daguerre Point Dam. The river flows from the top right to the bottom left. Orange lines
correspond to sensors (1-4), which span the channel at that point. Orange dots represent the
location of the individual sensors. The darkest blue areas are wetted at a flow of 8.5 m3/s, the
medium or turquoise are wetted at a flow of 28 m3/s, and the lightest teal wetted at a flow of 141
m3/s
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Figure 2. Daily (a) 95% inter-quantile range and (b) mean observed temperatures for each of the
20 sensors installed in the sidechannel of the study reach. The first number of each sensor
name corresponds to the sensor node, the second corresponds to the sensor’s position within
the string of temperature sensors.
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Figure 3. Environmental data from sensors near the study reach over the period of sensor
deployment, including (a) daily 95% inter-quantile range and (b) mean for flows, as measured by
the Marysville USGS (2022) gauge; and (c) sum of hourly solar radiation (GHI) from Beale Air
Force Base (NSRDB 2022).
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Figure 4. Boxplot of solar radiation (GHI; NSRDB 2022) data from 01-Nov-2018 through
01-Jun-2019, grouped by hour of day (PST).
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(a)

(b)
Figure 5. (a) Lateral semi-variance relative to percent of channel-width moved, broken out by
2-hour time-of-day block. Curves were generated via a semi-variogram cloud, which was then
smoothed using a linear model. Shaded regions are 95% CI. (b) Slopes of smoothed
semi-variance curves for each time bucket – positive slopes reflect positive spatial
autocorrelation. Slopes near zero are not autocorrelated.
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(a)

(b)
Figure 6. (a) Lateral semi-variance relative to percent of channel-width moved, broken out by
20-day sampling block. Curves were generated via a semi-variogram cloud, which was then
smoothed using a linear model. Shaded regions are 95% CI. (b) Slopes of smoothed
semi-variance curves for each time bucket – positive slopes reflect positive spatial
autocorrelation. Slopes near zero are not autocorrelated.
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(a)

(b)
Figure 7. (a) Longitudinal semi-variance relative to stream-oriented distance moved, broken out
by two-hour time-of-day block. Curves were generated via a semi-variogram cloud, which was
then smoothed using a linear model. Shaded regions are 95% CI. (b) Slopes of smoothed
semi-variance curves for each time bucket – positive slopes reflect positive spatial
autocorrelation. Slopes near zero are not autocorrelated.
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(a)

(b)
Figure 8. (a) Longitudinal semi-variance relative to stream-oriented distance moved, broken out
by 20-day sampling block. Curves were generated via a semi-variogram cloud, which was then
smoothed using a linear model. Shaded regions are 95% CI. (b) Slopes of smoothed
semi-variance curves for each time bucket – positive slopes reflect positive spatial
autocorrelation. Slopes near zero are not autocorrelated.
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