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Abstract

Leveraging Trajectory Optimization to Improve Deep Reinforcement Learning, with Application to Agile Wheeled Robot Locomotion

by

Guillaume D. Bellegarda

There exist several approaches to robot locomotion, ranging from more traditional hand-designed trajectories and optimization-based methods, to more recent successes with deep reinforcement learning (DRL). The advantage of traditional model-based approaches lies in the ability to perform stability and robustness analyses on the generated motions and trajectories, but such methods can suffer from modeling mismatches or expensive computation times for real-time control. DRL on the other hand requires very little information to be known a priori to (eventually) find a solution, at the cost of high sample complexity (long training times) and no stability or robustness guarantees on the learned policies. This thesis seeks to bridge the gap between these two areas by injecting model-based ideas and methods into deep reinforcement learning towards efficient, robust, and explainable learned control policies.

The application of this strategy is in agile wheeled robot locomotion, for example to JPL’s RoboSimian and vehicles performing drift parking. A novel wheel model is presented, which when applied in an optimization framework, naturally results in trajectories that avoid or exploit wheel slipping depending on the task. These methods demonstrate the first planned and controlled drifting maneuvers for a wheel-legged system, with additional hardware results on a model vehicle.
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Chapter 1

Introduction

Research over the past decade has shown increasingly agile and dynamic robotic systems. Perhaps most famously, Boston Dynamics’ biped Atlas has recently demonstrated abilities that are difficult even for humans, such as performing backflips, agile ‘parkour’ stunts, and running and jumping in nature [1–3]. Another Boston Dynamics robot, Handle, is a wheel-legged biped system that can perform a variety of dynamic maneuvers such as jumping over obstacles, descending stairs, and carrying payloads of over 100 pounds [4]. By leveraging a suction-cup end effector, it can also be used in a factory setting to move and arrange boxes onto pallets [5].

Within academia, the MIT Cheetah 2 has shown the ability to jump up to 80% of its nominal leg length while running at a speed of 2.4 (m/s) [6]. Its successor, the MIT Cheetah 3, demonstrates additional results in fast control of various gaits and jumps [7–9]. The smaller and more recent Mini Cheetah is the first four-legged robot to do a backflip [10]. Miniature robot jumpers such as Salto [11] or the EPFL jumper [12] can achieve impressive high jumping due to their small weight and design for storing energy using springs.

The above dynamic motions have all been executed from model-based trajectory
optimization methods, such as \[13\][14], which involve the generation of a trajectory for a system by optimizing a certain cost function subject to various constraints. This optimal solution is then used as a reference trajectory for the actual system through the use of a low level controller, which enforces contraction of the system onto a low dimensional manifold. For example, for underactuated dynamics, some subset of directly-controlled degrees of freedom (DOFs) converge rapidly to desired trajectories, compared to other (passive, slower, but still stable) DOFs. Also within these methods is Model Predictive Control (MPC), which instead of first generating an entire reference trajectory and then tracking it, solves an online optimization at each time step for some finite horizon, executing only the first action and then re-solving the optimization from its new state \[15\][17].

Such methods have also shown impressive results in more general robotics applications, such as within the DARPA Robotics Challenge (DRC) \[18\][19]. However, this same challenge produced a now famous robot ‘blooper’ reel of many different robots falling over, often times for what appears to be no reason \[20\]. A number of factors make robotics a challenging discipline, including perception, state estimation, modeling mismatches, and uncertainty in the environment. For example, if a biped ‘thinks’ it has contact with a handle and begins to turn it, when in reality it is not grasping anything, the forces it has planned for in the optimization are not actually present and a fall can be likely. Additionally, due to computational constraints, the models used in the optimizations are usually simplified from the true dynamics, and mismatches occur, especially if the true state is in poorly modeled areas of the workspace. In unmodeled regions, even the most well-designed controllers cannot provide guarantees or convergence. There is also no attempt to adapt or increase the fidelity of the model in these methods even as experience is gained from real-life executions.

In contrast, deep reinforcement learning (DRL) methods have shown recent success
on continuous control tasks in complicated robotic systems by making iterative improvements on the model and/or policy \[21\]-\[24\]. However such methods are applied with no prior knowledge of the systems, leading to problematic sample complexity and thus long training times. Unfortunately, little can be said about the stability or robustness of these resulting control policies, even if more traditional model-based optimal control solutions exist for these same systems. Additionally, DRL has been almost exclusively applied in simulation, where a failed trial has no repercussions. In the real world a failure can have catastrophic consequences, including damaging the robot or causing injury to humans in the area. Some recent works have successfully learned a policy for a real robot \[25\] \[26\], or transferred policies learned in simulation to the real system \[27\] \[28\]. Of particular note in \[28\] is that the learned policies outperform the authors’ previous model-based methods with respect to both energy-efficiency and speed, as policies are not constrained with an incorrect or overly-simplified model.

A primary goal of this thesis is to bridge the gap between both areas of model-based trajectory optimization and deep reinforcement learning. In particular, DRL can be applied to many problems without needing any modeling or intuition about the system, and has empirically shown to outperform model-based methods both with respect to energy-efficiency and speed of resulting control policies. However, the high sample complexity and inability to prove any metrics about these learned policies makes real world training and deployment difficult. Model-based trajectory optimization methods, on the other hand, allow for stability and robustness analyses on generated motions and trajectories, but are only as good as the often over-simplified derived model, and may have prohibitively expensive computation times for real-time control. This work presents several methods of injecting model-based ideas and methods into deep reinforcement learning, towards efficient, robust, and explainable learned control policies. We also investigate both the emergence and use of non-intuitive optima in both of these areas.
In this thesis, the application of such methods is in agile wheeled robot locomotion. Wheel-legged systems in particular have the potential to combine benefits of two heavily studied research areas: the speed and efficiency of locomotion on wheels with the versatility and agility to surmount various obstacles of legged systems. However unlike in purely legged robots where a considerable challenge is avoiding falling down, to date most wheeled systems have been designed and studied only in the static stability sense, circumventing this issue. A notable exception is the aforementioned Boston Dynamics system Handle [4], and a comprehensive overview of existing wheeled robotic systems is given in Chapter 2. Most of these control systems either do not model or actively try to avoid wheel skidding/slipping (drifting), which can however easily occur in real world applications. We are particularly interested in such dynamic maneuvers here. Thanks to a novel wheel model formulation, we present a versatile trajectory optimization framework that can either avoid or exploit wheel skidding, depending on the desired trajectory length and goal, which also allows for gait scheduling that makes and breaks contact with the ground as in human skating.

The contributions and outline of this thesis are as follows:

• Chapter 2 introduces JPL’s RoboSimian in the context of wheel-legged systems, for which a literature review is performed on the current state-of-the-art. Noting a research gap in dynamic maneuvers involving wheel slipping, we draw inspiration from the vehicle drifting community.

• Chapter 3 serves as a survey of the necessary background for the rest of this thesis, including discussion on robot dynamics and existing constraints in wheeled systems, and presents our novel wheel model to be used in our trajectory optimization framework. We also give an overview of trajectory optimization, and review concepts from applying machine learning in robotics, as used in the later chapters of
this work.

- Chapter 4 describes skating locomotion for RoboSimian for omnidirectional motion primitives with both three- and four-wheeled skating. These primitives are evaluated over mildly rough terrain with varying coefficients of friction.

- Chapter 5 explores the emergence of nonintuitive optima by optimizing both design parameters and motion trajectories for a novel wheeled system. By carefully analyzing and validating such solutions, we discover novel motion planning strategies that we, as human designers, would truly never have anticipated.

- Chapter 6 presents our versatile trajectory optimization framework for wheeled systems using our novel wheel model, that can either avoid or exploit wheel slipping for dynamic maneuvers.

- Chapter 7 proposes integrating forward and inverse kinematics into deep reinforcement learning for faster training and more robust control policies. We also show that we can model a high degree-of-freedom system such as RoboSimian as a representative simple one, and transfer learning of policies between these two systems.

- Chapter 8 proposes a method to combine the benefits from both areas of trajectory optimization (TO) and deep reinforcement learning while mitigating their drawbacks by (1) decreasing RL sample complexity by using existing knowledge of the problem with optimal control, and (2) providing an upper bound estimate on the time-to-arrival of the combined learned-optimized policy, allowing online policy deployment at any point in the training process by using the TO as a worst-case scenario action.

- Chapter 9 discusses conclusions and future work.
Chapter 2

Wheeled Systems

This chapter introduces the main robotic system studied throughout this thesis, Jet Propulsion Laboratory’s (JPL’s) RoboSimian. We also review the wide variety of wheel-legged systems that have been studied in the robotics community, where we differentiate between passive wheeled (no motor at the wheel) and actuated wheeled (motors directly providing forces to the wheel) systems. Lastly, noting that to date wheel-legged robotic systems have not planned for motions that exploit wheel slipping (drifting), we draw literature review from methods applied to vehicles, ranging from model RC cars to everyday road vehicles.

2.1 RoboSimian

RoboSimian is a quadruped robot developed by NASA’s Jet Propulsion Laboratory (JPL) in cooperation with the University of California, Santa Barbara (UCSB) [29–33]. Its purpose was primarily to compete in the DARPA Robotics Challenge (DRC), including trials in 2013 and finals in 2015, where Team RoboSimian achieved a fifth place finish. The robots competing in the DRC were challenged to perform various disaster
relief tasks in environments that would be unsafe for humans. These tasks included examples such as driving a vehicle, opening and entering doors, turning valves, using tools, and walking on uneven terrain \cite{32,33}, with two snapshots shown in Figure \ref{fig:robosimian}. 

Figure 2.1: Versatile locomotion with RoboSimian. At top: Walking on rough terrain at the DARPA Robotics Challenge in 2015. Bottom Left: RoboSimian bipedal and grasping a handhold during “egress of car” task. Bottom Right: RoboSimian with fully extended (and compact folded) limbs.
RoboSimian has four identical limbs, each with seven degrees of freedom. Each limb consists of three rigidly connected L-shaped elbow structures that contain two orthogonal actuators. All actuators in the limbs are identical, each consisting of a DC brushless motor that drives a (160:1) gearbox. These actuators produce peak torques of 580 [N·m] and a peak speed of 3.4 [rad/s]. The distal end of each limb contains a seventh actuator allowing this end to rotate relative to the limb, without requiring any limb reconfiguration. In summary, RoboSimian has seven degrees of freedom (DOF) per limb, which results in a robot with high flexibility and many redundant solutions for end effector configurations.

The redundant solutions that come with such high flexibility offer both possibilities and challenges. For a desired end effector position, each ‘elbow’ of the limb has two configuration possibilities. With three such structures, an end effector configuration can be reached with up to \(2^3 = 8\) different feasible limb configurations, as shown in Figure 2.2. For a given desired end effector configuration and terrain mapping, a subset of the 8 ‘IK families’ may be better suited than others when considering collision avoidance, stability, and overall locomotion speed. Thus the high flexibility offers possibilities for avoiding collision by choosing a feasible limb configuration out of the redundant solutions, at the cost of increased complexity.

Figure 2.2: Eight different possible inverse kinematic (IK) solutions for reaching a particular end effector position.
As RoboSimian was designed with the ability to apply high torques at low speeds, it is very suitable for tasks involving heavy manipulation and climbing. However, such low actuator speeds result in slow locomotion, even over flat ground. Work in [34,35] explored walking with two limbs in contact with the ground at a time, commonly referred to as a static trotting gait, comparing with a static walking gait where at least three limbs were always in contact with the ground. Results showed that for the current actuator velocity limits, the overall body speeds were surprisingly similar for both methods.

During the DRC, RoboSimian was equipped with two omnidirectional driven wheels and two passive wheels to traverse relatively flat ground, as can be seen at the bottom right of Figure 2.3. Unfortunately, locomotion speed gains were limited by the actuators powering the wheels, with more powerful actuators increasing the weight of the robot. Additionally, due to the locations of the active/passive wheels, elaborate configuration changes were required to transition between walking and driving, further reducing the overall speed increase of using wheels.

It would be very beneficial if the high torques at low speeds of RoboSimian’s limbs could be used to create high accelerations for the overall body. Attaching passive wheels at each forearm is one such idea, while minimizing weight from no added actuators, and leaving free six actuated degrees of freedom (DOFs) to set the 6-DOF pose for each skate, as shown in Fig. 2.3. Additionally, this allows for greater flexibility and quicker transitioning between walking and skating configurations than with the previously used driven wheels during the DRC. A caveat of mounting the skates at the forearms however is that there is currently no sensing available to sense contact of the skate with the ground. This eliminates the practical use of force feedback during any designed skating maneuvers.
2.2 Passive Wheel Systems

A wide variety of skating robots have already been studied. We first perform a literature review of passive-wheeled systems, which means those for which the wheels are
unactuated (no motor driving each wheel).

Among quadrupeds, perhaps the most famous skating robot is the roller-walker, which was developed and studied by Hirose and his research group [36–40]. The roller-walker has a reconfigurable end effector, to be used as either a foot or skate, quite similar conceptually to the added wheel we use with RoboSimian, as depicted in the lower left of Figure 2.3. A body of work exists on system design and motion planning for the roller-walker, for four-wheeled skating locomotion in a mostly-forward direction on flat ground. The leg-wheel concept has been extended to develop robot designs to minimize the number of required actuators, for example a unique design using a hexagonal frame [41].

Biped skating on passive wheels has also been explored by many researchers [42–45]. For such humanoid systems, balance becomes a greater concern, although few works deal directly with dynamic motions and generally employ static stability, using both skates always in contact. An exception includes [43], which includes two-wheel balance on a single skate, essentially becoming a special type of planar inverted pendulum system.

The focus for skating with RoboSimian is higher-dimensional limbs, in which all six degrees of freedom of each wheel can be controlled, with the motivation of enabling a wide range of motion primitives, ideally including agile and dynamic maneuvers.

2.3 Active Wheel Systems

In wheel-legged systems with actuated wheels, there are few examples of hybrid walking-driving motions. The focus has been predominantly on statically-stable driving motions, where the legs are used as an active suspension or to step over obstacles [46–54]. These applications either completely avoid wheel lift-off, or consider maintaining only static stability to avoid falling when planning motions that involve steps.

Within quadrupeds, ETH Zurich’s ANYmal [55], equipped with non-steerable, torque-
controlled wheels, has demonstrated agile motions combining walking and driving, including full flight modes in simulation [56]. More recently in hardware, for example at the DARPA Subterranean Challenge, locomotion planning for ANYmal on wheels resulted in dynamic hybrid walking-driving motions on various terrains [57]. However, this planning did not explicitly account for wheel slipping, as modeling enforced no-slip conditions, and due to the low coefficient of friction of the muddy environment, the robot had issues with balancing and falling.

A family of wheel-legged systems are the Skaterbots [58], in which the authors present a general optimization framework for motion planning for a wide variety of wheel-legged systems, including those with either passive or actuated wheels. Examples include passive wheel ‘swizzlebots’ and quadruped ‘skatebots’, to varying legged systems such as a ‘dinobot’. Motions are generated by formulating a general trajectory optimization problem that explicitly models each wheel’s full state and enforces no-slip constraints when a wheel is in contact with the ground. Thus this framework does not account for skidding or slipping of the wheel.

Perhaps the currently most agile and dynamic wheeled system is the previously discussed Boston Dynamics robot Handle [4]. Handle has actuated wheels and can perform a variety of impressive motions quickly and agilely, for sufficiently smooth terrain. However, since there is no associated publication, little is known about the design of its modeling and control framework.

2.4 Motion Planning for Vehicles with Wheel Slip

As accounting and planning for wheel slipping/skidding in wheel-legged systems has not been studied, we draw inspiration from work in dynamic vehicle maneuvers involving sustained and transient drift.
Vehicle dynamics have been well studied at varying levels of abstraction. These range from simple models such as kinematic and dynamic bicycle models with few state variables, to a popular high fidelity vehicle dynamics simulator, CarSim, which uses over 250 state variables to estimate full vehicle dynamics. Ideally, the simplest model that still accurately captures the true dynamics is desired for planning and control purposes.

We are specifically interested in dynamic maneuvers for both wheel-legged systems and vehicles involving skidding/drifting. There have been a number of recent works in this area, and of note are the different models used as well as the (mostly) decoupling of planning and control with a variety of techniques.

Borrelli et al. [59] note that a bicycle model with constant normal tire loads capture most of the relevant nonlinearities associated with lateral stabilization of the vehicle, and present an MPC based approach to active steering, such as used during lane changes, showing results in simulation. Kong et al. [60] studied using kinematic and dynamic vehicle models for autonomous driving with MPC, noting the kinematic model is both computationally less expensive as well as avoids the singularity of popular tire models, and so can be used at low speeds.

Velenis et al. introduced a bicycle model with suspension dynamics and applied numerical optimization to analyze drift cornering behavior [61] [62]. They proposed a framework for achieving maximum corner exit velocity or minimal time cornering, and validated their method in CarSim.

Kolter et al. [63] remarked that over short periods of time, even complex dynamics such as a car while skidding are often remarkably deterministic. With this intuition they developed a mixed open-loop and closed-loop control framework using a probabilistic method called multi-model LQR, which they applied on a real vehicle for a sliding parking maneuver. The vehicle model for normal driving was learned from experimental data from real driving, and the system was provided a demonstration of the desired maneuver.
Other works adopting mixed open-loop closed-loop control include [64], [65]. These works study drift parking and cornering, and use a rule-based algorithm to plan a reference trajectory. In [66] the authors divide the cornering problem into free, transit, and drifting regions; where path planning is done by an RRT and rule-based method, with a PI controller for the transit segment. A mixed open-loop closed-loop controller is used to track the trajectory, and the authors validate their methods in CarSim and/or on the BARC car model.

Williams et al. [67] present a MPC algorithm based on a stochastic optimal control framework, where the optimal controls take the form of a path integral, approximated with an importance sampling scheme. The algorithm is validated on a 1/5 scale Auto-Rally vehicle, at speeds beyond the friction limits of the vehicle.

Voser et al. [68] present an analytical framework to understand the dynamics of drifting with a simple bicycle model with nonlinear tires, modeling different coefficients of friction between the front and rear tires with the ground. Experimental evidence was collected on a physical all-electric vehicle, P1. Goh et al. [69] present a controller to drift while tracking a reference path, using a four-wheel model with steady-state weight transfer, with experimental validation on the physical vehicle MARTY.

Most of the above works decouple planning from control, that is to say, use different models for, as well as separate the processes of, planning and control of a desired motion. Ideally we would want to plan (and then execute) motions through the same well understood real dynamic model. Additionally, the tire approximations in the above works all rely on some variant of the linear, Fiala, or Pacejka models [70] [71], which all depend on the tire slip angle. This angle becomes singular at low vehicle speeds due to the vehicle velocity term in the denominator, and is thus difficult to use in a general trajectory optimization framework, additionally so because of the discontinuities in the latter two of these models. These tire models and the slip angle will be further discussed
in Section 3.3 and we will introduce our novel tire model to be used in our optimization framework for dynamic maneuvers for general wheeled systems in Section 3.4.
Chapter 3

Preliminaries

This chapter serves as a survey of the necessary background for the rest of this thesis. Sections 3.1 and 3.2 discuss robot dynamics and nonholonomic constraint considerations (usually) implemented for wheels, as well as methods to solve for the associated $\lambda$ multipliers. Section 3.3 reviews existing tire models and the challenges involved with their integration into general trajectory optimization frameworks. Section 3.4 reviews friction as a linear complementarity problem and presents our novel wheel model. Section 3.5 presents an introduction to trajectory optimization methods and provides the formulation used in the rest of this thesis. Section 3.6 reviews background in deep reinforcement learning and imitation learning, to be used in Chapters 7 and 8.

3.1 General Dynamics

The equations of motion for a general robotic system can be written as:

$$M(q)\ddot{q} + C(q, \dot{q})\dot{q} + G(q) + A(q)^T \lambda = B(q)u + F$$  \hspace{1cm} (3.1)
where $q$ are the generalized coordinates, $M(q)$ is the inertial matrix, $C(q, \dot{q})\dot{q}$ denotes centrifugal and Coriolis forces, $G(q)$ captures potentials (gravity), $A(q)^T\lambda$ are constraint forces (where $\lambda$ are unknown multipliers a priori), $B(q)$ maps control inputs $u$ into generalized forces, and $F$ contains non-conservative forces such as friction.

### 3.2 Nonholonomic Constraints

![Simple wheel with no-slip and no-skid constraint axes: planar, angled, and overhead views.](image)

For general wheeled mobile robots, $A(q)^T\lambda$ in Equation 3.1 typically contains constraints ensuring no slip (free rolling in the direction the wheel is pointing, $x_w$) and no skid (no velocity along the wheel’s rotation axis $y_w$ perpendicular to the free rolling direction), which come from writing these constraints in Pfaffian form $A(q)\dot{q} = 0$. These constraints are visually depicted in Figure 3.1 and derived below.

If we take $x_w$ and $y_w$ to be unit vectors in the wheel frame, then they are defined as:

$$x_w = R(\theta) \begin{bmatrix} 1 \\ 0 \end{bmatrix} \quad (3.2)$$

$$y_w = R(\theta) \begin{bmatrix} 0 \\ 1 \end{bmatrix} \quad (3.3)$$
where $R(\theta)$ represents the counterclockwise rotation matrix for angle $\theta$:

$$R(\theta) = \begin{bmatrix} \cos(\theta) & -\sin(\theta) \\ \sin(\theta) & \cos(\theta) \end{bmatrix}$$ (3.4)

The displacement of a non-slipping wheel with radius $r$ and angle $\phi$ is $d = r\phi$, and its velocity is $v = r\dot{\phi}$. Due to the non-holonomic nature of the system, the constraints appear in global $(x, y)$ coordinates as follows:

$$x_w^T \begin{bmatrix} \dot{x} \\ \dot{y} \end{bmatrix} = r\dot{\phi}$$ (3.5)

$$y_w^T \begin{bmatrix} \dot{x} \\ \dot{y} \end{bmatrix} = 0$$ (3.6)

These constraints can be added to the equations of motion through the term $A(q)^T \lambda$. In fact, the constraints can be written in Pfaffian form, where if the generalized coordinates for the 3D wheel model (assuming it cannot tip over) are

$$q = [x, y, \theta, \phi]^T$$ (3.7)

can be written in the form

$$A(q) \dot{q} = 0$$ (3.8)
with

\[ A(q) = \begin{bmatrix}
\cos \theta & \sin \theta & 0 & -r \\
-\sin \theta & \cos \theta & 0 & 0
\end{bmatrix} \]  \hspace{1cm} (3.9)

The coordinates and matrix \( A(q) \) have been derived here for a single wheel, but adding the same constraint for every wheel in the system is straightforward.

### 3.2.1 Solving for Lambda Multipliers

To determine the \( \lambda \) multipliers in Equation (3.1), we consider three different methods, which are more detailed in [72], for example.

**Method 1**

As \( q \in \mathbb{R}^{n \times 1} \) and \( A(q) \in \mathbb{R}^{m \times n} \), where \( m \) is the number of constraint equations (in general for a system with \( W \) wheels, \( m = 2W \)), we can define a matrix \( S(q) \in \mathbb{R}^{n \times (n-m)} \) to be a full rank matrix formed by a set of smooth and linearly independent vector fields, spanning the null space of \( A(q) \) such that:

\[ S(q)^T A(q)^T = 0 \]  \hspace{1cm} (3.10)

Then we can find a set of vectors of time functions \( v(t) \in \mathbb{R}^{(n-m) \times 1} \) so that

\[ \dot{q}(t) = S(q)v(t) \]  \hspace{1cm} (3.11)
and use $S(q)$ to eliminate the Lagrange multipliers in (3.1). Differentiating (3.11) to get the state acceleration gives:

$$\ddot{q}(t) = \dot{S}(q)v(t) + S(q)\dot{v}(t)$$  \hspace{1cm} (3.12)

Plugging (3.11) and (3.12) into (3.1), and pre-multiplying by $S(q)^T$:

$$S(q)^T \left( M(q)\dot{S}(q)v(t) + S(q)\dot{v}(t) \right) + C(q,\dot{q})S(q)v(t) + A(q)^T\lambda = B(q)u$$  \hspace{1cm} (3.13)

$$S(q)^TM(q)S(q)v(t) + \left( S(q)^TM(q)\dot{S}(q) + S(q)^TC(q,\dot{q})S(q) \right) v(t) = S(q)^TB(q)u$$  \hspace{1cm} (3.14)

and dropping $(q), (t)$ for clarity gives:

$$S^TMS\dot{v} + \left( S^TMS + S^TCS \right) v = S^TBu$$  \hspace{1cm} (3.15)

$$\tilde{D}\dot{v} + \tilde{C}v = \tilde{B}u$$  \hspace{1cm} (3.16)

with $\tilde{D} = S^TMS$, $\tilde{C} = (S^TMS + S^TCS)$, $\tilde{B} = S^TB$.

To map back from this transformed and reduced set of coordinates to our original generalized coordinates from the full system, Equations (3.16) and (3.12) can be solved together.

**Method 2**

It is also possible to solve the constraint equation (3.8) directly in conjunction with the general dynamics equation (3.1), by first differentiating (3.8):

$$A(q)\ddot{q} + \dot{A}(q)\dot{q} = 0$$  \hspace{1cm} (3.17)

$$A(q)\ddot{q} = -\dot{A}(q)\dot{q}$$  \hspace{1cm} (3.18)
and then solving for the $\lambda$'s as well in (3.1), in matrix form:

$$\begin{bmatrix} M & A^T \\ A & 0 \end{bmatrix} \begin{bmatrix} \ddot{q} \\ \lambda \end{bmatrix} = - \begin{bmatrix} C \\ \dot{A} \end{bmatrix} \dot{q} + \begin{bmatrix} B \\ 0 \end{bmatrix} u$$ (3.19)

**Method 3**

We can also explicitly solve for the $\lambda$'s by considering equations (3.17) and (3.1), reproduced below:

$$A(q)\ddot{q} + \dot{A}(q)\dot{q} = 0 \quad (3.20)$$

$$M(q)\ddot{q} + C(q, \dot{q})\dot{q} + G(q) + A(q)^T \lambda = B(q)u \quad (3.21)$$

Dropping $(q)$, $(q, \dot{q})$ for clarity, we can rewrite (3.21) as:

$$\ddot{q} = M^{-1} (Bu - C\dot{q} - G - A^T \lambda) \quad (3.22)$$

and plug this result into (3.20):

$$A\left(M^{-1} (Bu - C\dot{q} - G - A^T \lambda)\right) + \dot{A}\dot{q} = 0 \quad (3.23)$$

$$-AM^{-1}A^T \lambda = -\left((AM^{-1})(Bu - C\dot{q} - G) + \dot{A}\dot{q}\right) \quad (3.24)$$

$$\lambda = (AM^{-1}A^T)^{-1} \left((AM^{-1})(Bu - C\dot{q} - G) + \dot{A}\dot{q}\right) \quad (3.25)$$

$\lambda$ can then be plugged directly into (3.1).
3.2.2 Solving for $\lambda$ conclusion

There are tradeoffs in the above methods. Method 1 requires finding a matrix $S(q)$ in the nullspace of $A(q)$, which can be non-obvious. Method 2 allows the $\lambda$’s to be free variables in the optimization framework, which can however lead to unnecessary computation. Method 3 avoids the number of open variables in the optimization, but can lead to greater computation time due to the explicit expression for $\lambda$, which can be an expensive evaluation. Both methods 2 and 3 are used in this thesis, switching based on experimental computation time evaluations in the optimization framework. The interested reader is directed to [72] for more details.

3.3 Existing Wheel Models

In the previous section we considered adding nonholonomic constraints to the dynamics equation to represent non-slipping and non-skidding wheels. Such constraints can represent a good approximation at low speeds on terrains with high enough coefficients of friction. However, in this thesis, we are interested in dynamic and agile motions such as skidding/drifting into a parking spot, for which the above constraints do not capture the true dynamics. This section provides details on existing tire models in the context of vehicles.

Characterizing tire forces is a major subject of vehicle dynamics [70, 71, 73, 74], but developing accurate tire models remains a challenge due to the myriad of factors that affect the forces generated from them. Many mathematical models have been developed for tire forces, ranging from physics-based models that treat the tire as a spring, to empirical-based models that simply fit a function with parameters to data.

The forces generated at each tire depend on several variables, including the slip angle $\alpha$, slip ratio $\omega$, normal force $F_n$, coefficient of friction $\mu$, and temperature of the tire. For
Figure 3.2: Overhead view of a tire. The tire side slip angle $\alpha$ measures the angle between the lateral and longitudinal component of the overall tire velocity vector.

dynamic skidding maneuvers, of particular interest is the slip angle $\alpha$, which is defined as the angle between the lateral component and longitudinal component of the velocity of a tire, in the local tire frame. As shown in Figure 3.2, $x_w$ and $y_w$ are the local axes of the tire, with corresponding velocities $v_{x_w}$ and $v_{y_w}$, respectively. The overall velocity of the tire is $v$, and thus the slip angle $\alpha$ captures the angle between the wheel’s rolling direction and the actual direction of motion. A non-zero slip angle $\alpha$ means that slip is occurring, and there is a lateral force at the tire perpendicular to the direction of travel. More formally, the tire side slip angle is defined as:

$$\alpha = \tan^{-1}\left(\frac{v_{y_w}}{v_{x_w}}\right) \quad (3.26)$$

The tire approximations used in existing works investigating drifting [59–69], previously discussed in Section 2.4, all rely on some variant of the linear, Fiala, or Pacejka models [70][71], which all depend on this tire slip angle. This angle becomes singular at low vehicle speeds due to the velocity term in the denominator, and is thus difficult to use to generate versatile motions through a general trajectory optimization framework,
additionally so because of the discontinuities in the latter two of these models.

For this reason, most of the above works decouple planning from control, that is to say, use different models for, as well as separate the processes of, planning and control of a desired motion. Examples have included rule-based methods to switch between models, or planning with a kinematic model only, or planning under very specific conditions avoiding the discontinuous ranges of the existing tire models. Ideally we would want to plan (and then execute) motions through the same well understood real dynamic model.

3.4 Friction as a Linear Complementarity Problem

Toward deriving a general wheel model not dependent on the aforementioned slip angle, that can be used in an optimization framework, we first consider the classical Coulomb friction model, which has been widely used in robotics applications\cite{13, 19, 75, 76}. Determining the friction forces for a contact point can be posed as a set of Linear Complementarity Problems (LCPs), as detailed by Stewart and Trinkle\cite{77, 78}. The circular Coulomb friction cone, assuming a single contact, can be approximated by a polyhedral cone $\mathcal{F}$ (see Figure 3.3):

$$\mathcal{F}(q) = \{ F_n n + D\beta \mid F_n \geq 0, \beta \geq 0, e^T\beta \leq \mu F_n \} \quad (3.27)$$

where $F_n$ is the magnitude of the normal contact force, $n$ is the local unit z-axis representing the six dimensional unit wrench of the normal component of the contact force, the columns of $D$ are direction vectors that positively span the space of possible generalized friction forces, $e = [1, 1, ..., 1]^T \in \mathbb{R}^p$ where $p$ is the number of edges of the polyhedral approximation, and $\beta \in \mathbb{R}^p$ is a vector of weights.

The polyhedral cone in the Figure is made up of 8 direction vectors $d_j$, as an example,
where increasing the number of vectors corresponds to a more accurate representation of the friction cone. Note that if \( s \) is a vector in the subspace of \( D \), then \( d_j^T s \geq 0 \) for all \( j \) implies that \( s = 0 \). Here \( n \) and \( d_j \) are unit vectors for isotropic Coulomb friction modeled in the space of the contact force, however, the lengths of \( d_j \) would vary for anisotropic Coulomb friction.

Under Coulomb friction, the frictional force opposes the direction of motion. In the wheels of a typical 2D planar car model, this would largely be opposite to the direction
of wheel roll, for most behavior, not lending to be super useful for an optimization framework to produce through-contact motions.

If we consider the wheels of a physical car model, we can directly input forces along the rolling direction $x_w$, and thus set the net force in these directions to overcome any static friction trying to oppose motion along this axis, if we neglect wheel slip. In Figure 3.4, this means that $d_1$ should be of minimal importance, and in fact we will set $|d_1| \approx 0$, and consider an anisotropic friction model. For RoboSimian with passive (unactuated) wheels, we cannot directly control forces along the direction of roll, which will depend on terrain properties and the body to which the wheels are attached. Some small damping should be expected to slow down a rolling wheel, motivating keeping $|d_1| \ll 1$.

Intuitively, when driving a car, there is a force perpendicular to a wheel’s rolling direction preventing skidding from happening under normal circumstances. During aggressive maneuvers however, the body/tire may overcome the static frictional force in this direction, causing a loss of traction and thus skidding. This implies that the magnitude of vector $d_3$ from Fig. 3.4 will be most important to plan realistic skidding (or lack thereof) as in the dynamic parking tasks in Chapter 6.

In this thesis, we will consider two different anisotropic friction models, that essentially amount to considering each wheel as more of a (possibly powered) ‘ice’ skate than a ‘roller’ skate, as we do not model wheel rotation angles:

(1) \[ |d_1| = |d_2| = |d_4| = 0, |d_3| = 1 \]

(2) \[ |d_1| = 0.01, |d_2| = |d_4| = 0.3, |d_3| = 1. \]
LCP Formulation

For a given wheel contact at each time step, using the above anisotropic friction cones, the following inequality constraints are enforced to produce the correct friction forces:

\[
\gamma e + D^T v^{k+1} \geq 0, \quad \beta \geq 0 \quad (3.28)
\]
\[
\mu F_n - e^T \beta \geq 0, \quad \gamma \geq 0 \quad (3.29)
\]

with the complementarity conditions:

\[
(\gamma e + D^T v^{k+1})^T \beta = 0 \quad (3.30)
\]
\[
(\mu F_n - e^T \beta)\gamma = 0 \quad (3.31)
\]

where \(\gamma\) can be interpreted as a scalar roughly equal to the magnitude of the relative tangential velocity at a contact, and \(v^{k+1}\) is the global 2D planar velocity vector of the contact point at the end of the next time step. In this thesis, the contact schedule is known, so \(F_n \geq 0\) when a wheel is in contact, otherwise there are no friction forces. These conditions ensure that the friction force lies within the friction cone approximation, and that the friction forces push against the tangential acceleration. From the above constraints the friction \(F_{fric}\) at a particular contact can then be recovered with:

\[
F_{fric} = \begin{bmatrix} F_{fric_x} \\ F_{fric_y} \end{bmatrix} = D\beta \quad (3.32)
\]

\(F_{fric}\) for each contact can then be mapped from global coordinates to generalized coordinates with matrix \(J(q)^T\) and input into Equation 3.1 as part of the non-conservative forces \(F\).
3.5 Trajectory Optimization

In robotic locomotion applications, the term trajectory is often used to describe the full path from a starting position to an end goal location. This path usually includes both states (i.e. positions and velocities) and controls (i.e. motor torques) as functions of time. Trajectory optimization thus refers to a set of methods used to find the ‘best’ choice of trajectory, typically by selecting the inputs to the system (control inputs) as functions of time. An objective function is used to mathematically describe what is meant by ‘best’ trajectory, which may for example penalize control inputs (i.e. an efficient trajectory is desired) or maximize speed (i.e. we want the trajectory getting to the goal location as fast as possible, ignoring efficiency).

3.5.1 The Trajectory Optimization Problem

There are many ways to formulate trajectory optimization problems [79–83]. We will first focus on single-phase continuous-time trajectory optimization problems, where the system dynamics are continuous throughout the entire trajectory. In general, the objective function can include any number of terms depending on the desired task, but usually we consider two terms: a boundary objective $J(\cdot)$ and a path integral along the entire trajectory, with the integrand $w(\cdot)$, as follows:

$$
\min_{t_0, t_F, x(t), u(t)} J(t_0, t_F, x(t_0), x(t_F)) + \int_{t_0}^{t_F} w(\tau, x(\tau), u(\tau)) d\tau \quad (3.33)
$$

For the rest of this thesis, we will often refer to the entire cost function as $J(\cdot)$, to include both terms above. In the context of optimization, the term decision variable is used to describe the variables that the optimization solver is adjusting to minimize the objective function. In general these decision variables include the initial and final time...
(\(t_0, t_F\)), the state \(x(t)\) and control \(u(t)\) trajectories, and possibly additional variables left free in the optimization (i.e. normal forces or constraint forces).

The optimization is subject to a variety of limits and constraints, shown in the following equations 3.34–3.41. For feasible and realistic trajectories, perhaps the most important of these constraints is the system dynamics, which are typically nonlinear and describe how the system changes over time:

\[
\dot{x}(t) = f(t, x(t), u(t)) \quad \text{System Dynamics} \tag{3.34}
\]

Another important type of constraint enforces restrictions along the trajectory. These path constraints may arise, for example, to avoid collisions with obstacles in the environment or between robot links, or to maintain an end effector at a particular location during a time step.

\[
h(t, x(t), u(t)) \leq 0 \quad \text{Path Constraint} \tag{3.35}
\]

In addition to path constraints, there may be nonlinear boundary constraints, which place restrictions on the initial and final states of the system. Such a constraint could be used to find a trajectory to a particular goal location for the robot, or to find periodic walking (or rolling) gaits.

\[
g(t_0, t_F, x(t_0), x(t_F)) \leq 0 \quad \text{Boundary Constraint} \tag{3.36}
\]

There are also often limits on states and control, such as physical limitations from the motors which can only produce a finite and maximum torque. A robot’s joints would then also have a maximum angular rate, and may have additional physical limits on
possible position angles.

\[ x_{\text{low}} \leq x(t) \leq x_{\text{upp}} \quad \text{Path Bound on State} \quad (3.37) \]
\[ u_{\text{low}} \leq u(t) \leq u_{\text{upp}} \quad \text{Path Bound on Control} \quad (3.38) \]

It might also be necessary to include specific limits on the initial and final time and state, to ensure that the solution to the path planning problem reaches the goal within a desired time window, or that it reaches a particular goal region in state space:

\[ t_{\text{low}} \leq t_0 < t_F \leq t_{\text{upp}} \quad \text{Bounds on Initial and Final Times} \quad (3.39) \]
\[ x_{0,\text{low}} \leq x(t_0) \leq x_{0,\text{upp}} \quad \text{Bound on Initial State} \quad (3.40) \]
\[ x_{F,\text{low}} \leq x(t_F) \leq x_{F,\text{upp}} \quad \text{Bound on Final State} \quad (3.41) \]

### 3.5.2 Transcription Methods

A popular class of techniques for solving trajectory optimization problems are transcription methods. Such methods form a finite dimensional optimization problem by discretizing the trajectories in time at \( N \) knot points as \( x_1, \ldots, x_N, u_1, \ldots, u_N \), and between these knot points, enforcing the integral of the dynamics as a constraint. Within this class are multiple-shooting methods, which typically use variable step numerical integrators between each pair of knot points, and have been successfully applied to robotic locomotion tasks as in [84,85]. Other common methods avoid the costly variable step integration by using implicit, single step schemes between knot points, such as via Euler integration schemes or by approximating trajectories as Hermitian splines [80,82,83,86]. Direct collocation [86] and variants have been widely used to optimize walking and running gaits as in [13,14,19,75,76,87,88].
In this thesis, we take direct inspiration from the work done in [13, 19, 75, 76], where full body control for underactuated systems is achieved via trajectory optimization and stabilization under constraints. [13] in particular introduces an algorithm (DIRCON) that extends the direct collocation method, incorporating manifold constraints to produce nominal trajectories with third-order integration accuracy. In the rest of this thesis we will make use of such methods in the application to agile wheeled systems, using the novel wheel model explained in Section 3.4. This discrete time optimization has the following format:

$$\begin{align*}
\text{minimize} & \quad J(x_N) + h \sum_{k=1}^{N} w(x_k, u_k) \\
\text{subject to} & \quad d(x_k, u_k, x_{k+1}, u_{k+1}) = 0, \quad k = 1, \ldots, N - 1 \\
& \quad \phi(x_k, u_k) = 0, \quad k = 1, \ldots, N \\
& \quad \psi(x_k, u_k) \geq 0, \quad k = 1, \ldots, N
\end{align*}$$

where $x_k$ is the full state of the system at sample $k$ along the trajectory, $u_k$ is the corresponding control input, $J$ and $w$ are final and additive costs we are interested in minimizing, and $N$ is the total number of samples along the trajectory. The function $d$ captures the dynamic constraints between two consecutive knot points, which depends on the integration scheme. In this thesis we use the backward Euler method as follows:

$$d(x_k, u_k, x_{k+1}, u_{k+1}) := x_{k+1} - (x_k + hf(x_{k+1}, u_{k+1}))$$

where $h$ is the time between sample points $k$ and $k + 1$. The functions $\phi(\cdot)$ and $\psi(\cdot)$ capture arbitrary constraints on the path, boundary, state, and control inputs.
3.6 Robot Learning

There is rich literature in applying machine learning to robotics, ranging from deep reinforcement learning to learning from demonstration. This section reviews the necessary background in reinforcement learning and imitation learning for Chapters 7 and 8. For a more comprehensive overview, the reinforcement learning (RL) framework is described thoroughly by Sutton and Barto [89], and more recent survey papers review the current state of learning in robotics, from deep reinforcement learning to learning from demonstration [90–93].

3.6.1 Reinforcement Learning

A robotics task such as navigation, manipulation, locomotion, etc. can be formalized as a Markov Decision Process (MDP), in which the agent interacts with the environment through a sequence of observations, actions, and reward signals. At each time step \( t \), the agent receives a state \( s_t \) in state space \( S \), and selects an action \( a_t \) from an action space \( A \), following a policy \( \pi(a_t|s_t) \), which maps from states \( s_t \) to actions \( a_t \). The agent receives a scalar reward \( r_t \), and transitions to the next state \( s_{t+1} \) according to the environment dynamics, or model, for reward function \( R(s, a, s') \) and transition function \( P(s_{t+1}|s_t, a_t) \) respectively. An MDP is thus given as a tuple \( (S, A, P, R, \gamma) \), where \( \gamma \in (0, 1) \) is a discount factor placing more emphasis on immediate rewards.

If an MDP is episodic, i.e. the state is reset after each episode of length \( T \), then the sequence of states, actions, and rewards in an episode constitutes a trajectory (or rollout) of the policy. We will formally define a trajectory \( \tau \) as:

\[
\tau = (s_0, a_0, s_1, a_1, \ldots)
\]  

(3.47)
The first state of the world, $s_0$, is randomly sampled from the start-state distribution $\rho_0$, by $s_0 \sim \rho_0(\cdot)$. The goal of the agent is to maximize some notion of cumulative reward over a trajectory, which will be notated as the return $R(\tau)$. One kind of return is the finite-horizon undiscounted return, which is just the sum of rewards obtained over the episode of length $T$:

$$R(\tau) = \sum_{t=0}^{T} r_t$$  \hfill (3.48)

Another kind of return is the infinite-horizon discounted return, which is the sum of all rewards ever obtained by the agent, but discounted by how far off in the future they are obtained:

$$R(\tau) = \sum_{t=0}^{\infty} \gamma^t r_t$$  \hfill (3.49)

which intuitively corresponds to a reward now is better than a reward later. Mathematically we note that an infinite-horizon sum of rewards may not converge to a finite value, making such a scenario hard to deal with in the following discussion.

The Reinforcement Learning Problem

The goal of a reinforcement learning agent is to find a policy which maximizes the above expected return (whether infinite or finite horizon, discounted or undiscounted). If we suppose that both the environment transitions and the policy are stochastic, then the probability of a particular trajectory $\tau$ is:

$$P(\tau|\pi) = \rho_0(s_0) \prod_{t=0}^{T-1} P(s_{t+1}|s_t, a_t)\pi(a_t|s_t)$$  \hfill (3.50)
The expected return $J(\pi)$ is then:

$$J(\pi) = \int P(\tau|\pi)R(\tau)d\tau = \mathbb{E}_{\tau \sim \pi}[R(\tau)]$$  \hspace{1cm} (3.51)$$

The central optimization problem in RL can then be expressed as finding the policy that maximizes the expected return as

$$\pi^* = \arg \max_{\pi} J(\pi)$$  \hspace{1cm} (3.52)$$

where $\pi^*$ is the optimal policy.

**Value Functions**

It will often be useful to know the value of a state, or state-action pair. The value of a state (state-action pair) means the expected return for starting in that state (state-action pair), and then acting according to a particular policy henceforth. Value functions are used in almost every RL algorithm.

The on-policy value function $V^\pi(s)$ gives the expected return for starting in state $s$ and always acting according to policy $\pi$:

$$V^\pi(s) = \mathbb{E}_{\tau \sim \pi} [R(\tau)|s_0 = s]$$  \hspace{1cm} (3.53)$$

The optimal policy, $\pi^*$, has a corresponding state-value function, $V^*(s)$, and vice-versa, the optimal state-value function can be defined as:

$$V^*(s) = \max_{\pi} V^\pi(s) \quad \forall s \in S$$  \hspace{1cm} (3.54)$$

Similarly, the on-policy action-value function $Q^\pi(s)$ gives the expected return for
starting in state \( s \), taking an arbitrary action \( a \) (which may not come from the policy), and then always acting according to policy \( \pi \):

\[
Q^\pi(s, a) = \mathbb{E}_{\tau \sim \pi} [R(\tau) | s_0 = s, a_0 = a]
\] (3.55)

The optimal policy, \( \pi^* \), has a corresponding action-value function, \( Q^*(s, a) \), and vice-versa, the optimal action-value function can be defined as:

\[
Q^*(s, a) = \max_\pi Q^\pi(s, a) \quad \forall s \in S, \, \forall a \in A
\] (3.56)

From the above definitions, there are straightforward but key connections between the value function and action-value functions:

\[
V^\pi(s) = \mathbb{E}_{a \sim \pi} [Q^\pi(s, a)]
\] (3.57)

\[
V^*(s) = \max_a Q^*(s, a)
\] (3.58)

Another observation is the relation between the optimal policy when in state \( s \) with the optimal action-value function \( Q^* \). If we know \( Q^* \), the we can directly obtain the optimal action, \( a^*(s) \), via

\[
a^*(s) = \arg \max_a Q^*(s, a)
\] (3.59)

**Bellman Equations**

All of the above defined value functions obey self-consistency equations called Bellman equations, for which the basic idea is that the value of a particular starting point is the reward you expect to get from being there, plus the value of wherever you land next. For
the on-policy value functions, this is written as:

$$V^\pi(s) = \mathbb{E}_{s' \sim \mathcal{P}} [r(s, a) + \gamma V^\pi(s')]$$  \hspace{1cm} (3.60)$$

$$Q^\pi(s, a) = \mathbb{E}_{s' \sim \mathcal{P}} \left[ r(s, a) + \gamma \mathbb{E}_{a' \sim \pi} [Q^\pi(s', a')] \right]$$  \hspace{1cm} (3.61)$$

where $s' \sim \mathcal{P}$ is shorthand for $s' \sim \mathcal{P}(\cdot|s, a)$, indicating that the next state $s'$ is sampled from the environment transition rules; $a \sim \pi$ is shorthand for $a \sim \pi(\cdot|s)$; and $a' \sim \pi$ is shorthand for $a' \sim \pi(\cdot|s')$.

The Bellman equations for the optimal value functions are the maximum over actions, indicating that whenever the agent gets to choose its action, it has to pick whichever action leads to the highest value:

$$V^*(s) = \max_a \mathbb{E}_{s' \sim \mathcal{P}} [r(s, a) + \gamma V^*(s')]$$  \hspace{1cm} (3.62)$$

$$Q^*(s, a) = \mathbb{E}_{s' \sim \mathcal{P}} \left[ r(s, a) + \gamma \max_{a'} Q^*(s', a') \right]$$  \hspace{1cm} (3.63)$$

**Advantage Functions**

The advantage function $A^\pi(s, a)$ corresponding to a policy $\pi$ describes how much better it is to take a specific action $a$ in state $s$, over randomly selecting an action according to $\pi(\cdot|s)$, assuming the agent acts according to $\pi$ forever after. Using the above definitions of the value and action-value functions, this can be formally defined as:

$$A^\pi(s, a) = Q^\pi(s, a) - V^\pi(s)$$  \hspace{1cm} (3.64)$$

The advantage function is crucial to policy gradient methods to solve RL problems, discussed in the next section.
3.6.2 Solving the RL Problem

Now that we have introduced the basic terminology and functions of a reinforcement learning problem, the question becomes: what do we need to learn? Generally reinforcement learning is divided into two sub-categories: model-based RL and model-free RL. Model-based algorithms allow the agent to plan by thinking ahead, seeing what would happen for a range of possible choices, and explicitly deciding between its options. However, a ground-truth model of the environment is usually not available to the agent, which it has to learn purely from experience. A big challenge in this aspect is that bias in the learned model can be exploited by the agent, resulting in an agent that performs well with respect to the learned model, but sub-optimally in the real environment.

Model-free RL in contrast does not make any effort to learn the underlying dynamics that govern how the agent interacts with the environment. Model-free RL algorithms forego the potential gains in sample efficiency from using a model, but are typically easier to implement and tune, and are thus more popular. Such algorithms directly estimate the optimal policy or value functions.

We will specifically consider policy optimization algorithms for the rest of this section, which represent a policy explicitly as \( \pi(\theta|a) \). The parameters \( \theta \) are optimized either directly by gradient ascent on the performance objective \( J(\pi(\theta)) \), or indirectly, by maximizing local approximations of \( J(\pi(\theta)) \). This optimization is typically performed on-policy, which means that each update uses only the data collected while acting according to the most recent version of the policy. Policy optimization also usually involves learning an approximator \( V(\phi|s) \) for the on-policy value function \( V^\pi(s) \), which gets used in determining the policy update. Towards discussing the current state-of-the-art, Proximal Policy Optimization (PPO) [22], we first review policy gradients, and its predecessor, Trust Region Policy Optimization (TRPO) [94].
Policy Gradient Methods

Policy gradient methods work by computing an estimator of the policy gradient and plugging it into a stochastic gradient ascent algorithm. A commonly used gradient estimator has the form

$$\hat{g} = \hat{E}_t \left[ \nabla_\theta \log \pi_\theta(a_t|s_t) \hat{A}_t \right]$$ \hfill (3.65)

where $\pi_\theta$ is a stochastic policy and $\hat{A}_t$ is an estimator of the advantage function at timestep $t$ as in [95]. The expectation indicates the empirical average over a finite batch of samples, in an algorithm that alternates between sampling and optimization. Implementations that use automatic differentiation software, such as OpenAI Baselines [96] which use TensorFlow, work by constructing an objective function whose gradient is the policy gradient estimator. The estimator $\hat{g}$ is thus obtained by differentiating the objective:

$$L^{PG}(\theta) = \hat{E}_t \left[ \log \pi_\theta(a_t|s_t) \hat{A}_t \right]$$ \hfill (3.66)

However, while it may seem appealing to perform multiple steps of optimization on this loss function using the same trajectory, empirically doing so often leads to destructively large policy updates.

Trust Region Methods

To mitigate these possibly destructively large policy updates, the authors of TRPO [94] propose maximizing a “surrogate” objective function subject to a constraint on the size
of the policy update:

\[
\begin{align*}
\text{maximize} & \quad \hat{E}_t \left[ \frac{\pi_{\theta}(a_t|s_t)}{\pi_{\theta_{\text{old}}}(a_t|s_t)} \hat{A}_t \right] \\
\text{subject to} & \quad \hat{E}_t \left[ \text{KL} \left[ \pi_{\theta_{\text{old}}}(\cdot|s_t), \pi_{\theta}(\cdot|s_t) \right] \right] \leq \delta
\end{align*}
\]  

(3.67) (3.68)

where \( \delta \) is a hyperparameter for the upper bound of the KL divergence between the old and the updated policy, and \( \theta_{\text{old}} \) is the vector of policy parameters before the update. This constrained optimization problem is solved using a conjugate gradient followed by a line search [94].

**Proximal Policy Optimization**

PPO [22] is motivated by the same question as TRPO: how can we take the biggest possible improvement step on a policy using the data we currently have, without stepping so far that we accidentally cause performance collapse? Where TRPO tries to solve this problem with a complex second-order method, PPO is a family of first-order methods that use a few other tricks to keep new policies close to the old. PPO methods are significantly simpler to implement, have fewer hyperparameters to tune, and empirically seem to perform at least as well as TRPO. Open AI states that PPO has become their default reinforcement learning algorithm because of its ease of use and good performance.

To recap from TRPO, if we let \( r_t(\theta) \) denote the probability ratio

\[
\begin{align*}
r_t(\theta) = \frac{\pi_{\theta}(a_t|s_t)}{\pi_{\theta_{\text{old}}}(a_t|s_t)}
\end{align*}
\]  

(3.69)
so that \( r_t(\theta_{old}) = 1 \), then TRPO maximizes the “surrogate” objective:

\[
L^{CPI}(\theta) = \mathbb{E}_t \left[ \frac{\pi_\theta(a_t|s_t)}{\pi_{\theta_{old}}(a_t|s_t)} \hat{A}_t \right] = \mathbb{E}_t \left[ r_t(\theta) \hat{A}_t \right] \tag{3.70}
\]

The superscript \( CPI \) refers to the conservative policy iteration \cite{97} where this objective was proposed. Without a constraint, maximization of \( L^{CPI} \) would lead to an excessively large policy update; hence, PPO proposes a modification to the objective to penalize deviations of \( r_t(\theta) \) from 1 as follows:

\[
L^{CLIP}(\theta) = \mathbb{E}_t \left[ \min \left( r_t(\theta) \hat{A}_t, \text{clip} \left( r_t(\theta), 1 - \epsilon, 1 + \epsilon \right) \hat{A}_t \right) \right] \tag{3.71}
\]

where \( \epsilon \) is a hyperparameter (\( \epsilon = 0.2 \) in the implementation in this thesis). The first term is simply \( L^{CPI} \), and the second term modifies the surrogate objective by clipping the probability ratio, removing the incentive for moving \( r_t \) outside of the interval \([1 - \epsilon, 1 + \epsilon]\).

Taking the minimum of the clipped and unclipped objective results in a final objective with a lower bound on the unclipped objective.

PPO is an actor-critic algorithm and thus uses an explicit representation of both the policy (actor) and value (critic) functions, implemented as Neural Networks. To compute the variance-reduced advantage function estimator using a learned state-value function \( V(s) \), we must create a loss function that combines the policy surrogate and a value function error term. This objective is additionally augmented by adding an entropy bonus to ensure sufficient exploration \cite{22, 98}. These three terms are combined into the following objective, to be (approximately) maximized at each iteration (after each policy rollout):

\[
L_t^{CLIP+VF+S}(\theta) = \mathbb{E}_t \left[ L_t^{CLIP}(\theta) - c_1 L_t^{VF}(\theta) + c_2 S[\pi_\theta](s_t) \right] \tag{3.72}
\]
where $c_1, c_2$ are hyperparameters, $S$ denotes an entropy bonus, and $L_t^{VF}(\theta)$ is a squared-error loss:

$$L_t^{VF}(\theta) = \left(V_\theta(s_t) - V_t^{targ}\right)^2 \quad (3.73)$$

### 3.6.3 Imitation Learning

Reinforcement learning offers a formulation for control skills acquisition, relying on learning from trial and error. Such methods typically require a significant amount of system interaction time (high sample complexity), and carefully designed well-shaped reward structure is necessary to guide the search of optimal policies. This can be especially non-trivial in complex scenarios.

The goal of imitation learning, on the other hand, is to learn a policy that reproduces the behavior of experts who demonstrate how to perform a desired task. Suppose that the behavior of the expert demonstrator (or the learner itself) can be observed as a trajectory $\tau$ as we defined for reinforcement learning:

$$\tau = (s_0, a_0, ..., s_T, a_T) \quad (3.74)$$

where $a_i$ is the action taken by the agent in state $s_i$. One way to obtain a policy that reproduces the demonstrated behavior is to learn a policy that directly maps from the state to the action/trajectory. If we have a dataset of demonstrated trajectories of state-action pairs $D = \{\tau_0, ..., \tau_N\}$, we can directly compute a mapping from states to control inputs as

$$a_t = \pi(s_t) \quad (3.75)$$
This kind of policy can be obtained through a standard supervised learning method. Learning a policy that directly maps from the state to the control input is often referred to as Behavioral Cloning (BC) [99].

In Chapter 8 we will use this classical behavioral cloning approach to imitation learning, and define the following objective function that seeks to minimize the error between an expert action and the maximum likelihood estimate action from the current policy $\pi_\theta$:

$$L^{BC}(\theta) = \frac{1}{N} \sum_{i=1}^{N} \left( a_i^* - \arg\max_{a_i} \pi_\theta(a_i|s_i) \right)^2$$

(3.76)

for expert demonstration state-action pairs $\{(s_i, a_i^*)\}_{i=1}^{N}$, where $\arg\max_{a_i} \pi_\theta(a_i|s_i)$ is the maximum likelihood estimate action $a_i$ for state $s_i$ using policy $\pi_\theta$. 
Chapter 4

Design and Evaluation of Skating Motions for a Dexterous Quadruped

This chapter describes skating locomotion for RoboSimian, a quadruped robot with dexterous limbs. The emphasis is on design of omnidirectional motion primitives and quantification of resulting speed and accuracy when traversing different types of smooth but potentially non-flat terrain. In particular, we study trade-offs between using four-wheeled versus three-wheeled skating maneuvers. In four-wheeled skating, motions have the benefit of symmetry, so that errors due to wheel slip should theoretically cancel out on average. Three-wheeled skating, by contrast, introduces significantly more asymmetry in configuration and contact force distribution over time; however, it has the advantage of guaranteeing continuous ground contact for all skates when terrain has bumps or other curvature. We present simulation results quantifying errors for each approach, for various terrains. These results allow the possibility to tune motions to reduce biases and variability in motion, which are primarily due to accelerations as locomotion begins.
4.1 Introduction and Motivation

While previous work has been done on skating robots, it has largely focused on robot designs and/or relatively simple, symmetric motions, as discussed in Section 2.2. Here, more diverse, omnidirectional motions for skating are explored, to enable dual-locomotion strategies: rolling rapidly on relatively smooth terrain and switching to quadruped walking for rough or intermittent terrain. The emphases are on design parameterization and data-based evaluation, with the purposes of examining uncertainty propagation and enabling later algorithms (i.e., learning) for parameter tuning and optimization.

As discussed in Section 2.1, while force and torque sensing are available at the most distal tip of each of RoboSimian’s limbs, there is currently no sensing available to sense contact of the skate with the ground. This eliminates the practical use of force feedback during skating, and as such, the focus is on execution of “open-loop” motion primitives, in which encoder feedback is available and used to control desired joint angle trajectories, while the joint trajectories themselves are not updated or modified during execution based on feedback. This opens the question of what planned trajectory length is suitable, to balance the reduced cost of replanning against the increasing variability in end state as such motion sequences become longer.

Another objective we have is to explore design and resulting performance of motion primitives for mildly stochastic terrain. Speed and accuracy of locomotion are our primary concerns. Friction variations, non-zero slopes, and bumps along terrain all clearly affect skating locomotion, and we will quantify some of these effects. We hypothesize that using three wheels instead of four may increase accuracy, since wheels will stay in contact across mild terrain curvatures. However, such motions may also introduce additional asymmetries and/or uncertainties in contact forces that may not produce a net benefit in performance, motivating this study.
The rest of this chapter is organized as follows. Section 4.2 describes our modeling framework for planning skate motions and subsequent joint trajectories of the robot. Sec. 4.3 outlines the design of simple, forward-facing motion primitives to skate in a straight line, for both pairwise skating with all four limbs and three-wheeled skating for more consistent ground contact at all skates. Section 4.4 presents design and results for speed and accuracy of more complex motions primitives and stochastic terrain situations, based on Monte Carlo simulations on stochastically generated terrain using Klamp’t (Kris’ Locomotion and Manipulation Planning Toolbox) [100]. Finally, conclusions and discussion of applications toward both high-level motion planning and low-level learning for our work are presented in Section 4.5.

4.2 Modeling

Planning effective, feasible skating motions for RoboSimian involves two complementary problems. The motions of the skates must enable generation of required ground reaction forces without excessive slipping, to move the robot as desired, and solutions for inverse kinematics must be tractable, smooth, and within the dynamic velocity and acceleration limits of the joint actuators of the robot.

4.2.1 Skating Kinematics and Dynamics

Each “skate” we use for RoboSimian is a simple, ideal wheel under standard constraint assumptions. For motion planning, we assume that no slip occurs along the axis of the wheel, and that the wheel can roll freely perpendicular to the no-slip axis. We additionally assume that the wheel can rotate freely about a point contact with the ground. In the no-slip direction, however, achievable lateral forces are limited by friction, so that in reality, $|F_x| \leq \mu F_z$, where $\mu$ is the coefficient of friction between the ground and the
wheel, and $F_z$ is the normal force at the ground contact. Figure 4.1 illustrates the no-slip and free-wheeling directions; free rotation about the contact point corresponds to angle $\phi$. We also assume no force or torque can occur along the freely-moving DOFs.

![Figure 4.1: Simple wheel, with constraint axes: angled and overhead views.](image)

Given these constraints, one can plan co-compatible motions for the body (globally) and for the skates (with respect to the local body coordinate frame). As with many locomotion problems, planning can be achieved by first reasoning about allowable com-
initions of body and end effector motions that satisfy the required constraints. Then, enforcing those particular motions must result in the desired forces, at least to the extent that modeling assumptions for the dynamics are correct. Zero-moment point (ZMP) planning is a classic example of this basic approach, in which desired forces are achieved not directly through force feedback, but indirectly through enforcing joint-level trajectories compatible with desired ground reaction forces [101][102].

In Figure 4.2, the top image shows an overhead view of a particular pose and robot configuration. This robot example has two skates and a third spherical wheel (with no constraints on direction of free rolling), for simplicity. A desired instantaneous center of rotation (ICR) is defined for the robot body path. The ICR in turn defines the relative direction and magnitude of any point in the local body reference frame: direction will be perpendicular to the radial line, $R_n$, from the ICR to that point, and magnitude must be proportional to this distance. At the midpoint of each skate, the total velocity will be the sum of this local “body velocity”, shown as blue vectors in this figure, plus the relative velocity of the skate with respect to the local body reference frame.

Let us also assume that we pick a particular direction of motion for each skate, depicted by the red dashed lines in the middle image. Referring to the lower left image of Fig. 4.2 in order for both the simple kinematic constraints shown in Fig. 4.1 and desired absolute body trajectory motions to be achieved, the sum of the velocity due to body motion (blue vector) plus the relative velocity of skate with respect to body (red vector) must align along the “free rolling” direction of the skate (yellow vector), since no motion (i.e., slip) is assumed perpendicular to this direction.

During execution of the resulting motion plan, forces are generated only along the no slip axis, with zero force along the free rolling direction. So long as friction limits along the no slip axis are not exceeded, the planned constraints should theoretically be obeyed, resulting in desired body motion.
Of course, real-world skates do not have point contacts, friction on terrain is not always well-characterized or consistent, and even guarantees of expected z-directed contact forces, $F_z$, required for corresponding lateral friction forces, cannot necessarily be made for quadruped skating, once terrain becomes uneven. Coping with such non-ideal situations is a large focus of this chapter.

### 4.2.2 Constraints Particular to RoboSimian

As mentioned in Section 2.1, we mount a single wheel on the most distal link, or “forearm”, of the robot. Along each limb, there are six actuated joints, more proximal to the body, which set the six degree-of-freedom (DOF) pose, i.e., location and orientation ($x, y, z$, roll, pitch, and yaw), of each skate. A seventh motor is located at the very end of each leg, as depicted in Fig. 2.1.

Two issues make motion planning for RoboSimian particularly challenging. First, the inverse kinematics (IK) to set the 6-DOF pose of the skate require choosing from among one of eight IK families, each analogous to a choice of “elbow bending direction” for each of three elbows on a limb. Providing guarantees of smoothness requires precalculation of IK solutions across a region as well as compromises between ideal theoretical contact locations and achievable solutions for our particular robot. In particular, achieving exact symmetry in end effector locations is either non-trivial or not achievable, for many desired skate configurations.

A second constraint in planning is a lack of force sensing, to detect contact and loading of the skate on the ground, as discussed in Section 4.1. More specifically, six-DOF force and torque sensing is available at the most distal “foot” contact of each limb, but not for the attached skate for the real robot. Our simulations in Klamp’t obviously provide such contact force data, but we use this only in post-processing, to identify and quantify
4.3 Design of Simple Skating Motions

This section describes three-wheeled and four-wheeled skating along a straight, forward-facing path. Note throughout that skates are numbered 1 through 4, with limb/skate 1 at the front right of the robot, and numbering continuing sequentially going clockwise when viewing the robot from above. For example, Figure 4.3 shows RoboSimian facing to the left, within Klamp’t. At right, the skate in midair is on limb 4. The position of each skate \((x_{ee}, y_{ee})\) is measured with respect to the body frame rather than the world frame.

![Figure 4.3: RoboSimian on 4 (left) and 3 skates (right), simulated in Klamp’t.](image)

For all trajectories presented in this chapter, acceleration and deceleration of planned body motions follow triangular waveforms, as illustrated in Figure 4.4.

4.3.1 Skating with Four Wheels

Skating with four limbs/wheels exploits symmetry, canceling out some effects of slip. For straight-line body trajectories, the left versus right limbs move symmetrically with
respect to one another, so that limbs 1 and 4 (front two limbs) have a phase difference of $\pi$ with respect to one another (as do limbs 2 and 3). There is a phase difference of $\pi/2$ between the front and rear limbs, so that one set of skates will have maximum angle of attack, $\phi$, and (correspondingly) maximum force generation potential, exactly when the other pair is aligned with the free-rolling axis pointing forward, with no ability to generate a net ground reaction force in this forward direction. This effect is especially important during acceleration and deceleration of the robot.

Figure 4.5 shows $y_{ee}(t)$ and $\phi(t)$ trajectories for a desired robot body motion going straight, in the (forward-facing) local $+x$ direction. Skates do not move in the $x$ direction, with respect to the robot body frame, as the relative skate motions are perpendicular to the robot’s direction of motion.
4.3.2 Skating with Three Wheels

Using only three wheels to skate has two motivations. It leaves the fourth limb free for manipulation tasks, and – more importantly – three skates provide more reliable ground contact on curved terrain profiles than four.

In planning, we assume that limb 4 (front left limb) is up and “out of the way” of any skating motions of the remaining three limbs, and primarily plan for trajectories
with limb 1 placed nearly front and center of RoboSimian, as shown in Fig. 4.3. We also
designed and tested other three-skate configurations, which require additional planning
and offsets, but focus on this quasi-symmetric case, which improves performance.

The basic idea in three-skate planning is to use equal phase increments between skates
(i.e., “three-phase” waveforms). The asymmetry of using three skates has a significant
drawback, however: it increases vulnerability to yaw due to slip during accelerations of
the body. Toward mitigating this problem, we study three approaches, described below.

**Careful selection of the phase offset of each skate**

We start with initial phase offsets of 0 for skate 1, $2\pi/3$ for skate 2, and $4\pi/3$ for
skate 3. Corresponding simulations in Klamp’t show significant slip during the initial
acceleration phase of the skating motion, causing unwanted yaw (to the left) in the
actual body trajectory. Most of this yaw is due to wheel slip at skate 2 (i.e., right rear
wheel).

We study the effects of changing the phase offset at start-up by performing simulations
of a 10-meter straight trajectory on a flat terrain with friction coefficient $\mu = 0.3$. Phase
offsets are parameterized as $(0 + \gamma, 2\pi/3 + \gamma, 4\pi/3 + \gamma)$ for skates 1, 2, 3, respectively, with
$\gamma$ set to one particular value on each trial. Resulting body coordinate trajectories are
shown in Figure 4.6. The top plot shows the $(x, y)$ body trajectory, while the lower plot
shows yaw angle over time. Figure 4.7 shows results for a similar case, except reversing
the sign on the $120^\circ$ phase offsets among skates, to use offsets of $(0 + \gamma, 4\pi/3 + \gamma, 2\pi/3 + \gamma)$.

The two choices of symmetric phase offset for three-wheel skating should produce
identical steady-state motions, in theory. In simulation, however, each has different (non-
ideal) “problems”, due to asymmetries now. For Fig. 4.6 using $(\gamma, \gamma + 120^\circ, \gamma + 240^\circ)$, the
straightest trajectory is for $\gamma = 4\pi/3$; however, total distance traveled (upper subplot)
has a 10% error, going only about 9 meters, instead of 10. For a reversed skate phasing
Figure 4.6: Results for a 10 (m) straight trajectory, designed for 3-wheel skating, with peak of $a(t) = 0.5$ (m/s$^2$) at the midpoint of a 2-second triangular acceleration profile, reaching a steady-state velocity of 0.5 (m/s), with a deceleration over the last 2 seconds of the trajectory. The phase offset, $\gamma$, is changed incrementally by $\pi/6$.

More importantly, the steady-state velocity for the latter case is now much closer to its planned value. With $\gamma = 11\pi/6$, total distance traveled is almost exactly the desired distance of 10 meters, as shown on the top subplot of Fig. 4.7 versus the 10% error of $(\gamma, \gamma - 120^\circ, \gamma - 240^\circ)$. Fig. 4.7 shows a somewhat more significant steady-state rate of undesired body yaw (turning to the left, for each case), but this rate is quite small in both cases, i.e., 0.17 ($^\circ$/s) vs 0.30 ($^\circ$/s), which map to circular paths with radii of 170 vs. 95 meters (i.e., very slight turning, indeed).
Figure 4.7: Results using the same body trajectory as in Fig. 4.6 and again changing the phase offset for each skate incrementally by $\pi/6$, but with the reversed order of phase increment among the three skates.

For the remaining three-skate trajectories presented in this paper, an initial configuration of $(0, 4\pi/3, 2\pi/3) + 11\pi/6$ is used as an “optimal offset”, since it minimizes error in Fig. 4.7. The righthand trajectories in Figure 4.5 in fact present $\phi$ and $y$ for this particular parameterization. Note that during acceleration (near $t = 4$ s), the front skate ($i = 1$) is the one pointing most nearly “straight forward”, while the two back wheels, though still asymmetric with respect to one another, push in opposite directions, for an
effect that somewhat mimics the symmetry of four limb skating.

**Slowing down the initial acceleration rate from a stand still**

We compared simulation results for both the initial acceleration profile shown in Fig. 4.4 and for a similar profile that instead uses half the peak acceleration, spread over twice the time (four seconds instead of two), to reach the same steady-state velocity of 0.5 (m/s), to compare errors in body trajectory during acceleration. The slower acceleration reduces required lateral forces (reducing chance of slip) but also clearly increases required time to go a particular distance, so that we anticipate a classic trade-off between speed and accuracy, in tracking planned body motions.

**Pushing off with the free limb**

While push-off, analogous to skate boarding, was successful, it demonstrated no performance benefits (in speed or accuracy). See the video supplement for an example of this motion.

### 4.4 Design for Variable Terrain Challenges

Toward more generalized motion planning, the forward-rolling motion primitives discussed in the previous section are now augmented by including diagonal trajectories, curved paths, variable friction, and mild bumps on terrain. In this section we design (and simulate with Klamp’t) such skating motions for both three- and four-limb skating. Videos illustrating the motions described below, among others, can be found associated with the publication on which this chapter is based on [103].


\[1\] https://youtu.be/kLEUTthCQt4
\[2\] https://youtu.be/bDs1cxFpE
4.4.1 20 (m) Straight Trajectory

Straight trajectories were already discussed in Sections 4.3.1 and 4.3.2, where results were presented assuming a friction coefficient of $\mu = 0.3$ between each skate and the ground. In Figure 4.8, we present additional results for a range of values of $\mu$, with a steady-state velocity of 0.5 (m/s). Errors are quite small for symmetric, 4-wheel skating, in the leftmost subplots. Even for the lowest friction tested ($\mu = 0.1$), error in end state is only about 0.5 meters, or 2.5% of the total 20-meter desired distance.

For 3-limb skating, results are similar for all $\mu \geq 0.3$, with desired forward velocity and a net yaw rate of about 0.26 °/s (i.e., turning radius of about 110 meters). Slip is quite noticeable for $\mu = 0.1$, however, with speed reduced to about 80% of the desired rate and a tighter (unplanned) turning radius (about 40 meters) due to slip.

Figure 4.8: Tracking a 20 (m) straight ahead trajectory with four (left) or three (right) skates over varying $\mu$. 
4.4.2 10 (m) Diagonal Trajectory

Here, motions are planned to move the body along a straight line, oriented 30° to the left (nautical “port” side) with respect to the previous, forward-facing trajectories, to test omnidirectional locomotion. Relative motions of the skates (with respect to the body) are now generalized to travel perpendicular to the planned body motion, which is an effective parameterization across all tested motions. To better visualize this, refer to the lower left subplot of Fig. 4.2: the relative motion of the skate in this example is also planned to be exactly perpendicular to the absolute body velocity at the ground contact for this skate. This rule for planning relative skate directions is used across all examples within this chapter. Rules for planning relative phase between skates and for setting skate angles remain unchanged from Sec. 4.3.1.

Figure 4.9 shows results. As there is inherently less symmetry between limbs when the robot travels diagonally, there are greater tracking errors, as expected. Compared with the forward-facing trajectories (at left, in Fig. 4.8), four-limb skating does show more sensitivity to $\mu$, but it is still a mild effect. Three-limb skating is significantly more sensitive to changes in $\mu$; however, there is a relatively smooth mapping between $\mu$ and the resulting offset in yaw angle, which occurs primarily during acceleration at the start. A bifurcation in behavior occurs between friction values of 0.1 and 0.3, i.e., slip is dramatic for $\mu = 0.1$.

4.4.3 2 (m) Radius Circle Trajectory

For circular body trajectories, we again choose relative skate motions perpendicular to absolute velocity of the body-fixed coordinate frame at the ground contact of each skate. For curved trajectories, this means each skate oscillates back and forth on the line extending radially from the desired ICR to the ground contact (see bottom left of
Figure 4.9: Tracking a $\pi/6$ diagonal trajectory from straight ahead with four (left) or three (right) skates over varying $\mu$.

Simulations in Klamp’t track a circle trajectory of radius 2 (m). For $\mu = 0.1$, three-limb skating cannot complete the trajectory, which is shown in the accompanying video. For the other coefficients of friction, three-limb skating performs quite well, and actually close to as well as four-limb skating, unlike for the previous motions.

### 4.4.4 Monte Carlo Simulations over Rough Terrain

Over flat terrain, regardless of the coefficient of friction, four-wheel skating outperforms the accuracy of three-wheel skating, albeit sometimes only by a small margin. This is no longer the case on bumpy terrain.

We created “smooth” wavy terrains via spline fits of randomly generated heights
across a 2D grid. We present results here for terrains with peak bump heights of 0.1 (m) and 0.2 (m), for the 20 (m) straight trajectory previously studied on flat terrain (in Sec. 4.4.1) for 20 open-loop trials with each of four values of $\mu$, randomizing initial position and orientation on terrain for each trial.

Figures 4.11 and 4.12 show the final $(x, y)$ coordinates of the robot for each of the trials. Over the 0.1 (m) maximum height rough terrain, save for the $\mu = 0.1$ case, three limb skating always travels close to the desired 20-m distance, though the body trajectory may be offset by up to $10^\circ$, due to initial yaw perturbations. This significantly outperforms four limb skating, which has a much broader distribution of end states, corresponding to intermittent slip throughout motion and not just during initial acceleration (as for
three-skate motions).

Figure 4.11: Monte Carlo simulations of a 20 (m) straight trajectory over “smooth” rough terrain that varies randomly uniformly over 0.1 (m).

Figure 4.12: Monte Carlo simulations of a 20 (m) straight trajectory over “smooth” rough terrain that varies randomly uniformly over 0.2 (m).
The discrepancy between the two primitives becomes even more significant over the rougher terrain with 0.2 \((m)\) bumps. Three-limb skating is still reliable for \(\mu = 1\), with some bifurcations in behavior appearing at lower frictions. With four skates, however, behavior is unreliable regardless of the value of \(\mu\). RoboSimian consistently has trouble going up the small wavy hills and sometimes even rolls backwards, getting stuck in a trough where it often repeatedly slips and rolls/slides back down. The supplementary video shows an example of this for four limb skating.

4.5 Conclusions and Discussion

Agile wheeled locomotion is one route toward increasing energy efficiency, stability, and speed simultaneously on mild terrain for limbed robots also capable of rough terrain walking and/or dexterous manipulation tasks. In this chapter, we outline design of and present performance analyses for a small family of motion primitives, exploring trade-offs between speed and accuracy as a function of (stochastic) terrain properties, toward facilitating both high-level planning structures and low-level learning algorithms.

For high-level planning, we envision use of skating primitives within a larger framework, to avoid obstacles, meet desired waypoints, and reach particular end destinations on mild terrain. Real-world locomotion will involve terrain with variable contact friction and unevenness, along with inherent time delays for sensor estimates of 6-DOF body pose based on processed vision and lidar information. One practical planning strategy would therefore be to employ a sequence of well-characterized but stochastic open-loop dynamic maneuvers \[102\], using piece-wise composition with a receding horizon approach for replanning to cope with uncertainty \[104\]. Such a strategy is in the spirit of sequential composition via a funneling approach \[105\]; i.e., with a set of individual controllers that can be nested, with the variability in end state of one sequence easily within the basin.
of attraction of the next sequential controlled action.

A second purpose of this work is to explore uncertainty propagation of various skating primitives, toward selecting and parameterizing low-level motion primitives for optimization through learning algorithms. In particular, we highlight that skating with three wheels (1) produces greater yaw disturbances and (2) results in more continuity and repeatability as parameterizations and/or noise vary. For example, Figures 4.6, 4.7 and 4.9 show yaw increasing smoothly as $\mu$ goes down, for $\mu > 0.1$, and Figures 4.11 and 4.12 show more repeatable traction (i.e., clustering of end state) for three-wheel skating, while results using four wheels yield more bifurcations and fewer examples of “smooth variations” in behavior. Correspondingly, we anticipate that three-wheeled skating can be used more effectively within gradient-based learning algorithms, to deliberately exploit slip for more dynamic, unactuated and agile maneuvers.

Finally, we note that the fidelity of dynamic simulations is an open question and ongoing research challenge in itself; real robot locomotion will vary somewhat from simulation predictions. In our experience, simulations provide an important step in efficiently identifying and pre-tuning behaviors that are later verified and/or tweaked on real hardware, also enabling safe and systematic development of dynamic motions. We highlight that ensuring robustness to parameter variability within simulation, which is a central goal in this work, typically improves real-world robustness, as well.
Chapter 5

Nonintuitive Optima for Dynamic Locomotion: The Acrollbot

This chapter explores locally-optimal, efficient locomotion of a two-link planar robot balancing on a single, unactuated wheel. Because this model is essentially an acrobot mounted on a passive wheel, we name this model the acrollbot. By actuating an internal degree of freedom, the model can indirectly produce ground reaction forces yielding net accelerations and decelerations, to achieve locomotion. As with bipedal robot locomotion, this toy system is particularly challenging to control due to the need to balance continuously while controlling forward locomotion speed. However, unlike typical legged or rolling locomotion solutions, it is not immediately obvious how best to exploit actuation, internal reconfigurations, and motions to produce and control forward velocity along the ground, providing a useful benchmarking system for exploring optimization techniques. We use a direct collocation optimization framework to study this toy system, both to achieve a range of feasible locomotion solutions for nonintuitive dynamic robot models, and to investigate optimization of physical robot parameterizations, in the sense of improving locomotion efficiency. The framework and example presented
throughout are designed with an aim toward bridging the gap between non-intuitive, data-driven optimization and model-based methods for design and control of underactuated and dynamically-stable locomotion.

5.1 Introduction and Motivation

Agile legged and/or wheel-legged robots can potentially exploit inverted pendulum dynamics for balance and locomotion. In this chapter, we study locally optimal solutions for an underactuated multi-link rolling inverted pendulum, toward finding non-intuitive strategies for balance and forward propulsion.

Our goal is to develop tools that can optimize both the mechanical design of a highly dynamic robot and optimal motion trajectories, simultaneously. We hypothesize that simple models, when chosen with care, are extremely useful for identifying fundamental principles, and also that many interesting phenomena for producing balance and locomotion (in particular, through creative use of internal degrees of freedom) may yet remain undiscovered. We focus on a simple yet unusual model, which includes the challenge of underactuated balance and potential use of internal degrees of freedom without the additional complication of (dissipative/stabilizing) collision events, toward investigating novel dynamic phenomena for locomotion.

While work has been done in recent years to optimize locomotion control for underactuated systems, we are particularly interested in methods with potential to explore and reveal non-intuitive solutions, to use computing power to improve performance. Many such examples were discussed in Chapter 1, ranging from switching between low level controllers to produce robust, agile bounding gaits \[106-108\], to automated gait generation through optimization frameworks \[13, 19, 76, 109, 110\]. Deep learning methods \[23, 111, 113\] have also been widely used for robot motion planning. A particularly
popular Google DeepMind AI locomotion video associated with [21] highlights the emergence of a range of locomotion behaviors for various systems through deep reinforcement learning. These animations include examples on seemingly non-optimal – or at least non-intuitive – motions. For example, humanoid biped upper-body limbs sometimes flail dramatically, although they never contact the environment. While these results are definitely intriguing, there is arguably a practical desire to know whether such non-intuitive motions can be verified to have a specific (and significant) beneficial physical function or not. As a preview of our results, our work produces similarly “suspicious-looking” motions, which can be verified to assist in balance during efficient locomotion for our simple, planar model.

![Diagram of the Acrollbot](image)

Figure 5.1: The Acrollbot: a two-link acrobot on a passive wheel.

The system we study here, the acrollbot, shown in Figure 5.1, resembles the classic two-link acrobot model [114] with a (passive) fixed pivot, except that it is mounted on a passive wheel that can roll on the ground. Conceptually, the model is similar to a person on a unicycle, except that the unicycle includes no pedals or other direct actuation at its axis, and locomotion control must be achieved indirectly, by moving various joints to exploit passive damping at the axle and/or forces generated indirectly at the ground.
contact due to the no-slip assumption for the wheel. The original inspiration for the acrollbot was to create the simplest model to represent RoboSimian balancing on its rear passive wheels in the sagittal plane, with only internal degrees of freedom available for locomotion.

The rest of this chapter is organized as follows. Section 5.2 presents the Acrollbot system and its equations of motion. Section 5.3 presents the optimization framework used to develop motions for the system, as well as to find optimal parameters. Resulting motions, system parameters, comparisons to “normal” systems, and parameter sensitivity for various “optimal” systems are discussed in Section 5.4 and Section 5.5 concludes this chapter with comments on the accompanying video, and a discussion of ongoing and future work.

5.2 Acrollbot System

5.2.1 Parameters and Coordinates

The base of an acrobot is attached to a wheel at a “free axle”, meaning there is no direct actuation between the wheel and the \( L_1 \) link. The only torque input, \( \tau \), is applied directly between the \( L_1 \) and \( L_2 \) links, as shown at right in Fig. 5.1. The wheel is modeled as a solid disk with mass \( m_0 \), radius \( r \), and inertia \( J_0 = \frac{1}{2}m_0r^2 \). Link 1 is modeled as a slender rod with mass \( m_1 \), length \( L_1 \) (center of mass [COM] at \( L_{c1} = \frac{1}{2}L_1 \)), and inertia about COM of \( J_1 = \frac{1}{12}m_1L_1^2 \). Link 2 is modeled as a slender rod with mass \( m_2 \), length \( L_2 \) (COM at \( L_{c2} = \frac{1}{2}L_2 \)), and inertia \( J_2 = \frac{1}{12}m_2L_2^2 \). \( \theta_1 \) is the counter-clockwise (CCW) angle measured from the positive x-axis to link 1, analogous to link 1 of an acrobot. \( \theta_0 \) is the wheel angle, measured CCW relative to \( \theta_1 \), and \( \theta_2 \) is the angle of the upper (second/last) link, similar to link 2 of an acrobot, measured CCW relative to \( \theta_1 \).
5.2.2 Equations of Motion

The equations of motion for the system can be written in matrix form as:

$$D(q)\ddot{q} + C(q, \dot{q})\dot{q} + G(q) = \Xi$$  \hspace{1cm} (5.1)

where \( q = [\theta_0, \theta_1, \theta_2]^T \). Nonconservative torques on the right-hand side include viscous (linear) damping at the wheel axle, proportional to relative wheel velocity \( \dot{\theta}_0 \), and a torque applied between links 1 and 2, \( u \); i.e., \( \Xi \) is (3x1) with:

$$\Xi_1 = -f_0\dot{\theta}_0, \quad \Xi_2 = 0, \quad \Xi_3 = u$$  \hspace{1cm} (5.2)

The torques due to centrifugal and Coriolis effects are:

$$C(q, \dot{q})\dot{q} = [C_1, C_2, C_3]^T$$  \hspace{1cm} (5.3)

where:

\[
C_1 = rm_2Lc_2 \cos (\theta_1 + \theta_2) \left( \dot{\theta}_1 + \dot{\theta}_2 \right)^2 + r \left( m_1Lc_1 + m_2L_1 \right) \cos (\theta_1) \dot{\theta}_1^2 \\
C_2 = C_1 - m_2L_1Lc_2 \sin (\theta_2) \left( 2\dot{\theta}_1\dot{\theta}_2 + \dot{\theta}_2^2 \right) \\
C_3 = m_2L_1Lc_2 \sin (\theta_2) \dot{\theta}_1^2
\]

Similarly, the gravity-dependent terms are \( G(q) = [G_1, G_2, G_3]^T \), where

\[
G_1 = 0 \\
G_2 = G_3 + \left( m_1Lc_1 + m_2L_1 \right) g \cos (\theta_1) \\
G_3 = m_2Lc_2 g \cos (\theta_1 + \theta_2)
\]
Finally, the configuration-dependent terms in the inertia matrix $D(q)$ are given below, where $D_{mn}$ corresponds to element $D(m,n)$ of the matrix:

\[
D_{11} = J_0 + (m_0 + m_1 + m_2) r^2
\]
\[
D_{12} = D_{11} + D_{13} + L_1 m_2 r \sin(\theta_1) + L_{c1} m_1 r \sin(\theta_1)
\]
\[
D_{13} = L_{c2} m_2 r \sin(\theta_1 + \theta_2)
\]
\[
D_{21} = D_{12}
\]
\[
D_{22} = D_{11} + 2D_{13} + J_1 + J_2 + L_1^2 m_2 + L_{c1}^2 m_1 + L_{c2}^2 m_2 + ... + 2L_1 L_{c2} m_2 \cos(\theta_2) + 2(L_1 m_2 + L_{c1} m_1) r \sin(\theta_1)
\]
\[
D_{23} = J_2 + L_{c2}^2 m_2 + L_1 L_{c2} m_2 \cos(\theta_2) + L_{c2} m_2 r \sin(\theta_1 + \theta_2)
\]
\[
D_{31} = D_{13}
\]
\[
D_{32} = D_{23}
\]
\[
D_{33} = m_2 L_{c2}^2 + J_2.
\]

### 5.2.3 Note on the Linearized System

We can linearize this system about some equilibrium configuration, in which all angular velocities are zero and the center of mass of the system is aligned at the same $x$ coordinate as the center of the wheel. We define the states of the system as:

\[
X = \begin{bmatrix} \theta_0, \theta_1, \theta_2, \dot{\theta}_0, \dot{\theta}_1, \dot{\theta}_2 \end{bmatrix}^T
\]  

and $X_{eq}$ is some valid equilibrium configuration in which the system can balance (with zero velocity for each DOF). One example is a fully upright configuration:

\[
X_{eq} = [q_{eq}^T, \dot{q}_{eq}^T]^T = \begin{bmatrix} 0, \frac{\pi}{2}, 0, 0, 0, 0 \end{bmatrix}^T
\]
Note that any choice is valid for the relative wheel angle, $\theta_0$. Toward deriving state space equations, we can first write the linearized equations of motion in the following form:

$$M\ddot{q} + \beta \dot{q} + Kq = T = [0, 0, u]^T$$  \hspace{1cm} (5.6)

where $M = D(q_{eq})$, i.e., the inertia matrix $D(q)$ evaluated at the equilibrium configuration of interest. Terms due to $C(q, \dot{q})\dot{q}$ drop out when linearizing about zero velocity, so that the matrix $\beta$ contains only the viscous damping term at the wheel, while $K$ is the Jacobian of $G(q)$ evaluated at $q = q_{eq}$. For $X_{eq}$ as defined in Equation 5.5:

$$\beta = \begin{bmatrix} f_0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}$$  \hspace{1cm} (5.7)

$$K = \begin{bmatrix} 0 & 0 & 0 \\ 0 & (-m_2gL_1 - m_1L_{c1}g - m_2gL_{c2}) & (-m_2gL_{c2}) \\ 0 & (-m_2gL_{c2}) & (-m_2gL_{c2}) \end{bmatrix}$$  \hspace{1cm} (5.8)

For example, linearizing about the upright position and using $g = 9.8$ (m/s$^2$), $m_0 = m_1 = m_2 = 1$ (kg), $L_1 = L_2 = 1$ (m), $r = 0.2$ (m), $J_0 = \frac{1}{2}m_0r^2$, $J_1 = J_2 = \frac{1}{12}m_1L_1^2$ and $f_0 = 0.3$ (Nm/(rad/s)), the linearized state space equation matrices become (i.e., for
\[
\dot{X} = AX + Bu:
\]

\[
A = \begin{bmatrix}
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
0 & -71.736 & 19.992 & -7.152 & 0 & 0 \\
0 & 24.696 & -14.112 & 1.872 & 0 & 0 \\
0 & -32.928 & 48.216 & -3.096 & 0 & 0 \\
\end{bmatrix}
\]

\[
B = \begin{bmatrix} 0, 0, 0, 10.32, -5.52, 15.36 \end{bmatrix}^T
\]

The closed-loop poles of the linearized system can be set arbitrarily to regulate the system about some desired equilibrium point (e.g., via pole placement, or LQR control) if and only if the controllability matrix has full rank, i.e., rank 6 for our system (with 3 angles and 3 angular velocities as states). With non-zero wheel damping \(f_0\) in \(\beta\), the controllability matrix for \(A\) and \(B\) has rank 5. When \(f_0 = 0\), the fourth column of \(A\) becomes \([1, 0, 0, 0, 0, 0]^T\) (with \(B\) and the remainder of \(A\) remaining unchanged), and the controllability matrix for the linearized system has rank 4.

### 5.2.4 Controllability

As summarized in Section 5.2.3 above, the full linearized system without friction is not controllable. However, with some damping friction at the passive wheel, the controllability matrix of the linearized system becomes rank 5. While this does not allow the system to be stabilized about some arbitrary \(x_w\) position for the wheel, an LQR controller using the 5 other states of the system allows it to stabilize about the vertical equilibrium position.

Additionally, using partial feedback linearization (PFL), it is also possible to control
the system using only the acrobot-specific states, namely \([\theta_1, \theta_2, \dot{\theta}_1, \dot{\theta}_2]\). These states can be used to stabilize the system about the vertical equilibrium point, when damping is present at the wheel. Specifically, rank 5 of the controllability matrix here corresponds to a lack of ability to control the overall \(x_0\) wheel location of the system, although velocity of the wheel can be driven to zero. With no damping or friction at the wheel, the linearized system can still be stabilized in an upright configuration, although now neither \(x_0\) nor \(dx_0/dt\) can be regulated at (i.e., driven to) zero.

## 5.3 Optimization Framework

### 5.3.1 Problem Setup

As discussed in Section 3.5, we discretize the full nonlinear system and use direct collocation along with backward Euler integration as suggested in \[75\] to generate trajectories for the rolling motions. The problem is formulated as

\[
\text{find } q, \dot{q}, u \text{ at discrete timesteps } k = 1\ldots N \quad (5.11)
\]

subject to

\[
\begin{align*}
\text{minimize cost } J & \quad (5.12) \\
D(q)\ddot{q} + C(q, \dot{q})\dot{q} + G(q) &= Hu \quad (5.13) \\
\phi(q, \dot{q}, u) &= 0, \quad \psi(q, \dot{q}, u) \geq 0 \quad (5.14)
\end{align*}
\]

where \(q \in \mathbb{R}^n\) is the vector of generalized coordinates, \(D(q) \in \mathbb{R}^{n \times n}\) is the mass inertia matrix, \(C(q, \dot{q}) \in \mathbb{R}^{n \times n}\) represents the centrifugal and Coriolis forces, \(G \in \mathbb{R}^n\) contains gravitational forces, and \(H \in \mathbb{R}^n\) is the input mapping. The cost function \(J\) is discussed in the next subsection. \(\phi(q)\) and \(\psi(q)\) are vectors of constraints: we assume no slipping of the wheel, and constraints are imposed to ensure that the normal reaction force at the
point of contact is always positive.

The initial and end states \( ([\theta_1, \theta_2, \dot{\theta}_0, \dot{\theta}_1, \dot{\theta}_2]^T) \) of any motion are also constrained to both be some (identical) vertical equilibrium point, to enable either a single motion or a repeated limit-cycle behavior, and we solve for the base of the wheel to move a certain distance \( d_{\text{stride}} \) in a fixed time interval through our framework. However, we note that the same framework can also find trajectories for arbitrary starting and ending system positions and velocities, if other limit cycles or continuing motions (when the system is not starting or ending at rest) are desired.

### 5.3.2 Cost Function

We set up our cost function, \( J \), as the Cost of Transport (COT) using the integral of the absolute power:

\[
J = \frac{\int_0^t \sum_{i=1}^N \sqrt{\dot{L} + \epsilon} \, dt}{(m_0 + m_1 + m_2)gd_{\text{stride}}} \tag{5.15}
\]

where

\[
L = \left( [\dot{\theta}_0, \dot{\theta}_1, \dot{\theta}_2]^TU \right)^2 = \left( \dot{\theta}_2 u \right)^2 \tag{5.16}
\]

since there is a single input, \( u \); i.e., \( U = [0,0,u]^T \). We use \( \epsilon = 10^{-6} \) as a regularization term to help smooth the cost function as suggested in [115], where \( N \) is the number of sample points for the trajectory, and \( d_{\text{stride}} \) is the horizontal distance traversed by the center of the wheel. The motivation behind creating such a unitless COT is to allow meaningful comparison between optimization results from using different parameters for distance, time, system masses, and temporal discretizations. Without such a COT as we have defined, it would not be fair to compare costs if one system has more mass or has
more sample points, for example.

5.3.3 Open System Parameters

An open question driving this current framework is: what effects and consequences does changing system parameters have on metrics such as efficiency, robustness, and agility? Motivated by this general question, with respect to the acrollbot system, we leave not only the states/trajectories of each joint as open parameters in the system, but also the system parameters themselves: $r, L_1, L_2, m_0, m_1, m_2$, with $r, L_1, L_2 \in [0.01, 1]$ meters, and $m_0, m_1, m_2 \in [0.01, 1]$ kilograms.

Leaving all of these parameters open and finding an optimal solution with respect to energy, for example, returns not only an optimal trajectory, but also the optimal robot design to use for that motion.

5.4 Results

Figure 5.2 shows snapshots of a typical solution found for optimal robot design and corresponding locomotion. Here, nearly all mass is concentrated as a small $L_2$ link. Unlike most inverted pendulum systems, such as a Segway or cart-pendulum system, the center of mass (COM) does not lean forward as the system accelerates to the right. Instead,
the mass lags behind the wheel contact, essentially driving the system forward much like an off-balance ladder would slide on the ground. Stability is maintained through an unanticipated vertical oscillation of the top-most mass of link 2. We have simulated various solutions using MATLAB’s ode45, and the oscillation stabilizes the system using a similar phenomenon to that used in Kapitza’s pendulum \[116\]; i.e., vertical oscillation of a mass stabilizes an unstable pendulum. In our case, this oscillation can also be exploited to control acceleration or deceleration, depending on the offset angle of oscillation, and we used our optimal solutions to develop generalized control algorithms for locomotion, which are illustrated briefly within videos 1\[12\] associated with the publication on which this chapter is based on \[117\].

![Typical Optimized Joint Trajectories for d=1m](image1)

![Typical Optimized Joint Trajectories for d=3m](image2)

Figure 5.3: Optimal joint trajectories to move the acrollbot system 1.0 meters (at top, COT=0.0284) vs 3.0 meters (bottom, COT=0.0529) in 3 seconds. $\theta_1$ remains nearly constant (about a vertical angle of $\frac{\pi}{2}$). A dashed, purple line, which represents a half-cosine waveform, is overlaid on the solid trajectory for $\theta_0$, to show the smoothness of overall wheel motion along the ground.

1https://youtu.be/C9-P72kI8xI
2https://youtu.be/PnD7-FHSFZ4
For most locally-optimal solutions, $L_2$ is set near its minimal allowed length, with nearly all mass concentrated at this link. Figure 5.3 shows typical behaviors seen in these optimal trajectories. Of note are oscillations, which suspiciously seem to correspond to the knot points of our direct collocation solution. $L_2$ oscillates during both the initial acceleration period and final deceleration, and the overall motion of the wheel is rather smooth. (We overlay cosine waves on $\theta_0$, the wheel angle, in this figure, for comparison.) After much investigation, oscillations are a repeatable phenomenon and can take on a range of frequencies. We have tested high-resolution simulations (ode45 set with 1E-8 tolerances) of feedback laws based on these motions, which stabilize and locomote the system, as expected.

5.4.1 Optimization Parameter “Typical” Results

Shown in Figure 5.4 is a sample “optimal” trajectory for each of the joints of the system, along with the input torques at link 2 that result in the system’s motion. With masses and lengths constrained as described in Sec. 5.3.3 $[r, L_1, L_2, m_0, m_1, m_2 \in [0.01, 1], \text{SI units}]$, the framework found the lowest COT for the following “optimal” parameters:

- $m_0 = 0.01$ (kg),
- $m_1 = 0.01$ (kg),
- $m_2 = 1.0$ (kg),
- $r = 0.5393$ (m),
- $L_1 = 0.8099$ (m),
- $L_2 = 0.0137$ (m).

The framework typically generates trajectories for parameters in approximately these ranges, with minimal mass on the wheel and link 1, maximal mass on link 2, an intermediate value in the range for $r$, large $L_1$, and minimal $L_2$. We observe results in these ranges for any values of distance or time, so the parameters are not tied to specific motion requirements. The trajectory input torques and resulting system reactions always follow the same oscillation patterns at the beginning and end of the trajectory, in the optimal cases. To start the motion, rapid oscillations in torque put energy into the system and provide enough momentum to get the system to roll in...
one direction, and the “opposite” reactions cause the system to slow down and stop at the desired distance. Between these beginning and ending oscillations, the torque stays approximately constant, simply transitioning and positioning link 2 from the midpoint of one set of oscillations to the other. The length of this transition period decreases as the desired lateral distance to move increases, placing an upper bound on the furthest distance the system can travel for a given total time interval.

5.4.2 Rare Optima: “Large Wheel, Short Links”

Although the local optima that the framework finds in repeated (and randomized) searches typically results in the ranges as mentioned in the preceding section, very occasionally returned is a lower COT solution consisting of a very large radius wheel $r = 1.0$ (m), with a minimal length $L_1$ (i.e. 0.0180 (m)) and a lower value $L_2$ (i.e. 0.1192 (m)),
(\(L_2 \gg L_1\)). The optimal COT of this large-wheel system is typically less than half that of the best, perhaps “more realistic” system previously discussed (0.0197 vs. 0.0432). Mass distribution stays the same for both of these systems. Physically, with such a large wheel and small internal links, there is no longer really a stabilization issue, but the constraints are still there to keep the system balanced. Comparing Figs. 5.4 and 5.5, the large wheel system requires fewer oscillations to start/stop the system, with one main peak torque at the beginning and end of the motion. Magnitudes have also switched signs, though both move the system in the same direction.

![Optimized Joint Trajectories for Large Wheel AcrollBot System](image)

![Optimized Input Torques for Large Wheel AcrollBot System](image)

Figure 5.5: Optimal joint trajectories to move the large wheel acrollbot system 0.3 meters in 2 seconds, where the corresponding optimal parameters are \(m_0 = 0.01\) (kg), \(m_1 = 0.01\) (kg), \(m_2 = 1.0\) (kg), \(r = 1.0\) (m), \(L_1 = 0.0180\) (m), \(L_2 = 0.1192\) (m), as well as the corresponding input torques at link 2 that results in the trajectories. Cost of Transport is 0.0197.

### 5.4.3 Flywheel

Since our optimizations typically result in system parameters with all of the mass located at \(m_2\) and a minimal length \(L_2\), we consider that perhaps a flywheel at the end
of link 1 might be more optimal than a second link. From a controllability perspective, this would also help with system stabilization, since the flywheel is not constrained to a certain angle in order for the system to balance about an equilibrium point, as in the acrollbot system.

At first, we take the optimal parameters from the acrollbot as found by the optimization framework for $m_0, m_1, m_2, r, L_1$ and leave the inertia of the flywheel, $J_2$, as an open parameter. However, the resulting trajectories have a much larger COT, no matter what value $J_2$ takes. Compared to minimum COT value of 0.0432 for the acrollbot system we found for $T = 2$ (s), $d_{\text{stride}} = 0.3$ (m), the flywheel system returns trajectories costing 1.2750, which is very significantly worse.

Leaving all parameters open, however, the framework finds trajectories of lower cost than those of the optimal two-link acrollbot, as shown in Figure 5.6. The same constraints are set as before on the ranges for each parameter, except now we define a characteristic length $\tilde{L}_2 \in [0.01, 1]$, to describe a flywheel centered at the end of link 1, with $J_2 = \frac{1}{2}m_2\tilde{L}_2^2$. The optimal flywheel system parameters are $m_0 = 0.01$ (kg), $m_1 = 0.01$ (kg), $m_2 = 1.0$ (kg), $r = 1.0$ (m), $L_1 = 0.0189$ (m), $\tilde{L}_2 = 0.9999$ (m), with a resulting COT of 0.0132. From a physical standpoint, the optimal system consists of a large-radius (but nearly massless) wheel, with a slightly offset from center, high-inertia flywheel. Leaving the range of $\tilde{L}_2$ extremely large (on the order of 1E3 or more) does not seem to have a significant effect on the COT, though $J_2$ does tend toward a large value, given this range. This serves as inspiration for the next subsection of this chapter, where we check the sensitivity of the Cost of Transport to the system’s optimal parameters found by the optimization framework. Specifically, how does the COT vary as each of the available parameters is de-tuned from its optimal solution?
Figure 5.6: Optimal joint trajectories to move flywheel system 0.3 meters in 2 seconds, where the corresponding optimal parameters are \( m_0 = 0.01 \) (kg), \( m_1 = 0.01 \) (kg), \( m_2 = 1.0 \) (kg), \( r = 1.0 \) (m), \( L_1 = 0.0189 \) (m), \( \bar{L}_2 = 0.9999 \) (m), as well as the corresponding input torques for the flywheel that results in the trajectories. Associated Cost of Transport is 0.0132. Here, \( L_1 \) oscillates while holding the flywheel out to the side, to offset the system COM. The directions of rotation for the wheel and flywheel are in the same direction, which defies physical intuition! Additional simulations in MATLAB confirm this phenomenon, however. (See also supplemental video.)

### 5.4.4 Parameter Sensitivity

Keeping 5 out of the 6 optimal parameters fixed and testing across a range of values in a general neighborhood of the remaining optimal one, we record its effect on the Cost of Transport. Figure 5.7 at top, shows such a (log) plot for the acrollbot model. The log of the COT, rather than just the COT, is plotted for formatting and clarity. The parameter that has the greatest effect on the COT as it varies from its optimal value is \( L_2 \), whereas \( m_2, r, L_1 \) can vary without having any apparent effect on the COT. A longer \( L_2 \) means that the center of mass of the link is farther from the joint, so it is reasonable that it takes larger torques to control its movement. \( m_0 \) and \( m_1 \), which are always optimized to
be the minimum value possible, also affect the COT as they increase in magnitude.

Fig. 5.7, at bottom, shows the log of the Cost of Transport sensitivity for the flywheel model with a large radius wheel and a small flywheel. $m_2$, $r$, $J_2$ have almost no effect on the COT when offset from their optimal values, as found by the framework. Increasing $L_1$ from its minimal value, which puts the flywheel further from the center of the large wheel, increases the COT most. $m_0$ and $m_1$, which were again optimized to their minimums possible, also increase the COT as they increase, but at a slower rate than for $L_1$. 

Figure 5.7: Top: Log Cost of Transport sensitivity to system parameters for the optimized acrollbot system with original parameters $m_0 = 0.01$ (kg), $m_1 = 0.01$ (kg), $m_2 = 1.0$ (kg), $r = 0.5537$ (m), $L_1 = 0.8522$ (m), $L_2 = 0.0123$ (m) for $T = 2$ (s), $d_{\text{stride}} = 0.3$ (m). Increasing the length of $L_2$ even minimally has a significant effect on the COT. Increasing $m_0$ or $m_1$ also has some effect on the COT, though we see that the specific values of $m_2$, $r$, $L_1$ have minimal effect on the COT. Bottom: Log of Cost of Transport sensitivity to system parameters for the optimized flywheel-on-a-wheel system with original parameters $m_0 = 0.01$ (kg), $m_1 = 0.01$ (kg), $m_2 = 1.0$ (kg), $r = 1.0$ (m), $L_1 = 0.0189$ (m), $L_2 = 0.9999$ (m) for $T = 2$ (s), $d_{\text{stride}} = 0.3$ (m). For this system, length $L_1$ is the most sensitive parameter, with respect to COT. Increasing $m_0$ or $m_1$ also has some effect on the COT, though we see that the specific values of $m_2$, $r$, $J_2$ have minimal effect on the COT.
Figure 5.8: Trajectories for hand-picked design parameters. Optimal motions are more extreme and exaggerated, and high-frequency oscillations in the last link are no longer observed. At top, a slower motion \(d = 1 \text{ (m)}\) in \(T = 3 \text{ (s)}\) with a COT of 2.3739; at bottom, faster locomotion \(d = 3.0 \text{ (m)}\) in \(T = 3 \text{ (s)}\) with a COT of 5.4221.

### 5.4.5 Comparison to a “Normal” (Hand-Designed) System

To put the trajectories and system parameters discovered via the optimization framework in perspective, we compare our optimal system with one that might be built in the real world as an initial design. Intuitively, one might pick \(L_1\) and \(L_2\) to be roughly similar, as in a typical acrobot design. Specifically, we choose the following system parameters as a “typical” design choice: \(m_0 = 0.2 \text{ (kg)}\), \(m_1 = 0.4 \text{ (kg)}\), \(m_2 = 0.4 \text{ (kg)}\), \(r = 0.2 \text{ (m)}\), \(L_1 = 0.4 \text{ (m)}\), \(L_2 = 0.4 \text{ (m)}\). The total mass and height of this system is approximately the same as that of our optimal system. For these parameter choices, our optimization framework discovers trajectories with an associated Cost of Transport on the order of 1E2 times worse than any trajectories returned with optimal parameters, emphasizing the importance of optimizing design parameters in tandem with motion trajectories.

Figure 5.8 shows example trajectories for such a hand-picked system. Of note is the
lack of high-frequency oscillations here. Instead, more exaggerated (i.e., higher amplitude), slower-frequency motions of the last link are used for simultaneous balance and locomotion.

5.4.6 Effects of Passive Damping on System

Clearly, a passive mechanical spring could help generate the required oscillations for the system more efficiently. However, it is less obvious how damping might help or hurt the system. In general, damping seems likely to reduce efficiency, since energy is dissipated. And yet, damping at the passive wheel ($f_0$) increases the controllability of the linearized system, as discussed in Section 5.2.4. Sweeping independently across values of $f_0$ and $f_2$ (damping in parallel with the actuator) for travel of $d = 0.3$ (m) in $T = 2$ (s), using a fixed set of parameters ($r, L_1, L_2, m_0, m_1, m_2$) that are optimal in the zero-damping case, we found a linear relationship between $f_2$ and the COT, while $f_0$ did not affect the COT very much across the range tested, as shown in Figure 5.9.

Figure 5.9: COT vs. friction for an optimized acrollbot system. Damping at the wheel has minimal effect on the COT, but increasing damping at link 2, where the input torques are, significantly increases required energy.
5.5 Discussion and Conclusions

As mentioned in the previous section, the various motions described in this chapter are illustrated in the supplementary videos associated with [117]. Below, we highlight some details.

First, note basic elements of locomotion, which include two key aspects. (1) COM is offset in a direction opposite the direction of COM acceleration. To remain balanced, most inverted pendulums instead bias COM toward the direction of acceleration ("leaning forward"), so the net ground reaction force (GRF) acts along the line of the pendulum. (2) Vertical oscillations stabilize the system, as discussed earlier [116].

Next, when non-optimal design parameters are used, more exaggerated, bobbing motions are required (see Fig. 5.8). Also, since most of the optimal design solutions for the two-link acrollbot include a tiny $L_2$ value, close to 0.01(m), which is barely visible in video, we highlight the angle of this link in such cases by including a dashed, red line. For the flywheel acrollbot, note that $L_1$ is quite short (see Sec. 5.4.3).

Finally, note that the simulations provided at the end (from 1:17 onward) all involve control laws and dynamics simulations implemented using ode45 in MATLAB, as an independent generalization (and confirmation) of the surprising dynamic locomotion techniques we observe. Specifically, we can control forward and backward locomotion for both the “Typical” (Sec. 5.4.1) and “Flywheel” (Sec. 5.4.3) systems.

Several goals motivate this work. In particular, while parameterizations (e.g., lengths and mechanical impedances) of a robot clearly affect performance, better tools for optimizing such design parameters are needed. Also, optimization tools frequently suffer from local minima, in turn requiring appropriate initialization for useful results. By contrast, our framework allows us to optimize both design parameters (e.g., lengths and
masses) and motion trajectories simultaneously, and it works with completely randomized initial conditions (e.g., trajectories which initially violated dynamic constraints), which simplifies our search and in turn has allowed us to discover multiple local optima. Finally, methods based on deep learning or other data-driven approaches typically do not elucidate basic physics-based phenomena. In response, we have studied an intentionally non-intuitive yet simple model, which captures key aspects of balance and underactuation. By studying this simplified toy system, we have been successful in carefully analyzing and validating non-intuitive solutions, and we have discovered novel motion planning strategies that we, as human designers, would truly never have anticipated. For example, the unanticipated cyclical “arm-pumping” style motions in our optimal solutions, which can be explained as a Kapitza’s pendulum effect, seem quite similar to us to those seen in the Google Deepmind video mentioned in the introduction.

Recent work within the UCSB Robotics Lab has applied this optimization framework to a 5-link biped model. Future goals include improved optimization metrics to quantify robustness and agility, in addition to the more easily-calculable energetic costs typically used, and better understanding of the trade-offs and principles at play in optimal humanoid locomotion, particularly as terrain properties, sensor noise, and external disturbances (e.g., process noise) each vary.
Chapter 6

Versatile Trajectory Optimization for Dynamic Maneuvers that Allow for Wheel Slip

Wheel-legged systems have the potential to combine the benefits of two heavily studied research areas: the speed and efficiency of locomotion on wheels with the versatility and agility to surmount various obstacles of legged systems. However, there have been limited results in dynamic locomotion taking advantage of both of these areas. The previously discussed exceptions [4, 56, 58] enforce traditional wheeled-system conditions of non-slipping (the velocity in the rolling direction is exactly equal to the wheel angular velocity multiplied by the wheel radius, without loss) and non-skidding (no velocity perpendicular to the wheel roll direction), which may be violated in practice, especially over terrains with low coefficients of friction such as icy or muddy roads as in [57]. Noting the research gap in wheel-legged systems for dynamic maneuvers that include and account for wheel slip, we reviewed existing work in dynamic vehicle maneuvers involving drifting [59–69] in Section 2.4. The tire models [70, 71] used in these works...
however do not lend themselves well to a trajectory optimization framework for general motions, as discussed in Sections 3.3 and 3.4.

In this chapter, using our novel wheel model proposed in Section 3.4, we present a versatile trajectory optimization framework for general (passive or active) wheeled systems that naturally discovers dynamic maneuvers to avoid and/or exploit wheel slipping and skidding depending on the cost function. In simulation with RoboSimian, we show the first results of deliberate and controlled skidding to a halt for a wheel-legged system, and illustrate several other examples such as energy-efficient forward locomotion and hybrid wheel-legged skating. We additionally show experimental evidence of planning and executing dynamic drift parking on a 1/16 scale model car.

The rest of this chapter is organized as follows. Section 6.1 discusses modeling details for RoboSimian and the car model, respectively, to be used in our optimization framework, which is discussed in detail in Section 6.2. Results for various tasks for both systems are presented in Sections 6.3 and 6.4, and discussions and conclusions are given in Section 6.5.

6.1 Modeling

This section discusses modeling details for RoboSimian and the car model, respectively, as used in our optimization framework.

6.1.1 RoboSimian

Kinematics

We first ignore all internal degrees of freedom for the full RoboSimian model and consider a free floating body with floating skate end effectors, whose coordinate frames
are as shown in Figure 6.1. Throughout this work we will assume no pitch or roll from any body.

In the figure, \((x_w, y_w, z_w)\) are the fixed world frame coordinates for the global origin, and thus \((x_b, y_b, z_b)\) are the robot’s body center coordinates relative to the fixed world frame. \(\theta_b\) represents the counterclockwise (CCW) rotation of the body x-axis, relative to the fixed world frame x-axis \(x_w\).

Each skate’s coordinates \((x_i, y_i, z_i)\) are relative to the body frame, where \(i \in \{1, 2, 3, 4\}\), starting with the front right skate (shown), and proceeding clockwise (so skate 2 is the rear right, skate 3 is the rear left, skate 4 is the front left, when viewed from above). Each skate is also assumed to have an additional degree of freedom to rotate about its z-axis (yaw), \(\theta_i\), which is relative to the body angle \(\theta_b\).

By not modeling each wheel’s rotational angle, we are treating each skate more as
an “ice”-skate than a “roller”-skate. This decision comes from the fact that no sensing is available at the wheel, as they are strapped onto the forearms, and since we are interested in dynamic maneuvers, including those involving slipping and skidding, we hypothesize that the wheel’s true position angle at a given time step may not be essential to locomotion.

**Dynamics**

The dynamics of this simplified system can be derived via a Lagrangian approach. The robot body has mass $m_b$ and inertia $J_b$, and each skate has mass $m_i$ and inertia $J_i$. The equations of motion for the system can be written as:

$$M(q)\ddot{q} + C(q, \dot{q})\dot{q} + G(q) + A(q)^T \lambda = B(q)u + F$$  \hspace{1cm} (6.1)

where $q$ are the generalized coordinates, $M(q)$ is the inertial matrix, $C(q, \dot{q})\dot{q}$ denotes centrifugal and Coriolis forces, $G(q)$ captures potentials (gravity), $A(q)^T \lambda$ are constraint forces (where $\lambda$ are unknown multipliers a priori), $B(q)$ maps control inputs $u$ into generalized forces, and $F$ contains non-conservative forces such as friction. In our model for RoboSimian, $q = [x_b, y_b, z_b, \theta_b, x_i, y_i, z_i, \theta_i]^T \in \mathbb{R}^{20}$ where $i \in \{1, 2, 3, 4\}$. Since each skate’s $(x_i, y_i, z_i, \theta_i)$ can be individually set with inverse kinematics in the real system, each skate’s coordinates are actuated, for 16 total actuators, i.e. $u = [u_{x_i}, u_{y_i}, u_{z_i}, u_{\theta_i}]^T \in \mathbb{R}^{16}$ where $i \in \{1, 2, 3, 4\}$.

### 6.1.2 Car Model

The dynamics for the car model can also be derived via a Lagrangian approach, and we use the dynamic bicycle model approximation as our basis.

For the car model, following from Figure 6.2, $q = [x_b, y_b, \theta_b, \theta_f]^T \in \mathbb{R}^4$. $(x_b, y_b)$ are
the global coordinates for the center of mass (COM) of the body, and $\theta_b$ represents the counterclockwise (CCW) rotation of the body $x$-axis, relative to the fixed world frame $x$-axis $x$. The steering angle $\theta_f$, relative to body angle $\theta_b$, is not often included as a state in the literature, but instead only as a control input. However, constraints on the angular velocity $\dot{\theta}_f$ and limited steering torque input to the state must be included for realistic motions, motivating our choice of including $\theta_f$.

![Figure 6.2: Dynamic bicycle model.](image)

The body has a point mass $m_b$ and inertia $J_b$, and each wheel has a point mass, $m_1$ and $m_2$, with the front wheel having inertia $J_1$ about the $z$-axis (out of the page). Since the COM may not be at the geometric center of the body, we consider the distance from the COM to the center of the front wheel $L_F$ and the distance from the COM to the center of the rear wheel $L_R$. Friction forces are considered both in the direction of, and perpendicular to, the direction of wheel roll.
The inertial matrix $M(q)$ can be written as:

$$
M(q) = \begin{bmatrix}
M_{11} & 0 & M_{13} & 0 \\
0 & M_{22} & M_{23} & 0 \\
M_{31} & M_{32} & M_{33} & M_{34} \\
0 & 0 & M_{43} & M_{44}
\end{bmatrix}
$$

where $M_{mn}$ corresponds to element $M(m, n)$ of the matrix:

- $M_{11} = (m_b + m_1 + m_2)$
- $M_{13} = \sin(\theta_b) (m_2 L_R - m_1 L_F)$
- $M_{22} = M_{11}$
- $M_{23} = -\cos(\theta_b) (m_2 L_R - m_1 L_F)$
- $M_{31} = M_{13}$
- $M_{32} = M_{23}$
- $M_{33} = m_2 L_R^2 + m_1 L_F^2 + J_1 + J_b$
- $M_{34} = M_{44}$
- $M_{43} = M_{44}$
- $M_{44} = J_1$

The torques due to centrifugal and Coriolis effects are:

$$
C(q, \dot{q}) \ddot{q} = [C_1, C_2, 0, 0]^T
$$
where:

\[ C_1 = \dot{\theta}_b^2 \cos (m_2 L_R - m_1 L_F) \]
\[ C_2 = \dot{\theta}_b^2 \sin (m_2 L_R - m_1 L_F) \]

The two inputs to the system are a force to be set at all wheels (All Wheel Drive) in the wheel-rolling directions, and a torque to control the steering angle of the front wheels, or \( u = [u_{\text{wheels}}, u_{\text{steering}}]^T \). These are mapped into generalized coordinates with matrix \( B(q) \), defined as:

\[
B(q) = \begin{bmatrix}
\cos (\theta_b + \theta_f) + \cos(\theta_b) & 0 \\
\sin (\theta_b + \theta_f) + \sin(\theta_b) & 0 \\
L_f \sin(\theta_f) & 0 \\
0 & 1
\end{bmatrix}
\] (6.4)

If we first define the friction forces in global coordinates as:

\[
\begin{bmatrix}
F_{x_F} \\
F_{y_F}
\end{bmatrix}
= \begin{bmatrix}
\cos (\theta_b + \theta_f) & \sin (\theta_b + \theta_f) \\
-\sin (\theta_b + \theta_f) & \cos (\theta_b + \theta_f)
\end{bmatrix}
\begin{bmatrix}
F_x \\
F_y
\end{bmatrix}
\]

\[
\begin{bmatrix}
F_{x_R} \\
F_{y_R}
\end{bmatrix}
= \begin{bmatrix}
\cos (\theta_b) & \sin (\theta_b) \\
-\sin (\theta_b) & \cos (\theta_b)
\end{bmatrix}
\begin{bmatrix}
F_x \\
F_y
\end{bmatrix}
\]

then \( F \) can be written as:

\[
F = [F_1, F_2, F_3, 0]^T
\] (6.5)
where

\[ F_1 = F_{xFg} + F_{xRg} \]
\[ F_2 = F_{yFg} + F_{yRg} \]
\[ F_3 = -F_{xFg} L_F \sin (\theta_b) + F_{xRg} L_R \sin (\theta_b) \]
\[ + F_{yFg} L_F \cos (\theta_b) - F_{yRg} L_R \cos (\theta_b) \]

### 6.1.3 Note on No-Skid Constraints

For general wheeled mobile robots, \( A(q)^T \lambda \) typically contains constraints ensuring no slip (free rolling in the direction the wheel is pointing) and no skid (no velocity along the wheel’s rotation axis perpendicular to the free rolling direction), which come from writing these constraints in Pfaffian form \( A(q) \dot{q} = 0 \). \( \lambda \) can be explicitly solved for by differentiating \( A(q) \dot{q} = 0 \) and substituting in \( \ddot{q} \) from Equation 6.1. Details were discussed in Section 3.2. We note that our framework can also find trajectories enforcing these constraints when the assumptions of no slip and no skid are valid, but for the rest of this chapter we set \( A(q)^T \lambda = 0 \).

### 6.2 Trajectory Optimization

This section provides details for formulating the locomotion problem for a wheeled system as a trajectory optimization. The full nonlinear system is discretized, and direct collocation along with backward Euler integration is used to generate motion as in [75] [120] and Chapters 3.5 and 5. More precisely, with slight abuse of notation, the
problem is formulated as:

\[
\begin{align*}
\text{find} & \quad q, \dot{q}, u, F_n, F_{fric} \text{ at discrete timesteps } k = 1 \ldots N \\
\text{subject to} & \quad \text{minimize cost } J \\
& \quad \text{- State Constraints:} \\
& \quad \phi(q, \dot{q}, u, F_n) = 0 \\
& \quad \psi(q, \dot{q}, u, F_n) \geq 0 \\
& \quad \text{- Dynamics Constraints:} \\
& \quad M(q)\ddot{q} + C(q, \dot{q})\dot{q} + G(q) \\
& \quad \quad + A(q)^T \lambda = B(q)u + F_n + J(q)^T F_{fric} \\
& \quad \text{- Friction Constraints (for each contact } i): \\
& \quad \gamma e + D^T v^{k+1} \geq 0, \quad \beta \geq 0 \\
& \quad \mu F_{n_i} - e^T \beta \geq 0, \quad \gamma \geq 0 \\
& \quad (\gamma e + D^T v^{k+1})^T \beta = 0 \\
& \quad (\mu F_{n_i} - e^T \beta)\gamma = 0 \\
& \quad F_{fric_i} = D\beta \\
& \quad \text{- Gait Constraints (RoboSimian Only)} \\
& \quad \text{- ZMP Constraints (RoboSimian Only)} \\
\end{align*}
\]

where each of the above constraints is detailed below, along with cost function considerations.
6.2.1 Objectives

The cost function $J$ is made up of terms penalizing both energy use over the entire time interval, $J_E$, as well as the offset from a set of final desired goal states, $J_F$, in the format discussed in Section 3.3. It is straightforward to add additional cost function terms, depending on the desired task, for example measures between desired final and intermediate body positions and/or orientations. To penalize energy use, for RoboSimian, $J_E$ approximates the integral of the absolute power, as in Section 5.3:

$$J_E = \int_0^T \sum_{i=1}^N \sqrt{L + \epsilon} \, dt$$  \hspace{1cm} (6.15)

where $L = (q^T U)^2$, $\epsilon = 10^{-6}$ is a regularization term to help smooth the cost function as suggested in [115], and $N$ is the number of sample points for the trajectory.

For RoboSimian, $U = [0, 0, 0, 0, u_x, u_y, u_z, u_\theta]^T \in \mathbb{R}^{20}$ for $i \in \{1, 2, 3, 4\}$. Note that the above cost function aims to minimize power consumption due to moving the end effector in the simplified skating model, while the actual power cost for the full system results from setting the joint positions via inverse kinematics, which will include some additional energy, in moving internal joints appropriately. We are assuming here that such considerations are on average highly correlated to motion of end effector, so that this is still a good measure to account for energy-efficient motion. For the car model, energy is more simply penalized by adding $u^T u$ to the cost function at each time step.

The cost term $J_F$ is defined as the weighted squared error between a set of goal coordinates $(x_g, y_g, \theta_g)$ and the final body coordinates $(x_N, y_N, \theta_N)$ of the trajectory:

$$J_F = \alpha_x (x_g - x_N)^2 + \alpha_y (y_g - y_N)^2 + \alpha_\theta (\theta_g - \theta_N)^2$$  \hspace{1cm} (6.16)

where weights $\alpha_x, \alpha_y, \alpha_\theta$ can vary based on the desired task, i.e. if final body orientation
is important. Additional terms can be added to minimize final velocities or intermediate states.

### 6.2.2 State Constraints

The initial states $q_0$ and $\dot{q}_0$ are constrained exactly based on the robot’s current state. For the rest of the $N$ time points, these are bounded by the feasible work space we are considering (for example for placing each skate with inverse kinematics) and by the physical limits of the robot. The input $u$ is also bounded explicitly, as well as implicitly by $\dot{q}$ ranges. For RoboSimian, the normal force on each skate $F_{ni}$ is constrained based on the contact schedule as explained in Sec. 6.2.6 and forced to be approximately evenly distributed between all skates currently in contact with the ground.

For the car model, we are also not explicitly modeling load transfer, but the normal force $F_{ni}$ at each contact (where $i \in \{1, 2\}$) is of large importance as its magnitude directly sets a limit on the frictional force available at each contact point. We investigate (1) leaving $F_{ni}$ as a non-negative open variable, (2) constraining $F_{ni}$ within “reasonable bounds” (i.e. range in $[1/4(m_b + m_1 + m_2)g, (m_b + m_1 + m_2)g]$ at each contact), and (3) setting $F_{ni}$ as $1/2(m_b + m_1 + m_2)g$. Clearly we can expect different results in each of these scenarios, and future work will involve incorporating an accurate load transfer model.

### 6.2.3 Dynamics Constraints

At each time step $k$, with $h = \Delta t$ the time step interval, the dynamics are constrained:

$$q_{k+1} = q_k + h\dot{q}_{k+1} \quad (6.17)$$

$$\dot{q}_{k+1} = \dot{q}_k + h\ddot{q}_{k+1} \quad (6.18)$$
with

\[
\ddot{q}_{k+1} = M_{k+1}^{-1}(B_{k+1}u_{k+1} + F_{n_{k+1}} + J_{k+1}^TF_{\text{fric}_{k+1}}
- C_{k+1}\dot{q}_{k+1} - G_{k+1})
\] (6.19)

where we write \(M(q_{k+1})\) as \(M_{k+1}\), and use similar notation for other terms.

### 6.2.4 Friction as a Linear Complementarity Problem

We have already discussed posing the friction for each wheel in the optimization as a set of Linear Complementarity Problems (LCPs) at length in Section 3.4. As a reminder, the circular friction cone is approximated by a polyhedral cone \(F\):

\[
F(q) = \{ F_n n + D\beta \mid F_n \geq 0, \beta \geq 0, e^T\beta \leq \mu F_n \} 
\] (6.20)

where \(F_n\) is the magnitude of the normal contact force, \(n\) is the local unit z-axis representing the six dimensional unit wrench of the normal component of the contact force, the columns of \(D\) are direction vectors that positively span the space of possible generalized friction forces, \(e = [1, 1, ..., 1]^T \in \mathbb{R}^p\) where \(p\) is the number of edges of the polyhedral approximation, and \(\beta \in \mathbb{R}^p\) is a vector of weights. Due to the nature of the wheel, we consider anisotropic friction models, as shown in Figure 6.3. For RoboSimian, we take this one step further and consider a friction triangle, where friction occurs only perpendicular to the skate’s rolling direction (i.e. like an ‘ice-skate’). For the car we will investigate two different anisotropic friction models:

1. \(|d_1| = |d_2| = |d_4| = 0, |d_3| = 1\)

2. \(|d_1| = 0.01, |d_2| = |d_4| = 0.3, |d_3| = 1\).
Figure 6.3: Isotropic and anisotropic polyhedral (shown here as octagonal) friction cone approximations of a contact point at the center of the wheel, when viewed from above. The normal force is coming out of the page, and each arrow represents a direction vector.

**LCP Formulation**

In the optimization, for each contact at each time step $k$, the following inequality constraints are enforced to produce the correct friction forces:

\[
\begin{align*}
\gamma e + D^T v^{k+1} &\geq 0, \quad \beta \geq 0 \quad (6.21) \\
\mu F_n - e^T \beta &\geq 0, \quad \gamma \geq 0 \quad (6.22)
\end{align*}
\]

with the complementarity conditions:

\[
\begin{align*}
(\gamma e + D^T v^{k+1})^T \beta &= 0 \quad (6.23) \\
(\mu F_n - e^T \beta)\gamma &= 0 \quad (6.24)
\end{align*}
\]

where $\gamma$ can be interpreted as a scalar roughly equal to the magnitude of the relative tangential velocity at a contact, and $v^{k+1}$ is the global 2D planar velocity vector of the contact point at the end of the next time step. From the above constraints the friction
$F_{fric}$ at a particular contact can then be recovered with:

$$F_{fric} = \begin{bmatrix} F_{fricx} \\ F_{fricy} \end{bmatrix} = D \beta$$

(6.25)

$F_{fric}$ for each contact is then mapped from global coordinates to generalized coordinates with $J(q)^T$ and input into Equation 6.9.

### 6.2.5 Zero Moment Point (RoboSimian Only)

The ZMP is defined as the point on the ground where the sum of all the moments of the active forces is equal to zero. Planning to ensure the ZMP remains in the support polygon created by the ground contacts of the skates is crucial for stability so that the robot will not fall over. For the simplified skating model with 5 rigid-body links, the ZMP can be calculated as in [121]. The $x$ and $y$ components of the ZMP located at point $p_{ZMP} = [p_x, p_y, p_z]^T$ are then:

$$p_x = \frac{Mgx + p_z \dot{P}_x - \dot{L}_y}{Mg + \dot{P}_z}$$

(6.26)

$$p_y = \frac{Mgy + p_z \dot{P}_y + \dot{L}_x}{Mg + \dot{P}_z}$$

(6.27)

where $M$ is the total mass of the system, $g$ is gravity, $(x, y)$ are the coordinates of the Center of Mass (COM), $p_z$ is the height of the floor, $P$ is the total linear momentum, and $L$ is the total angular momentum.

At each time step, depending on the gait and configuration of the robot’s skates in contact with the ground, a ZMP constraint is added to the optimization to ensure stability during that time interval. When four (or three) skates are in contact with the ground, the ZMP is constrained to lie within the quadrilateral (or triangle) created from
connecting the four (three) skates. If only two skates are in contact with the ground, which in this work we assume would occur only for diagonal skates, the ZMP must lie on the line segment connecting these two skates.

6.2.6 Gait (RoboSimian Only)

A gait can be provided as input to the optimization in the form of a 4 by \( N \) schedule matrix of boolean values indicating which skates are in contact with the ground. This pattern directly determines the desired height \( z_i \) of each skate in the form of a spline that depends on the duration(s) a skate should not be in contact with the ground. In turn this pattern also directly sets the desired normal forces evenly for skates remaining on the ground.

6.3 RoboSimian Results

6.3.1 Implementation Details

The trajectory optimization is implemented in both MATLAB and Python with CasADi \[122\], using IPOPT \[123\] to solve the NLP. Depending on complexity and planning horizon, the computation time of the unoptimized MATLAB code can vary from a few seconds to 1 hour, solved on a laptop. Warm-starting the optimization initial conditions with a suitable guess, or with the solution of a previous run, has a significant impact on increasing convergence speed.

In particular, solving the NLP can be computationally intensive due to the equality constraints of the LCP, which does not allow us to formulate the problem as a single QP even if the ZMP constraints were linearized such as in \[56\]. One idea to mitigate this convergence issue is to place the equalities into the cost function as in \[58\]. However,
then we no longer have the guarantee they will be exactly 0, and care must be taken to properly weight the cost function terms to heavily penalize deviations from 0.

Since the trajectories found with the framework are for a simplified skating model ignoring internal degrees of freedom, the solutions must be mapped back to the full system with inverse kinematics. We verify the trajectories found on the full system using PD control on the joint positions with inverse kinematics to track the skate \((x_i, y_i, z_i, \theta_i)\) desired positions in MuJoCo [119]. Due to the mismatching dynamics between the simplified system and full system, a whole-body controller is needed to more accurately track the full trajectory, to be implemented for future work.

### 6.3.2 Experiments

To show the versatility of our framework and the sorts of dynamic trajectories it can generate, we consider the results from 3 desired tasks:

1. Skating forward from rest optimally with respect to speed and efficiency
2. A dynamic skidding parking maneuver, showing the main strengths of our approach
3. Hybrid gaits for walk-skating with 2-3 wheels remaining in contact with the ground

The reader is encouraged to watch the accompanying video[^1] for more clear visualizations and simulations of the trajectories discussed [120].

**Efficient Skating Forwards**

For the first task we consider energy optimal locomotion with all four wheels in contact with the ground for the duration of the trajectory. The cost function is a weighted sum of the modified COT \( J_E \) from Eq. [6.15] as well as a term maximizing the final \( x_b \) position

[^1]: https://youtu.be/SV7Kw3v1RQI
of the body. We examine a horizon of 2 seconds, starting RoboSimian from rest. A locally optimal trajectory for this scenario is shown in Figure 6.4. We note that for this trajectory, no slipping or skidding is occurring, as the optimization finds the friction forces and torques necessary to propel the RoboSimian model forward.

![Figure 6.4: Trajectory found for skating in a 2 second horizon from at rest, with snapshots every 0.4 (s). The cost function includes a term minimizing energy as well as maximizing the final body x position.](image)

**Dynamic Skidding Parking Maneuver**

Next we consider a task of parallel parking in a limited time horizon of 2 seconds. Specifically, we assume RoboSimian is moving at 4 (m/s) in the x direction, with otherwise the same initial configuration at the origin. The “parking spot” is located at (4,-1), and we desire RoboSimian to be parked there with body angle $\theta_b = -\pi$ [rad]. Thus the cost function consists of weighted terms penalizing deviations from these final states for $x_b$, $y_b$, and $\theta_b$. Intuitively, we note that with such a small horizon to complete the task, and with no means of braking due to the passive nature of the wheels, we should expect skidding on purpose to slow the system down. As can be seen in Figure 6.5, the trajectory optimization framework finds precisely such a solution exploiting the frictional forces acting perpendicular to the skate roll directions, and is able to effectively minimize the cost function, arriving at the desired end position. Note in particular the angle of skate 1 (the light blue skate) in the third snapshot from the left, which is approximately perpendicular to the direction of motion, and thus being used to skid to slow down.
Screenshots from MuJoCo are shown in Figure 6.6 and additional viewing angles can be seen in the aforementioned video.

As a slight variation, by changing the cost function to reward only the final body position $|\theta_b|$ angle, where we now initialize $\dot{x}_b$ to 8 (m/s), we would anticipate some sort of spinning behavior, or at least the robot to skate around in the narrowest circle it can. Since we do not enforce the non-slip and non-skid conditions, which would limit the subspace of true available motions, the framework finds a trajectory that slips and skids.
throughout the 2 (s) interval, similar to how a stunt driver might perform a “donut” in a car, shown in Figure 6.7.

Figure 6.7: Trajectory found for a 2 second horizon initialized with 8 (m/s) body velocity in the x direction, with snapshots every 0.4 (s). The cost function is minimizing negative squared final body orientation $\theta_b$ (so attempts to find large magnitudes for $\theta_b$).

### 6.3.3 Walking-Rolling Gaits

Our framework is able to generate trajectories for gaits with any pattern of three wheels in contact with the ground, as well as patterns of any two diagonal wheels in contact with the ground, and alternating combinations of these two types. Ensuring the ZMP is within the support polygon of the remaining wheels in contact is crucial for stability of the system during the trajectory. As an example, we show one trajectory of static wheel-walking with skates 2, 1, 3, 4 lifted off the ground, in that order, as in Figure 6.8, as well as a static trotting gait, with diagonal wheels alternating in the air, as in Figure 6.9.

The trajectory in Fig. 6.8 is for a 1.5 second horizon and gait for which each skate is lifted for 0.25 (s), in order for skates 2, 1, 3, 4; shown with ‘+’ symbols in the figure. The ZMP is overlaid with the red dash-dot line, which is constrained to be within the support polygon of skates in contact with the ground. The cost function minimizes energy use.
and maximizes \( x_b \) final state, while attempting to keep final \( y_b \) and \( \theta_b \) at 0.

Figure 6.8: Trajectory found for a 1.5 second horizon and predetermined rolling-walking gait where skates 2,1,3,4 are in order lifted off the ground each for 0.25 (s). Snapshots are taken every 0.3 (s). The ‘+’ symbols show the sections of the trajectory where that skate is off the ground, and the red dash-dotted line is the location of the ZMP throughout the trajectory. The cost function is minimizing energy and maximizing final \( x_b \) offset from the origin, and minimizing final \( y_b \) and \( \theta_b \) offsets.

Figure 6.9: Trajectory found for a 1.5 second horizon and predetermined static trotting gait where diagonal skates are always in contact with the ground, with snapshots every 0.3 (s). The ‘+’ symbols show the sections of the trajectory where a skate is off the ground, and the red dash-dotted line is the location of the ZMP throughout the trajectory. The cost function is minimizing energy and maximizing final \( x_b \) offset from the origin, and minimizing final \( y_b \) and \( \theta_b \) offsets.

The trajectory in Fig. 6.9 is for a 1.5 second horizon and gait where diagonal skates 2 and 4 are in the air from 0.5-0.75 (s) and diagonal skates 1 and 3 are in the air from 1.0-1.25 (s), which is shown by ‘+’ symbols. The cost function minimizes energy while maximizing final \( x_b \) position (also minimizing \( y_b \) and \( \theta_b \) offsets from 0). While a skate pair is in the air, the ZMP must lie on the line between the other two skates still on the ground. We note that when a skate is not in contact with the ground, it cannot produce
any direct forces to locomote the system, and thus the final $x_b$ position is not as large as when all four skates are on the ground throughout the trajectory.

## 6.4 Car Results

### 6.4.1 Implementation Details

The trajectory optimization is again implemented in MATLAB with CasADi \[122\], using IPOPT \[123\] to solve the NLP. The car hardware is an Exceed RC Blaze model, which is an All Wheel Drive (AWD) vehicle. A Raspberry Pi with a Navio2 board is used to interface with the motor and steering servo. The forces found with the optimization are converted to PWM signals to send to the motor and servo.

The car parameters are shown in Table 6.1. The masses and distances are measured, and inertias are estimated from the masses and physical dimensions of the relevant components. The COM is estimated to be at the geometric center of the vehicle, and the coefficient of friction is estimated from the material properties.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$m_b$ [kg]</td>
<td>1.26</td>
</tr>
<tr>
<td>$m_1$ [kg]</td>
<td>0.01</td>
</tr>
<tr>
<td>$m_2$ [kg]</td>
<td>0.01</td>
</tr>
<tr>
<td>$L_F$ [m]</td>
<td>0.09</td>
</tr>
<tr>
<td>$L_R$ [m]</td>
<td>0.09</td>
</tr>
<tr>
<td>$J_b$ [kg \cdot m^2]</td>
<td>0.0064</td>
</tr>
<tr>
<td>$J_1$ [kg \cdot m^2]</td>
<td>3.5E-6</td>
</tr>
<tr>
<td>$\mu$</td>
<td>0.7</td>
</tr>
</tbody>
</table>

Table 6.1: Car and environment physical parameters.
6.4.2 Dynamic Skidding Parking Maneuver

We illustrate the effectiveness of our method by considering two different dynamic drift parking scenarios. The reader is encouraged to watch the accompanying video\footnote{https://youtu.be/SA5w_x0fY} for better visualizations.

In the first scenario, shown in Figure 6.10, the car starts from rest at \((x_0, y_0) = (0, 0)\) with body angle \(\theta_0 = 0\). The cost function penalizes deviations from the goal location of \((x_N, y_N) = (2.5, 0)\) with body angle \(\theta_N = \pi/2\), under a short planning horizon of \(T = 0.75\) (s), where \(N = 15\). The anisotropic friction model used is (1) from Sec. 6.2.4, and the normal forces are as (2) in Sec. 6.2.2 (though we note (3) produces reasonable results as well). The result is a forward sliding parking maneuver with a 90-degree turn.

In the second scenario, shown in Figure 6.11, the car starts from rest at \((x_0, y_0) = (0, 0)\) but with body angle \(\theta_0 = -\pi\). The cost function penalizes deviations from the goal location of \((x_N, y_N) = (2, 0.8)\) with body angle \(\theta_N = 0\), under a short planning horizon of \(T = 1\) (s), where \(N = 20\). The anisotropic friction model used is (2) from Sec. 6.2.4, and the normal forces are as (2) in Sec. 6.2.2 (though we note (3) produces reasonable results as well). The result is a 180-degree backward sliding parking maneuver.

For both of these scenarios under such short planning horizons, it is not physically possible to achieve either goal without skidding. The snapshots in the figures are the result of open-loop execution (in red) of the desired trajectory (in blue) found with the optimization framework, and we could expect better tracking performance if using a mixed open-loop closed-loop controller such as in \cite{63} or \cite{64}.
Figure 6.10: Forward park skidding.

Figure 6.11: Backward park skidding.
6.4.3 Versatility of Framework

In section 6.4.2 we showed two examples of dynamic trajectories found with our framework under short planning horizons, where we noted that skidding was required in order to minimize the cost function. However we would also like to note the versatility of our framework as we consider longer planning horizons for the same tasks. Figure 6.12 shows three locally optimal trajectories found by our framework for the forward skidding parking task over planning horizons of 0.75, 1.0, and 1.5 seconds. The cost function is still minimizing the difference between the $N$th (last) knot point and the goal in all three trajectories. As the planning horizon lengthens, skidding is no longer required to achieve the goal, and our framework finds a longer, slower path that minimizes the cost function. This shows that the anisotropic friction model in conjunction with our framework can produce intuitive and realistic trajectories regardless of vehicle velocity, and can be used as a general tool including non-drifting scenarios.

Figure 6.12: Trajectories found for horizons of 0.75 (s), 1.0 (s), and 1.5 (s) (with $N = 15, 20, 30$, respectively) where the cost function penalizes distance from $(x_{b_N}, y_{b_N}, \theta_{b_N}) = (2.5, 0, \pi/2)$. For the shortest planning horizon, skidding is required in order to minimize the cost function and reach the goal.
6.5 Discussion and Conclusions

In this work we have shown the benefit of not only accounting for, but also optimizing over, frictional forces in wheeled systems to produce intuitive and dynamic motion primitives. By modeling wheel dynamics as an anisotropic Coulomb friction cone, we formulated the wheel/tire dynamics as a linear complementarity problem and optimized over all states and forces, producing realistic motions that may or may not include drifting behavior, depending on the planning horizon and cost function.

One point warranting further discussion and future work is the direction vectors that make up the matrix $D$ for the anisotropic Coulomb friction cone approximation. Experimentally we found that the vectors perpendicular to the roll direction are most important to capture the true dynamics and produce feasible trajectories, both for the optimization and evaluation on the real systems. Future work will investigate if we can empirically fit the magnitudes of the direction vectors $D$, similar in spirit to the system identification approach often used with the Pacejka tire model [70,71].

Another point of discussion is the magnitude of the normal force. In this chapter we did not model load transfer, but considered evenly distributing the normal force between all wheels in contact with the ground, or leaving it as a lightly/positively-constrained variable in the optimization. The problem with the former is that it does not model load transfer, which may result in unnecessarily conservative or inaccurate trajectories. The problem with the latter is that this lets the optimization choose a friction force with essentially any magnitude, or in unrealistic ranges, which can produce unrealistic trajectories. Future work will explore accurate normal force modeling, perhaps involving modeling additional states.

Ongoing work includes porting the framework to C++ for computational efficiency and speed, as well as developing a better whole-body controller for the full system to
accurately track the desired trajectory that is not just a PD controller over the trajectory states. In particular, due to RoboSimian’s heavy limbs, the trajectories requiring lifting a skate off the ground inadequately simplifies the true dynamics. This mismatch in dynamics also causes drift between the desired trajectory and actual robot states in MuJoCo. Additionally, we would like to increase the modeled dimensions to include pitch and roll for each body, to take advantage of RoboSimian’s overactuated limbs, which may result in even more dynamic motions. We hypothesize these could include motions such as banking on turns to avoid slip and maintain greater stability at high speeds.
Chapter 7

Training in Task Space to Speed Up and Guide Deep Reinforcement Learning

As discussed in Chapter 1, recent breakthroughs in the reinforcement learning (RL) community have made significant advances towards learning and deploying policies on real-world robotic systems. However, even with current state-of-the-art algorithms and computational resources, these methods are still plagued with high sample complexity, and thus long training times, especially for high degree of freedom (DOF) systems. There are also concerns arising from lack of perceived stability or robustness from emerging policies. This chapter aims at mitigating these drawbacks by: (1) modeling a complex, high DOF system with a representative simple one, (2) making explicit use of forward and inverse kinematics without forcing the RL algorithm to “learn” them on its own, and (3) learning locomotion policies in Cartesian space instead of joint space. In this chapter, these methods are applied to JPL’s RoboSimian, but they can be readily used on any system with a base and end effector(s). These locomotion policies can be produced in just
a few minutes, trained on a single laptop. We compare the robustness of the resulting learned policies to those of other control methods.

### 7.1 Introduction

Impressive recent results applying reinforcement learning algorithms such as Proximal Policy Optimization (PPO) \[21\] \[22\], Trust Region Policy Optimization (TRPO) \[94\], Actor Critic using Kronecker-Factored Trust Region (ACKTR) \[124\], Deep Deterministic Policy Gradients (DDPG) \[23\], and Asynchronous Advantage Actor-Critic (A3C) \[98\] to continuous control tasks in robotics suggests the possibility of using (deep) reinforcement learning as a way to increase skating stability and robustness, to improve on Chapters 4 and 6. However, as powerful and promising as these recent results have been, the sample complexity and training time of these methods remains a major issue when seeking to deploy solutions in real time in the real world. Even for state-of-the-art algorithms and implementations, and especially for high degree of freedom (DOF) complex systems such as RoboSimian, a policy can take millions of iterations to train for a solution that may or may not be stable. It must also be noted that there are no robustness, stability, or performance guarantees on the policies learned, or at least no way to readily quantify these metrics.

One prominent example is shown in the video associated with Heess et al.’s *Emergence of Locomotion Behaviours in Rich Environments* \[21\], where for the higher DOF system humanoid, we see the emergence of (probably) non-optimal and non-intuitive arm-flailing to “help” locomote the system, as a probable local optimum. The video accompanying this chapter shows an example of the emergence of similar non-intuitive behavior when learning a locomotion policy with PPO \[22\] for RoboSimian in joint space. We seek to

avoid such local optima for locomotion policies in our system, and propose intuitively
limiting the action space for reinforcement learning algorithms towards quickly generating
robust and stable motions.

Most of this recent work in applying reinforcement learning to robotic systems seeks
to learn a policy that, given an observation of the current state, outputs raw motor
torques to the available actuators in joint space to maximize rewards for the task at
hand. However, for an overactuated system such as RoboSimian, which has 28 actuators
with high (160:1) gear ratios as well as velocity limits of 1 rad/sec at each joint [32],
applying a torque from a learned distribution at each time step is not an intuitively
practical approach. For our work, we instead model each motor as a position actuator,
to be supplied with a reference position at each time step. This naturally extends to,
instead of selecting a torque at each time step, incrementing each motor’s current desired
position by $\Delta \in \{-\epsilon, 0, +\epsilon\}$.

We also note that these recent learning algorithms (proudly) incorporate no prior
knowledge of the system during training, and thus the agent must essentially “learn” for-
ward and inverse kinematics through interacting with its environment, early termination
conditions specified by a human, and hand-crafted reward shaping functions. Work in
imitation learning, transfer learning, and warm-starting the policy network, either with
existing trajectories or using more traditional controllers, has been done to try to reduce
the high sample complexity of the vanilla reinforcement learning methods. In this chap-
ter we propose a much simpler idea of incorporating control techniques readily available
for most systems such as forward and inverse kinematics, in the spirit that we should use
the domain knowledge of the problem that we possess, rather than requiring the system
to learn it on its own.

The reinforcement learning framework has already been discussed in Section 3.6
where we consider an environment modeled as an MDP 4-tuple $(S, A, P, R)$ of states,
actions, transition function, and reward function. In this chapter, the states consist of a subset of the robot’s (RoboSimian’s) positions and velocities, the actions are motor positions or Cartesian coordinate end effector offsets, the transition function is modeled by a physics engine (MuJoCo [119]), and the reward changes based on the task (for example forward velocity or distance to a goal). Although we expect any of the aforementioned reinforcement learning algorithms to learn effective skating maneuvers for locomotion (especially when we change the action space from continuous to discrete), we will use the current state-of-the-art, Proximal Policy Optimization (PPO) [22], discussed in Section 3.6.

The rest of this chapter is organized as follows. Sections 7.2 and 7.3 describe modeling and training environment details, respectively. Section 7.4 presents results for tasks such as skating with maximum velocity or to a goal location over noisy terrain, and a brief conclusion is given in Section 7.5.

7.2 Modeling

As outlined in Chapter 4, planning effective, feasible skating motions for RoboSimian involves two complementary problems. The motions of the skates must enable generation of required ground reaction forces without excessive slipping, to move the robot as desired, and solutions for inverse kinematics must be tractable, smooth, and within the dynamic velocity and acceleration limits of the joint actuators of the robot.

7.2.1 Simple “Representative” System

The first of the complementary problems is primarily focused on the skate locations, contact forces, and directions of motion. In fact, when designing the skating motions by hand, reasoning about the skate \((x, y, z)\) and yaw \((\phi)\) positions over time are the first
things accounted for, and inverse kinematics are computed along this desired trajectory afterwards to ensure smoothness.

This gives rise to developing a more simple model to “represent” the full RoboSimian model. As shown in Figures 7.1 and 7.2, the model consists of the same torso/body, but without legs, which are replaced by floating bases above the skates. The top rectangular link of the floating bases is moved with slide (prismatic) joints in MuJoCo [119], meaning motion is allowed along a single axis. Depending on the desired task, these can be actuated in the $x$, $y$, and/or $z$ directions in the floating base local frame. The bottom rectangular link is actuated by a hinge joint about the $z$ axis, allowing yaw rotation only, which sets ($\phi$) for the skate. The total mass of one of RoboSimian’s limbs (excluding the skate) is distributed evenly between these two links. Although this simple system does not exactly model the true dynamics of the full RoboSimian system, we hypothesize that it will be “close enough”, making it faster to train a locomotion policy with deep reinforcement learning algorithms in Cartesian space. We hope to transfer this learned policy on the simple system onto the full system.

### 7.2.2 Inverse Kinematics

To use learned policies from the simple model, at run time (or for transfer learning and additional training on the full model), inverse kinematics (IK) must be used to map
the desired skate motion back to the full model.

The IK to set the 6-DOF pose of the skate require choosing from among one of eight IK families, each analogous to a choice of “elbow bending direction” for each of three elbows on a limb [31]. Providing guarantees of smoothness requires precalculation of IK solutions across a region as well as compromises between ideal theoretical contact locations and achievable solutions for our particular robot. In particular, for many desired skate configurations, achieving exact symmetry in end effector locations is either non-trivial or not achievable.

Algorithmic solutions for computing IK tables that satisfy the above conditions are detailed in [31]. However, as calculating such an IK table can be computationally expensive, there is a trade-off for training on the full model in joint space (without IK) vs. training in Cartesian space (making use of an IK table, or computing IK at each time step).

Depending on the implementation, a function calculating IK can add significant overhead to training time in Cartesian space, as each time step requires 4 calls to this function (once for each limb). However, if the range of \((x,y,z,\phi)\) of each skate in the simple model is limited to a subspace for which IK solutions of the full model both exist and are smooth, either through intuition or some pre-calculation, we can learn a policy on the simple model in Cartesian space, and then map the solution back at test time to the full system, computing IK at each time step for each limb. This eliminates the need to compute IK during training altogether.

### 7.3 Training Environment

This section describes the environment set up and MDP details of our implementations to learn a locomotion policy for either the simple system or full RoboSimian.
7.3.1 Observation Space

In order to use the policy trained on the simple model for the full model, the observation space (input to the network) must be the same, or similar. As there is no sensing available at the passive wheel in the real model, it is not fair to include any related observations to learn a policy in simulation. So neither the rotational position nor velocity of each skate wheel about its axis are included in the observation space.

At minimum, the observation space for the simple model consists of the following:

- \((x_b, y_b, z_b)\), body global coordinates
- \((w, x_w, y_w, z_w)\), body orientation (from origin \(x\)-axis) in the form of a quaternion
- \((x_{s,i}, y_{s,i}, z_{s,i}, \phi_{s,i})\), skate local Cartesian positions and yaws, with respect to the body
- \((dx_b/dt, dy_b/dt, dz_b/dt)\), body translational velocities
- \((d\theta_{x_b}/dt, d\theta_{y_b}/dt, d\theta_{z_b}/dt)\), body rotational velocities
- \((dx_{s,i}/dt, dy_{s,i}/dt, dz_{s,i}/dt, d\phi_{s,i}/dt)\), skate local translational and rotational velocities with respect to the body

The above observation space is (more than) enough to locomote the system in any given direction; for example to train for \(x\)-directed locomotion, the reward function can be a difference in potential between the current and previous body positions in the \(x\) direction. For tasks that involve moving to a specific \((x_g, y_g)\) goal coordinate in the environment, the above observation space is augmented with the following:

- \((x_g, y_g, z_g)\), global goal coordinates
- \(-d\), negative of the absolute Euclidean distance between \((x_b, y_b, z_b)\) and \((x_g, y_g, z_g)\)
• \( \theta_{goal} \), signed local angle between current body heading \((w, x_w, y_w, z_w)\) and \((x_g, y_g, z_g)\)

The simple representative model and the full model using IK in Cartesian space thus have the same observation space in their respective simulations. The observations for which the real robot does not have direct sensing can readily be estimated with forward kinematics or Jacobians in real time on the real system.

When training in joint space for the full system, in addition to the body positions, orientations, and velocities, each joint’s position and velocity (28 actuated motors) is now part of the observation space. Again, the rotational positions and velocities of the skate wheels are not included.

![Figure 7.2: Equivalent states and action spaces for the simple Cartesian space model and full RoboSimian model using IK. Actions are translation offsets along each skate’s local x,y,z axes, and rotational about the z axis, shown here for \( \phi = \pi/4 \)[rad].](image)

### 7.3.2 Action Space

As discussed in Sections 7.1 and 7.2, it is more intuitive to model the actuators for RoboSimian as position servos rather than torque motors. For the full system trained in joint space, the action space is chosen to be discrete, and the policy chooses an offset from \( \{-\epsilon, 0, +\epsilon\} \) from each motor’s current desired position as its new reference.

For the simple model and full model using IK, the action space is also discrete, but in Cartesian coordinates. This is shown in Figure 7.2. At each time step, the policy chooses
an offset from \((-\epsilon, 0, +\epsilon)\) from each skate’s \((x_{s,i}, y_{s,i}, z_{s,i}, \phi_{s,i})\) current desired positions. This \(\epsilon\) is a design parameter, and can change based on the task and state. It is logical for \(y_{s,i}\) and \(\phi_{s,i}\) to change by different offsets \(\epsilon_y\) and \(\epsilon_\phi\), for example, due to the difference in units (meters vs. radians). A caveat is that the IK joint position differences of the full model between time steps must be bounded. We note that a small difference in the end effector location can have a large difference in the IK solution, even when using the same IK family, if near a singularity. We seek to minimize these events by keeping the simple model’s workspace within smooth IK solution spaces for the full model.

### 7.3.3 Reward Functions

We consider potential-based shaping functions of the form:

\[
F(s, a, s') = \gamma \Phi(s') - \Phi(s)
\]  

(7.1)

to guarantee consistency with the optimal policy, as proved by Ng et al. in [125]. The real-valued function \(\Phi : S \rightarrow \mathbb{R}\) varies between tasks, with two such example tasks consisting of:

1. maximizing forward velocity in the \(x\) direction:

\[
\Phi(s) = \frac{x_b}{\Delta t}
\]  

(7.2)

2. minimizing the distance to a target goal \((x_g, y_g, z_g)\):

\[
\Phi(s) = -\sqrt{(x_b - x_g)^2 + (y_b - y_g)^2 + (z_b - z_g)^2}
\]  

(7.3)

This reward scheme gives dense rewards at each time step, towards ensuring the opti-
mal policy is learned, and allows us to avoid complicated hand-crafted reward functions with many variables that ultimately output a single number anyway.

7.3.4 Implementation Details

We use a combination of OpenAI Gym \[126\] to represent the MDP and MuJoCo \[119\] as the physics engine for training and simulation purposes. We additionally use the OpenAI Baselines \[96\] implementation of PPO (PPO2) as a basis, making some key modifications for our system. Our neural network architecture is the default Multi-Layer Perceptron (MLP), which consists of 2 fully connected hidden layers of 64 neurons each, with tanh activation. The policy and value networks both have this same network structure.

The default design parameters of these implementations are kept the same, while perhaps not producing the most optimal or time-efficient policies for our system, to show that intuitively reducing the action space has a large effect on training time and policy robustness.

7.4 Results

We seek to compare the training times and robustness of learned policies for the following systems:

- **SS**: Simple “representative” system
- **FS in JS**: Full system trained in joint space
- **FS in CS**: Full system trained in Cartesian space with IK (to set joints)

We also seek to evaluate how well the learned policy of the simple system transfers to the full system with inverse kinematics. SS and FS in CS always have the same
obervation and action spaces, for fair comparisons. We consider tasks of skating at maximum velocity in the $+x$ direction, and of locomoting to a particular goal location $(x_g, y_g)$. All policies along with additional comparisons to other control methods are shown in the supplementary video accompanying the publication for which this chapter is based on [127].

### 7.4.1 Skate Straight

First we consider the task of maximizing forward velocity in the $+x$ direction. The observation and action spaces are as detailed in Sections 7.3.1 and 7.3.2, with $\epsilon = 0.01$. The action space for $SS$ and $FS$ in $CS$ is limited to a $\pm 0.1$[m] offset of $y_{s,i}$ and $\pm 0.3$[rad] offset of $\phi_{s,i}$ for each skate from its given starting position, with $x_{s,i}$ and $z_{s,i}$ fixed, to match the constraints used in designing skating motions for forward locomotion in Chapter 4. The action space for $FS$ in $JS$ is bounded only by the joint limits. Training on $FS$ in $JS$ also enforces early termination of an episode if any self-collisions are detected, or if contact occurs with the ground from any part of the robot other than the skates. The reward at each time step is a potential-based shaping function as in Equation 7.1, with $\Phi$ as in Equation 7.2, rewarding body velocity in the $+x$ direction.

**Training Sample Complexity Comparison**

Figure 7.3 shows the episode reward mean vs. number of training time steps, with mean and standard deviation of three training runs for each system. The episode reward is the sum of the individual rewards at every time step, so it is the sum of all instantaneous velocities, a maximum of 1000 values (without early termination). We see that training in Cartesian space gives much higher total returns, with far fewer time steps. This is likely due to both the smaller observation and action spaces for $SS$ and $FS$ in $CS$, as
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Figure 7.3: Average episode reward over training 1 million time steps for the full system in joint space (FS in JS), simple system (SS), and full system in limited Cartesian space (FS in CS) for a task rewarding forward velocity in the +x direction. The pink line shows the results of transferring the learned policy on the simple system (SS) to the full system in Cartesian space (FS in CS) and further training for $2 \times 10^5$ timesteps. As the dynamics do not match perfectly, using the SS can be a means to accelerate training, especially if fast IK computation during training is not available.

Well as to the fact that the agent for the full system is being forced to learn forward and inverse kinematics in conjunction with trying to maximize returns. A training episode terminates early if there are any self-collisions in the current robot configuration, or if non-skate limbs come in contact with the ground, where the average duration of a training episode before one of these occurrences is shown in Figure 7.4.

In addition to learning a policy that produces returns that are not nearly as high as those for SS and FS in CS, the resulting motions for training on FS in JS also do not look optimal, where typical behavior appears to be sinking quite low to the ground (always on the brink of a collision) and waving one of its rear limbs around in the air while only the other three limbs actually skate (see video). Even after training for 10 million time steps, which takes about 12 hours on a single laptop, the policy has still not completely learned kinematics, frequently terminating episodes early, and it is still not achieving the same returns as the policy trained in Cartesian space.
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Figure 7.4: Episode length mean vs. number of training time steps, where each episode normally lasts 1000 training time steps unless ended prematurely. Early termination is the result of any internal self-collisions, or any part of the robot body touching the ground other than the skates, which is still occurring even after training for over 1e6 timesteps.

Training Wall Clock Time Comparison

Figure 7.5 shows the episode reward mean vs. wall clock time. The overhead in training time for the FS in JS compared to the SS can be attributed to more weights in the neural networks having to be learned due to the larger observation and action spaces, more frequent environment resets from early terminations, and possibly also from simulating more complex dynamics. If an IK table (implemented as a hash table, where the keys are \((x, y, z, \phi)\) position tuples and values are the corresponding joint positions) is available during training time, this adds a small overhead from 4 constant time look ups per training time step. Without such a table, calculating IK 4 times at each time step has the potential to introduce a more significant overhead, depending on the implementation. This may suggest transferring a policy learned on the SS onto the FS in CS, calculating IK only at run time.

An IK table can also be dynamically generated as training progresses, to avoid frequently re-calculating the same position tuples as the policy learns subspaces of the workspace that maximize rewards. We also note that the training time from slow IK
calculations is still worth it, as the alternative of training in joint space produces less robust policies that attain far fewer rewards.

Figure 7.5: Episode reward mean vs. real clock time for training over 1 million time steps. The SS is fastest to train due to the fewest number of weights to learn in the network, limited search space (along with FS in CS), and the simplest dynamics to simulate in MuJoCo. Our IK table implementation incurs a small overhead from repeated constant time lookups while training.

Policy Transfer from SS to FS in CS

To test how well the policy learned on the simple model transfers to the full system, we initialize the weights of the policy and value networks for the FS in CS with those learned from the SS. Since the observation and action spaces are the same for both models, we do not run into any implementation complications. The pink line in Fig. 7.3 shows the episode reward mean for training 2e5 time steps after initializing the FS in CS network weights with those learned with the SS.

The initial returns start much higher than 0, but not as high as the returns from running the SS policy on its own system. This is expected since the dynamics do not match perfectly, but it is encouraging that locomotion can be transferred in this manner. This suggests the possibility of training on the simple system for other tasks, and then executing the learned policy on the full system, to accelerate training.
A noteworthy observation from our experiments is that the learned policy for the SS could not traverse randomly varying, sinusoidally-smooth terrain, as the amplitude increased, as defined in Section 7.4.2. This could be due to the dynamics of the system being incapable of generating the forces to traverse this new terrain, or that this new observation space had not been explored during training, and thus the policy had not learned which actions to take in these slightly varying states. However, the full robot was able to make forward progress after transferring that same SS policy onto the FS in CS, without further training of that policy. This implies that the policy was robust enough, but the SS version of the system itself may not have the means to produce the forces necessary to get over the small hills. This further encourages the use of training a policy on the SS and then transferring it to the full system for other tasks.

### 7.4.2 Skate To Goal Under Uncertainty

The next task we consider is locomoting the system from the origin ($0,0$) to a goal location ($x_g, y_g$), in particular $(5,0)$[m], over randomly varying, sinusoidally-smooth terrain with varying friction coefficients. For this task, the observation spaces from the maximum velocity skating task are augmented with the global goal coordinates, negative distance to the goal from the robot’s current location, and the angle between the robot’s heading and the goal, as discussed in the latter part of Section 7.3.1. The action spaces are left unchanged, as the limited spaces for SS and FS in CS should be enough to locomote the system to the goal (it is always possible to increase ranges, or allow $x$ and $z$ skate position changes if the terrain is too rough). The reward at each time step is again a potential-based function as in Equation 7.1 with $\Phi$ as in Equation 7.3 where we assume $z_g = z_b$, rewarding a decrease in the distance to the goal, and penalizing moving away from the goal.
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We train the policy to reach the goal (5,0) for 2 million time steps over smooth, sinusoidal terrain with amplitude $A = 0.1 \text{ [m]}$, period $2\pi \text{ [m]}$ in both $x$ and $y$ directions, and coefficient of friction $\mu \in [0.5, 1]$. The terrain is randomly generated and moved in the $xy$ plane by $(\delta x, \delta y) \in [-1, 1] \text{ [m]}$ at the start of each training episode (environment reset), on top of random perturbations of the joints, positions, and velocities of the initial states. An episode is considered completed when $(x_b, y_b)$ is within 0.2 meters of $(x_g, y_g)$, or when the episode times out after 1000 time steps.

We then test the policy over the same family of smooth sinusoidally varying terrain now also varying amplitude $A \in [0, 0.2] \text{ [m]}$ (the period $2\pi \text{ [m]}$ and coefficient of friction range $\mu \in [0.5, 1]$ are unchanged), and compare results with runs of our previously designed open-loop trajectory to locomote the system 5 meters forwards from Chapter 4.

Figure 7.6 shows the end $(x_b, y_b)$ positions and distributions for 100 runs each for the trained stochastic policy on the $FS$ in $CS$ as well as for the hand-designed trajectory. Reaching the goal is defined as successful if $(x_b, y_b)$ ends within 0.2 meters of $(x_g, y_g)$, for both methods. The large cluster of policy points in a radius of 0.2 meters around (5,0) is due to the episode completion condition. Of the 100 trials, there are 57 successes using the learned policy, vs. only 23 successes for the hand-designed open loop trajectory.

From the resulting end positions and observing the policy in action, we see that if the robot has too much lateral error, due to the small action space ranges, it cannot move laterally towards the goal and gets “stuck”. An even more robust policy might thus be learned by increasing the action space ranges, and incorporating more knowledge into the observation space such as sensor readings of terrain height, for future work.
Figure 7.6: Starting from the origin and with a goal of reaching (5,0) in the environment, resulting end positions for the robot body center of mass from 100 runs each of the learned policy on the FS in CS as well as of a hand-designed trajectory. The terrain consists of randomly varying smooth, sinusoidal curves with amplitude $A \in [0, 0.2] [\text{m}]$, period $2\pi [\text{m}]$, and coefficient of friction $\mu \in [0.5, 1]$.

### 7.4.3 Policy and Hand-Designed Trajectory Comparison

The first 15 (s) of a sample skating trajectory from a policy trained to achieve maximum velocity in the $x$ direction for the FS in CS are shown in Figure 7.7. The resulting motions are quite similar to our hand-designed trajectories from Chapter 4, an example of which is shown in Figure 7.8, with symmetric motions in both $\phi$ and $y$ position between the left and right limbs, as well as an approximate phase difference of $\pi/2$ between the front and rear limbs. There are two key differences: (1) although $\phi$ is allowed to vary in $[-0.3, 0.3]$ radians, the policy learns trajectories that never reach those limits, and (2) as the robot builds speed, the $\phi$ offsets chosen decay to a smaller range and oscillate more quickly, along with $y$, once slip is avoided at the start of the motion. The non-smooth $\phi$ motions could be due to the nature of executing a stochastic policy, or that the policy has learned to make small corrections in its heading with $\phi$, rather than with $y$, to maximize forward velocity reward.
Figure 7.7: The first 15 (s) of a sample skating trajectory from a policy learned for the full system in Cartesian space, after training for 1 million time steps while rewarding forward velocity in the $+x$ direction. When viewing the robot from above, skate $i = 1$ is on the front right limb, $i = 2$ is the rear right, $i = 3$ is on rear left, and $i = 4$ is the front left.

Figure 7.8: Local skate end effector positions and angles $\phi$ for a simple hand-designed, straight body trajectory with 4 skates. The front two skates are out of phase by $\pi/2$ with the back skates, and due to symmetry, are out of phase by $\pi$ with each other to ensure minimal slip and maximum propulsion forces.
7.5 Conclusion

This chapter detailed the use of targeting state-of-the-art reinforcement learning algorithms on simple, representative systems with standard control techniques, and intuitively limiting the action space to reduce sample complexity, increase robustness, and accelerate training time.

We showed that using inverse kinematics and training in Cartesian space significantly speeds up training time. Even without a fast way to compute IK, the resulting policies are more stable and robust than training in joint space, where even after millions of time steps, the agent is still learning kinematics, producing non-intuitive motions, and terminating training episodes early. Such considerations are especially important for a high DOF system such as RoboSimian.

We also provide a workaround in the case of no fast IK being available, by training a policy on a simple representative system, and transfer learning onto the full system, calculating IK only at run time, or for fewer time steps if further training of the policy is needed due to mismatching dynamics.

Although it may seem intuitive to use inverse kinematics to learn on a lower dimensional system, to the best of our knowledge, this is the first such work in this area. Here this is applied to a skating system, but the ideas can be readily implemented on any system with a base and end effector(s). A more recent work showed the benefit of training in task space with impedance control for manipulators in contact-rich environments, such as when wiping a board [128]. Another example application could be motion planning for a quadruped when placing down a foot during a particular gait.
Summarizing from Chapter 1, recent breakthroughs both in trajectory optimization and reinforcement learning have made significant advances towards real world robotic system deployment. Reinforcement learning (RL) can be applied to many problems without needing any modeling or intuition about the system, at the cost of high sample complexity and the inability to prove any metrics about the learned policies. Trajectory optimization (TO) on the other hand allows for stability and robustness analyses on generated motions and trajectories, but is only as good as the often over-simplified derived model, and may have prohibitively expensive computation times for real-time control. This chapter proposes a method to combine the benefits from these two areas while mitigating their drawbacks by (1) decreasing RL sample complexity by using existing knowledge of the problem with optimal control, and (2) providing an upper bound estimate on the time-to-arrival of the combined learned-optimized policy, allowing online policy deployment at
any point in the training process by using the TO as a worst-case scenario action. The
method is evaluated for a car model, with applicability to any mobile robotic system.

8.1 Introduction

Deep reinforcement learning (DRL) methods have shown recent success on continuous
control tasks in robotics systems in simulation [21–23]. Such methods are applied using
no prior knowledge of the systems, leading to problematic sample complexity and thus
long training times. Unfortunately, little can be said about the stability or robustness
of these resulting control policies, even if more traditional model-based optimal control
solutions exist for these same systems.

Additionally, DRL has been almost exclusively applied in simulation, where a failed
trial has no repercussions. In the real world a failure can have catastrophic consequences,
including damaging the robot or causing injury to humans in the area. Some recent works
have successfully learned a policy for a real robot [25] [26], or transferred policies learned
in simulation to the real system [27] [28]. Of particular note in [28] is that the learned
policies outperform the authors’ previous model-based methods with respect to both
energy-efficiency and speed. However, instead of training from scratch, it would seem
intuitive to use the model-based methods as an initial starting point for DRL, with the
reasoning that at any given moment, our learned policy should do at worst as well as
existing control solutions.

One might be tempted to perform imitation learning updates on trajectories taken
from running a model-based optimal control policy, for example using DAgger [129].
However, due to often mismatching dynamics between the simplified system on which
this model-based control policy is based on, and the real physical system, this may lead
to overfitting a suboptimal policy. There is also the additional concern of deviating too
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much from the expert trajectories into regions of the state space not previously visited, in which the policy learned only from expert data may perform poorly.

Instead, we propose interweaving optimal control samples during the policy rollouts of model-free DRL methods in the following manner: at each timestep we can evaluate our policy network to get action $a_{RL}$, as well as query our trajectory optimization to get action $a_{TO}$. We then simulate the execution of each of these actions individually, and select the one which gave the larger reward as our true action to use in the real world. Such a scheme, shown in Figure 8.1, should ensure that at worst the agent will always do as well as the model-based optimal control policy, and can only do better. At the beginning of training, we expect this approach to almost exclusively pick $a_{TO}$; due to the network weights being randomly initialized, it is very unlikely to consistently outperform a model-based method. However as training progresses, and from added policy exploration/exploitation, the number of selected on-policy samples will increase.

Related work on using trajectory optimization to help learn or guide a control policy include [130], [131], and [132]. These works differ from the proposed method in this chapter as they focus more on incorporating offline demonstrations or trajectories into training to guide the policy search, whereas in this work the trajectory optimization is run online at each timestep and compared with the current policy action, ensuring a worst-case scenario.

A related work combining prior knowledge of the system with learning is [133], where the policy chooses between actions computed with a simple PID controller and from evaluating the current actor network. Although the authors observe this controller helps achieve faster and more stable learning performance, it is not optimal and much can still be improved in terms of sample complexity. Additionally, there are no guarantees on the policy at any given time, and no minimum time to goal estimates or worst-case scenarios.

Another related work that combines learning with MPC is POLO [134]. POLO
Figure 8.1: Agent picking between actions from trajectory optimization or from reinforcement learning, simulating taking each respectively, and then selecting the one leading to greater reward to execute in the real world.
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seeks to improve MPC by learning a global value function, of which it has only a local estimate when initialized. As a result, it cannot be run online and provides no policy guarantees, as it cannot achieve a desired result without first learning an estimate of the global value function. This chapter in contrast seeks to improve on policy learning by using a trajectory optimization framework to guide the learning process, and provides a worst-case scenario action that can be run online.

The rest of this chapter is organized as follows: Section 8.2 will review details on reinforcement learning, imitation learning as behavioral cloning, and robot dynamics in the context of a car model. Section 8.3 describes the trajectory optimization framework used to calculate optimal trajectories for the car, and our algorithm combining this trajectory optimization with deep reinforcement learning (in this case PPO) is presented in Section 8.4. Section 8.5 shows results on the benefits of using our algorithm, and a brief conclusion is given in Section 8.6.

8.2 Preliminaries

8.2.1 Reinforcement Learning and Proximal Policy Optimization

The reinforcement learning framework has already been discussed in Section 3.6, where we consider an environment modeled as an MDP 4-tuple \((S, A, P, R)\) of states, actions, transition function, and reward function. In this chapter, the states consist of a subset of the robot’s positions and velocities, the actions are motor torques or positions, the transition function is modeled by a physics engine [135], and the reward is a potential-based function to minimize distance to a target goal.

Although we expect to see benefits from combining trajectory optimization with any
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deep reinforcement learning algorithm, in this chapter we will also use the previously discussed Proximal Policy Optimization (PPO). As the objective functions are relevant to our algorithm, we remind the reader of the surrogate objective with clipped probability ratio:

\[ L^{CLIP}(\theta) = \mathbb{E}_t \left[ \min \left( r_t(\theta) \hat{A}_t, \text{clip} \left( r_t(\theta), 1 - \epsilon, 1 + \epsilon \right) \hat{A}_t \right) \right] \quad (8.1) \]

where \( \hat{A}_t \) is an estimator of the advantage function at time step \( t \) as in [95], and \( r_t(\theta) \) denotes the probability ratio

\[ r_t(\theta) = \frac{\pi_\theta(a_t|s_t)}{\pi_{\theta_{old}}(a_t|s_t)} \quad (8.2) \]

where \( \pi_\theta \) is a stochastic policy, and \( \theta_{old} \) is the vector of policy parameters before the update. This objective seeks to penalize too large of a policy update, which means penalizing deviations of \( r_t(\theta) \) from 1.

As PPO is an actor-critic algorithm, the full objective function combines terms for this policy surrogate with a value function error term, as well as an entropy bonus to ensure sufficient exploration [22, 98], which we more succinctly define as \( L^{PPO}(\theta) \) as

\[ L^{PPO}(\theta) := L_t^{CLIP+VF+S}(\theta) = \mathbb{E}_t \left[ L_t^{CLIP}(\theta) - c_1 L_t^{VF}(\theta) + c_2 S[\pi_\theta](s_t) \right] \quad (8.3) \]

where \( c_1, c_2 \) are hyperparameters, \( S \) denotes an entropy bonus, and \( L_t^{VF}(\theta) \) is a squared-error loss:

\[ L_t^{VF}(\theta) = \left( V_\theta(s_t) - V_t^{\text{targ}} \right)^2 \quad (8.4) \]
8.2.2 Learning from Demonstration

In this work we use the classical behavioral cloning (BC) approach to imitation learning where we seek to minimize the error between an expert action and the maximum likelihood estimate action from the current policy:

$$L^{BC}(\theta) = \frac{1}{N} \sum_{i=1}^{N} \left( a_i^* - \arg \max_{a_i} \pi_\theta(a_i|s_i) \right)^2$$  \hspace{1cm} (8.5)

for expert demonstration state-action pairs \( \{s_i, a_i^*\}_{i=1}^{N} \), where \( \arg \max_{a_i} \pi_\theta(a_i|s_i) \) is the maximum likelihood estimate action \( a_i \) for state \( s_i \) using policy \( \pi_\theta \).

8.2.3 Robot Dynamics

The equations of motion for a robotic system can be written as:

$$D(q)\ddot{q} + C(q, \dot{q})\dot{q} + G(q) + A(q)^T\lambda = B(q)u + F$$  \hspace{1cm} (8.6)

where \( q \) are the generalized coordinates, \( D(q) \) is the inertial matrix, \( C(q, \dot{q})\dot{q} \) denotes centrifugal and Coriolis forces, \( G(q) \) captures potentials (gravity), \( A(q)^T\lambda \) are constraint forces (where \( \lambda \) are unknown multipliers a priori), \( B(q) \) maps control inputs \( u \) into generalized forces, and \( F \) contains non-conservative forces such as friction.

In this work, we specifically consider a simple car model, shown in Figure 8.2, with \( q = [x_b, y_b, \theta_b, \theta_f]^T \), where \( (x_b, y_b) \) are the center of mass coordinates in the world frame, \( \theta_b \) is the yaw of the body with respect to the global x-axis, and \( \theta_f \) is the steering angle of the front wheels.

As discussed in Section 3.2 for general wheeled mobile robots, \( A(q)^T\lambda \) typically contains constraints ensuring no slip (free rolling in the direction the wheel is pointing) and no skid (no velocity along the wheel’s rotation axis perpendicular to the free rolling di-
Figure 8.2: Car model used for trajectory optimization.

rection), which come from writing these constraints in Pfaffian form $A(q)\dot{q} = 0$. $\lambda$ can be explicitly solved for by differentiating $A(q)\dot{q} = 0$ and substituting in $\ddot{q}$ from Equation 8.6.

**Remark**

Because this constraint is in place, the trajectory optimization will not find solutions where skidding is a viable option allowing for greater reward (such as skidding into a parking space instead of parallel parking, or an aggressive turning maneuver to more quickly change directions). The alternative to this constraint would be to add friction approximations such as in [77], for which the optimization must then solve a Linear Complementarity Problem at each contact point, as in Chapter 6. As this can be a very expensive computation, we avoid this consideration here and instead entrust the DRL algorithm to use the conservative real-time trajectory optimization as a guide towards learning a better policy, in which slip may or may not be optimal.
8.3 Trajectory Optimization

This section provides details for formulating the locomotion problem for the car model as a trajectory optimization. This optimization can be solved in real-time due to the simplified dynamics model with nonholonomic constraints. As before, the full nonlinear system is discretized, and direct collocation along with backward Euler integration is used to generate motion as in [75, 120] and Chapters 3.4, 5, 6. More precisely, the problem is formulated as

\[
\text{find} \quad q, \dot{q}, u \quad \text{at discrete timesteps } k = 1 \ldots N \quad (8.7)
\]

subject to

\[
\text{minimize cost } J
\]

State Constraints

\[
\phi(q, \dot{q}, u) = 0 \quad (8.8)
\]

\[
\psi(q, \dot{q}, u) \geq 0 \quad (8.9)
\]

Dynamics Constraints

\[
D(q) \ddot{q} + C(q, \dot{q}) \dot{q} + G(q) + A(q)^T \lambda = B(q)u + F \quad (8.10)
\]

where each of the above constraints are detailed below, along with cost function considerations.

8.3.1 Objectives

The cost function \( J \) is defined as the weighted squared error between a set of goal coordinates \((x_g, y_g, \theta_g)\) and the body coordinates \((x_N, y_N, \theta_N)\), where \( N \) is the number of
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sample points for the trajectory:

\[ J = \alpha_x (x_g - x_N)^2 + \alpha_y (y_g - y_N)^2 + \alpha_\theta (\theta_g - \theta_N)^2 \]  

where weights \( \alpha_x, \alpha_y, \alpha_\theta \) can vary based on the desired task, i.e. if final body orientation is important.

### 8.3.2 State constraints

The initial states \( q_0 \) and \( \dot{q}_0 \) are constrained exactly based on the robot’s current state. For the rest of the \( N \) time points, \( q \) and \( \dot{q} \) are bounded by joint position and velocity limits. The input torques \( u \) are also bounded explicitly by the physical constraints of the robot, as well as implicitly by \( \dot{q} \) ranges.

### 8.3.3 Dynamics constraints

At each time step \( k \), with \( h = \Delta t \) the time step interval, the dynamics are constrained:

\[ q_{k+1} = q_k + h \dot{q}_{k+1} \]  

\[ \dot{q}_{k+1} = \dot{q}_k + h \ddot{q}_{k+1} \]  

with

\[ \ddot{q}_{k+1} = D_{k+1}^{-1} (B_{k+1} u_{k+1} + F_{k+1} - C_{k+1} \dot{q}_{k+1} - G_{k+1} - A_{k+1}^T \lambda_{k+1}) \]  

where we write \( D(q_{k+1}) \) as \( D_{k+1} \), and similar for other terms.
8.4 Cooperative Trajectory Optimization and Deep Reinforcement Learning

In this section we detail our algorithm, Cooperative Trajectory Optimization and PPO (CoTO-PPO), shown in Algorithm 1. The main idea is that for each new observation $s_t$ at time step $t$, the current PPO actor network is queried for action $a_{RL}$, and a trajectory optimization is solved for action $a_{TO}$. Each of these actions is simulated individually to get rewards $r_{a_{RL}k+1}$ and $r_{a_{TO}k+1}$. The action that produces the larger simulated reward is the one that is selected as the true best action and used in the real world (or to step the actual simulation). Necessary transition information is then appended to either the PPO dataset $D_{PPO}$ or Supervised Learning (SL) dataset $D_{SL}$, depending on which action was selected. After $T$ time steps corresponding to the current policy/trajectory optimization roll out, the actor-critic PPO networks are updated by optimizing $L_{PPO}(\theta)$ on dataset $D_{PPO}$, and the actor network is additionally updated with supervised learning by optimizing $L_{BC}(\theta)$ on dataset $D_{SL}$.

8.5 Results

8.5.1 Implementation Details

We use a combination of OpenAI Gym [126] to represent the MDP and PyBullet [135] as the physics engine for training and simulation purposes.

We additionally use the OpenAI Baselines [96] implementation of PPO (which optimizes $L_{PPO}(\theta)$ as discussed in Sec. 8.2) with the default hyperparameters, but with the Beta distribution to select continuous actions as suggested in [136] to avoid the bias introduced with limited control ranges when using the standard Gaussian distribution.
Algorithm 1: Cooperative Trajectory Optimization and PPO (CoTO-PPO)

Initialize function approximation parameters $\theta$
Initialize PPO and Supervised Learning datasets $D_{PPO}, D_{SL}$

for training epoch=1,2,... do
    for timestep=1,2,...,T do
        Solve trajectory optimization for action $a_{TO}$
        Evaluate PPO policy network for $a_{RL} \sim \pi_\theta(a_t|s_t)$
        Simulate taking each action separately and select action maximizing next step reward:
        
        $a_{Best} = \arg\max_{(a_{TO}, a_{RL})} (r_{a_{RL}k+1}, r_{a_{TO}k+1})$

        Step environment with $a_{Best}$: $s_{t+1} \sim p(s_{t+1}|s_t, a_{Best})$
        if $a_{Best} == a_{RL}$ then
            $D_k \sim$ partial trajectory, transition information
            $D_{PPO} = D_{PPO} \cup D_k$
        else if $a_{Best} == a_{TO}$ then
            $D_{SL} = D_{SL} \cup \{(s_t, a_{TO})\}$
        end
    end
    for K epochs on $D_{PPO}$ do
        normal PPO updates by optimizing $L^{PPO}(\theta)$
    end
    for K epochs on $D_{SL}$ do
        supervised learning LfD updates by optimizing $L^{BC}(\theta)$
    end
end
The Beta distribution parameters $\alpha$ and $\beta$ are TensorFlow variables and are therefore updated during each SGD minibatch, so the action variance will decrease as the policy converges. The Gym environment we use is similar to the standard HumanoidFlagRun environments, but the humanoid is replaced with the Bullet MIT racecar. Example snapshots from the environment are shown in Figure 8.3. The goal destination/flag is updated only when the car center of mass lies within 0.2 [m] of the current goal location, and then placed randomly in a 10 by 10 [m] grid. The agent has 10 seconds to maximize rewards each trial, which will typically consist of reaching several goal locations consecutively.

Our neural network architecture is the default Multi-Layer Perceptron, consisting of 2 fully connected hidden layers of 64 neurons each, with tanh activation. The policy and value networks each have this same structure.

The observation space is:

\[
\left[ \left\| (x_g, y_g) - (x_b, y_b) \right\|, \ \theta_g - \theta_b, \ \theta_f, \ \dot{x}_b, \ \dot{y}_b, \ \dot{\theta}_b, \ \dot{\theta}_f \right] \tag{8.15}
\]

which is the distance from the center of mass to the goal location, the angle from the current body heading to the goal, the steering angle of the front wheels, the body velocity in the global $x$ and $y$ directions, the body yaw rate, and the yaw rate of the steering wheels.
The action space is \([ v, \theta_f]\), which is a desired body velocity to be set with velocity control mapped to a differential drive, and desired steering angle to be set with position control.

We consider potential-based shaping reward functions of the form:

\[
F(s, a, s') = \gamma \Phi(s') - \Phi(s)
\]  

(8.16)

to guarantee consistency with the optimal policy, as proved by Ng et al. in \[125\]. The real valued function \(\Phi : S \rightarrow \mathbb{R}\) seeks to minimize the distance to a target goal \((x_g, y_g)\):

\[
\Phi(s) = -\sqrt{(x_b - x_g)^2 + (y_b - y_g)^2}
\]  

(8.17)

This reward scheme gives dense rewards at each time step, towards ensuring the optimal policy is learned, rewarding incremental motion in the direction of the current goal. Having dense rewards is important in this framework as we are choosing between actions based on the simulated instantaneous reward, which would likely be 0 at most time steps under sparse reward scenarios.

The trajectory optimization is implemented in Python with CasADi \[122\], using IPOPT \[123\] to solve the NLP. Due to the imposed torque and velocity limits as well as the nonholonomic constraints added to the dynamics, the trajectory optimization will find solutions that are suboptimal to the true best policy. We will see in the following subsection that even this suboptimal trajectory optimization has a large benefit when combined with policies either learned from scratch or with our method, both during training and testing.
8.5.2 Experiments

We seek to compare and evaluate the following methods:

1. pure PPO
2. pure trajectory optimization
3. CoTO-PPO - (our method)
4. CoTO-PPO, policy only - how well does the policy learned from CoTO-PPO perform on its own, without the fail-safe action of the trajectory optimization?
5. CoTO-(pure PPO) - how well does combining trajectory optimization with an entirely separately trained agent with PPO perform?

The reader is encouraged to watch the accompanying video for simulations of the discussed policies.

Figure 8.4 shows the episode reward mean vs. number of training time steps for running pure PPO as well as CoTO-PPO on the CarFlagRun environment. The episode reward mean indicates how well the agent was able to continue to progress in the direction of the goal location(s) during each trial. Due to doing at worst as well as the trajectory optimization, CoTO-PPO begins with very high reward mean, and only improves from there as the networks are updated with both DRL and supervised learning updates. Pure PPO on the other hand is forced to learn from scratch, and even after training for 1 million time steps, is only able to do as well as the trajectory optimization combined with essentially uniformly distributed random noise of the uninitialized policy from CoTO-PPO.

Figure 8.5 shows the percentage of samples picked by the policy network of PPO in CoTO-PPO that outperform the actions from the trajectory optimization over training.

https://youtu.be/mv2xw83NyWU
Figure 8.4: Episode reward mean for pure PPO, and cooperative trajectory optimization and PPO (CoTO-PPO). The episode reward mean from using only the trajectory optimization is plotted as a dashed line.

Figure 8.5: At the beginning of training, about 20% of the random actions selected by PPO produce larger rewards than the optimal actions found with the trajectory optimization. Over time the policy is guided towards better regions and roughly 75% of the samples selected from PPO result in maximal reward. As a fail safe, the TO action is taken to keep our bounds on time to goal.
As expected, when the policies are randomly initialized, few samples from PPO will outperform even a suboptimal trajectory optimization. Eventually as training progresses, the percentage of maximal reward samples picked with PPO converges to around 75% of the time. This shows there is still a benefit to using the trajectory optimization as a worst-case scenario, as it is still being picked 25% of the time after 1 million training time steps.

Table 8.1 details the reward mean and percentage of PPO actions picked (if relevant) with various algorithms and scenarios across 100 trials, after training for 1 million time steps. We do trials of evaluating each policy by sampling from the output Beta distributions stochastically, as well as deterministically evaluating the distributions with the maximum likelihood estimate. We see that combining the trajectory optimization with PPO significantly increases the mean reward, with our method CoTO-PPO having the best performance. If we evaluate only the policy trained from CoTO-PPO, it is still a significant improvement over the policy trained from pure PPO alone. We also evaluate the effect of combining the policy trained with pure PPO with the trajectory optimization, labeled CoTO-(pure PPO), which makes it clear that pure PPO has learned a suboptimal policy, as the combination with the TO leads to a larger reward mean.

In this latter case, we also track what percent of the time CoTO-(pure PPO) picks the TO action vs. the action selected from the policy network of pure PPO. Despite training for 1 million time steps, our algorithm finds that the trajectory optimization performs better than the policy trained from scratch roughly half of the time. In comparison, the policy trained from our method CoTO-PPO is picked over 75% of the time, despite far fewer on-policy samples (due to using the TO samples for supervised updates).
Table 8.1: Episode reward mean and percent of samples chosen with PPO for different algorithms across 100 trials, using either stochastic or deterministic (maximum likelihood) actions from the output distributions of the policy network. The percent of PPO actions are only listed for algorithms which choose between both DRL and TO actions, and the trajectory optimization action is always evaluated deterministically.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Reward Mean</th>
<th>Percent PPO Actions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Stochastic</td>
<td>Deterministic</td>
</tr>
<tr>
<td>pure PPO</td>
<td>12.9</td>
<td>13.8</td>
</tr>
<tr>
<td>Trajectory Optimization</td>
<td>-</td>
<td>12.1</td>
</tr>
<tr>
<td>CoTO-PPO</td>
<td>15.1</td>
<td>15.7</td>
</tr>
<tr>
<td>CoTO-PPO, policy only</td>
<td>14.1</td>
<td>14.7</td>
</tr>
<tr>
<td>CoTO-(pure PPO)</td>
<td>14.5</td>
<td>14.5</td>
</tr>
</tbody>
</table>

8.5.3 Maximum Instantaneous Reward Discussion

A first look at the algorithm may seem to imply that it is greedy, rather than optimal, as the agent selects the action leading to the maximum instantaneous reward, rather than a function of expected returns. We experimented with simulating taking multiple actions from the TO and from RL over varying horizons, but found significantly worse performance with this method. One plausible explanation for this result is that, when first initialized, the PPO actor network is essentially taking random actions. As the horizon \( h \) increases on which we simulate taking \( h \) actions from TO and RL separately, the expected returns of taking a series of random actions regresses toward 0 under our reward scheme, and thus the probability that RL will outperform the TO tends to 0. Said another way, it becomes increasingly unlikely to have multiple “lucky actions” from RL in a row during exploration as the horizon \( h \) increases. Since the agent will correspondingly almost always choose the actions from the suboptimal TO, the policy network will almost always be updated with supervised learning updates and will correspondingly converge, approximately, to this same suboptimal policy.

On the other hand, by using the maximum instantaneous transition reward from a horizon of 1, there is a much higher probability of sampling a “good” action from an unmini-
tialized random policy. This allows for more efficient exploration of the environment than by overwhelmingly following the (suboptimal) trajectory optimization actions, leading to a better overall policy (such as more aggressive throttle values, steering angles during turns, etc.), while still ensuring a reasonable worst-case scenario action from the more dynamically conservative TO solution, for cases in which we sample a worse-performing action with RL. The short horizon also avoids overfitting to the suboptimal trajectory optimization expert.

8.6 Conclusion

In this work we have shown the benefits of combining trajectory optimization and deep reinforcement learning methods into one training process. Using these two methods cooperatively allows for online use of our algorithm at any point in the training process, knowing that the worst-case scenario will be as good as a model-based trajectory optimization. This additionally leads to much greater sample efficiency, and avoids unnecessary exploration of randomly initialized policies, towards avoiding local optima.

Even if the trajectory optimization is suboptimal due to mismatching dynamics or overly conservative constraints, there is a clear advantage to incorporating prior knowledge of the system to speed up and guide learning. We also observe that trained policies, whether exclusively learned with deep reinforcement learning or from our combined method, are likely to converge to local optima and cannot exhaustively span all observation states, showing the benefit of model-based methods as a proven fail-safe option. The need to be able to put bounds on learned policies and guarantee some sort of behavior is clear, and this work presents preliminary steps in this direction.

The method detailed in this chapter can be readily applied to any robotic system, and should be an effective way to reduce sampling complexity, accelerate training, guide
the policy search, deploy policies online at any point in the training process, and give an upper bound estimate on time-to-goal through the trajectory optimization.
Chapter 9

Conclusion

In this thesis, we have presented several methods for robot locomotion, ranging from designing trajectories by hand and model-based trajectory optimization, to deep reinforcement learning and the intersection of each of these areas. We proposed two different methods for combining model-based methods with deep reinforcement learning that resulted in better sample efficiency and thus faster training, and more robust control policies. Our algorithm CoTO-PPO, in particular, can be run online with any motion planner potentially replacing the trajectory optimization (TO), to steadily improve the learned control policy with more experience. We also observed that choosing the right action space in DRL, and including simple prior knowledge such as forward and inverse kinematics, can have a huge impact on training and performance, especially for high degree-of-freedom systems such as RoboSimian. These ideas are a first step in incorporating well-studied model-based methods into learning, towards fast, efficient, and more robust control policies.

In general, it is not obvious what the best method may be to fuse control theory with learning. Deep learning methods are still brittle, and heavily dependent on data and hyperparameters, while providing no guarantees on performance or robustness. And yet,
there is experimental evidence that such methods can outperform human designers and model-based methods. However, it is possible that existing or developed models may help put deep learning ‘on the right track’ so to speak, towards guiding learning towards the optimal policy by incorporating prior knowledge about a given problem.

Agile robots that account for their dynamic environments have the potential to better react in the face of uncertainty. Wheel-legged systems in particular can exploit benefits from two heavily studied research areas in this respect, and also enjoy the speed and efficiency of locomotion on wheels with the versatility and agility to surmount various obstacles of legged systems. For RoboSimian, we analyzed the robustness of our designed trajectories on varying terrain, and formulated the locomotion problem for general wheeled systems in a versatile optimization framework for motions possibly involving wheel slip. We showed that our proposed wheel model can be used to plan both slipping and non-slipping motions, and a future direction to investigate is how to best fit empirical data to this wheel model. We also noticed the emergence of non-intuitive optima, both in our optimization framework with the Acrollbot and in DRL when training in joint space with RoboSimian. We showed that such principles can be used to stabilize and locomote a system in ways that human designers would not have attempted or anticipated.
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