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Abstract

Prediction of Potential Host–Pathogen Protein Interactions by Structure

by

Fred Pejman Davis

Proteins function through interactions with other biomolecules. Here I describe a series of tools developed and applied to study potential interactions between host and pathogen proteins. First, I describe a comprehensive relational database of structurally defined interfaces between pairs of protein domains, PIBASE. A diverse set of geometric, physico-chemical, and topologic properties are calculated to describe each complex, its domains, interfaces, and binding sites (http://salilab.org/pibase). This database allows a range of observations, from the atomistic detail of individual interfaces, to the structural organization of protein interaction space. Next, I present a comparative modeling method that uses experimentally determined structures of protein complexes as templates to predict the composition of protein complexes. Candidate complexes are assessed by comparative modeling of the components and subsequent assessment by a statistical potential derived from binary domain interfaces in PIBASE. Moreover, the predicted complexes were also filtered using functional annotation and sub-cellular localization data. The protocol was validated using experimentally observed interactions in Saccharomyces cerevisiae (http://salilab.org/modbase). Finally, I present a global computational protocol that generates testable predictions of potential host–pathogen protein interactions. The proto-
col first scans the total genomes for host and pathogen proteins with similarity to known protein complexes, then assesses these putative interactions, using structure if available, and finally filters these using biological context, such as the stage-specific expression of pathogen proteins and tissue expression of host proteins. The technique was applied to a set of ten pathogens, including species of mycobacterium, apicomplexa, and kinetoplastida, responsible for “neglected” human diseases. The method was assessed by (i) comparison to a set of known host–pathogen interactions, (ii) comparison to genomics data describing host and pathogen genes involved in infection, and (iii) analysis of the functional properties of the human proteins predicted to interact with pathogen proteins. The predictions include interactions known from previously characterized mechanisms, such as cytoadhesion and protease inhibition, as well as suspected interactions in hypothesized pathways, such as apoptotic pathways [http://salilab.org/hostpathogen](http://salilab.org/hostpathogen). These results suggest that comparative protein structure modeling in combination with genomic and proteomic data can be a valuable tool for the study of inter-specific protein interactions.
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Chapter 1

Introduction

This thesis is organized as follows. I first present an overview of the work that begins with an introduction for non-scientists and is followed by an introduction for scientists (Chapter 1). The body of the work then follows in three parts: PIBASE: A Comprehensive Database of Structurally Defined Protein Interface (Chapter 2), Protein Complex Compositions Predicted by Structural Similarity (Chapter 3), and Potential Host–Pathogen Protein Interactions Predicted by Structure (Chapter 4). I conclude by discussing future directions for these specific methods and for the role of computation and structure in the investigation of inter-specific biomolecular networks (Chapter 5).

1.1 Introduction for non-scientists

Proteins are one important kind of molecule in our bodies that carry out many of the different tasks required for life. In fact, all forms of life, from microscopic bacteria to the largest grey whale, have unique sets of proteins that are responsible for different tasks.
Some proteins interact with other proteins, with the DNA in your genome, or with ‘small molecules’ such as pharmaceutical drugs. For example, hemoglobin is a protein that binds to the oxygen in air that you breathe into your lungs and carries it through blood vessels to other cells in your body that need oxygen.

Each protein is made up of a string of building blocks called amino acid residues. There are 20 basic kinds of amino acid residues, but they can be decorated in different ways to make more individual kinds. The specific order and kind of amino acid residues in a protein is called its amino acid sequence. This linear chain of amino acid residues arranges itself in three-dimensions to form a unique three-dimensional shape. Every protein usually has one preferred 3D structure, although sometimes this preference changes when the protein is in different environments. This 3D structure determines how the protein interacts with other molecules in the body, similar to how the shape of Lego® connectors determines what Lego® blocks can connect to one another.

Tools have been created to take pictures of the 3D structures of proteins, when they are alone and when they are interacting with other molecules. This field of biology is called structural biology. Different tools can be used to study the structure of pictures at different resolutions. At the highest resolution, these structures describe almost exact positions of individual atoms in the proteins. Structural biologists around the world have determined the structures of thousands of proteins. When these biologists work in universities, and sometimes when they work for companies, they have made these structures freely available to the public.

Determining the structures of proteins is very expensive and requires a significant
amount of time and effort. However, actually determining the structure by experiment is not always necessary to learn about the structure of a protein. When the amino acid sequences of two proteins are similar, their 3D structures are also likely to be very similar. This relationship has sparked the development of computer programs that predict the 3D structure of one protein given the structure of another protein with a similar sequence. This procedure is called **comparative protein structure modeling**.

Many proteins carry out their functions by interacting with other proteins. Some proteins come together almost permanently to form a molecular machine. In other cases, pairs of proteins interact briefly to pass a message along. The structure of a protein determines what other proteins it interacts with and how these interactions occur. There are many ways to study protein–protein interactions that can teach us about the structure of the complex and strength of the interaction. The structure of a protein complex can be determined by the same kind of techniques used for individual proteins. As they do for individual proteins, the structures of complexes also help determine what kinds of functions the interactions mediate.

In addition to the interactions that occur between proteins from a single species, interactions are possible between proteins from different species. For example, interactions between human proteins and pathogen proteins, such as those from bacteria or viruses, occur during infection. These interactions are important for both the pathogen’s invasion of the human and for the human’s immune response against the pathogen. Knowledge of these host–pathogen interactions are important for two reasons. First, these interactions are key to understanding the molecular process of infection. Second, these interactions
highlight possible ways that infection can be treated. If a drug can be designed to inhibit these interactions, then the infection process may be halted.

In the work I present in this thesis, I have made predictions of interactions between human proteins and proteins from a set of microbes that cause human diseases including leprosy, tuberculosis, cryptosporidiosis, malaria, toxoplasmosis, Chaga’s disease, African sleeping sickness, and leishmaniasis. Individual protein interactions have been observed between human proteins and microbial proteins, but a comprehensive survey of these interactions has not been performed for any infectious disease. There are experimental challenges that make studying these types of interactions more complicated than studying interactions within an organism. For this reason, computation can be a useful tool, since it does not suffer from the experimental difficulties of studying a human pathogen in the lab. In addition, computation doesn’t expose laboratory workers to the dangers of studying microbes that cause human infectious diseases.

This work was done in three parts. First, I will describe a database that I built of protein interfaces, or the parts of proteins that interact with other proteins. I collected these interfaces out of the database of all protein structures and described them in different ways that capture the chemistry and geometry of the interfaces. These include properties such as the size of the area that the two proteins contact one another and what kinds of amino acids interact with one another. I’ve made this database freely available on the internet to help biologists interested in a specific protein or protein–protein interactions in general (http://salilab.org/pibase).

Second, I describe a comparative modeling procedure that uses experimentally
determined structures of protein complexes to predict protein–protein interactions. If two proteins are similar to a pair that have been previously observed to interact, then this is a clue they could also interact. I made a table of how often certain amino acids interact with one another across the protein interfaces in the database I described earlier. Then, I used this list to score how likely it is that two proteins interact with one another, given the types of amino acids that they contain. I used this program to predict protein–protein interactions in *Saccharomyces cerevisiae*, a yeast that is one of the most common organisms used to study molecular biology. Thousands of protein–protein interactions have been identified in this species, making it a good test case to assess the performance of our method. I’ve made these predictions freely available on the internet to help biologists who are interested in *S. cerevisiae* protein interactions ([http://salilab.org/modbase](http://salilab.org/modbase)).

Finally, I discuss how I used these tools to predict interactions between human proteins and proteins from micro-organisms that cause human infectious diseases. In addition to structures of the human and pathogen proteins, I also used information about the disease. For example, tuberculosis affects lung tissue. Therefore, if a human protein exists in lung tissue then it is more likely to encounter proteins from the bacteria that causes tuberculosis. Sometimes, it is even known where on a bacteria a certain protein exists. For example, some proteins occur on the surface of the bacteria, and so are more likely to encounter human proteins, than if they occurred deep inside the bacteria. We make thousands of predictions for the ten different infectious diseases. It is difficult to assess how good our predictions are since not much is known about the physical interactions that occur between human and pathogen proteins. However, many of our predictions make sense given what is
known about the different diseases, and in some cases help explain observed effects of the
diseases. For example, we predict an interaction between a human protein that is known to
be involved in the immune system and a protein, from the organism that causes malaria,
that is known to stimulate the immune system. I’ve made these predictions available on
the internet, so that scientists that are interested in a specific disease, or specific human or
pathogen protein, can get ideas about potential interactions that may be involved in the
infection process. (http://salilab.org/hostpathogen).

1.2 The protein sequence to structure to function relationship

Proteins function in vivo by interacting with other biomolecules, including small
molecules, nucleic acids, as well as other proteins. The three-dimensional structure of a
protein, which is governed by its primary amino acid sequence as well as its environment,
determines the nature of the biomolecular interactions it engages in. Thus, knowledge of a
protein’s structure provides insight into its biological function.

The atomic structure of proteins can be modeled using experimentally determined
information, such as the diffraction pattern observed by X-ray crystallography or the nuclear
Overhauser effects (NOE) observed by nuclear magnetic resonance (NMR) spectroscopy.
Both of these experimental methods however require a substantial amount of experimental
resources and time. X-ray crystallography requires the expression, purification, and most
importantly, crystallization of a protein sample in order to be subsequently analyzed under
an X-ray beam-line. Technological advances have been made in all of the steps required for protein crystallography, partly as a result of the large-scale structural genomics efforts. These advances include more efficient expression systems and robotic sampling of crystallization conditions. In addition, synchrotron light sources which emit brighter X-ray beams enable the collection of higher resolution data, in a shorter span of time, than conventional X-ray sources. NMR has also been used in the structural genomics efforts, and methods have been similarly improved. NMR also has practical lower limits in sample quality, such as the purity and concentration, and requires experimental effort in radio-labeling the protein to be studied. Recent advances in NMR spectroscopy have extended its applicability to larger complexes, for example the GroEL-GroES complex [57].

Both X-ray crystallography and NMR spectroscopy have practical upper bounds on the size of the complex to be structurally characterized. Other experimental techniques are applicable beyond these limits, although they typically exhibit lower resolution. These techniques include electron cryo-microscopy, electron cryo-tomography, single-angle x-ray scattering. Traditional biochemical techniques, such as co-immunoprecipitation, gold immuno-labeling, and biophysical techniques, such as analytical ultracentrifugation, can also provide useful information about the individual positions of the proteins in the complex, as well as the overall shape of the macromolecular assembly.

Computational methods play a pivotal role in structural biology; their contribution can be logically organized into two, related and non-exclusive, categories: (1) analyzing experimental data and (2) leveraging available experimental data to help describe systems for which experimental information is not available. First, computation has become essential
for the analysis of experimentally observed data, such as diffraction maps or NOE data. Structural modeling by both X-ray crystallography and NMR spectroscopy make use of molecular mechanics force fields to build structural models. Computational methods are also useful in integrating multiple sources of structural information. For example, density fitting algorithms are used to combine the atomic structure of an individual protein with the electron cryo-microscopy density map of larger multi-protein assemblies that are not amenable to X-ray crystallography [221, 222]. Other methods have also been developed that use many additional sources of information, such as indirect information gleaned from biophysical and biochemical studies, in order to help determine the structure of multi-protein assemblies [5].

The broad goal of traditional protein structural biology, as well as the more recent large-scale structural genomics efforts, is to determine the structure of proteins and their complexes, in order to gain a mechanistic understanding into protein function. Computational methods leverage these experimentally determined protein structures in order to expand the structural coverage of protein space, by applying available experimental data towards systems for which experimental information is not available. Comparative protein structure modeling has been developed to predict the structure of a protein based on its sequence similarity to a protein whose structure has been experimentally determined. De novo modeling techniques have also been developed that extract general rules of protein structure from the set of available experimental protein structures, and then apply these to predict the structure of proteins for which experimental information is not available. Computational methods have also been developed to predict the structures of multi-protein
assemblies. These include comparative modeling techniques, which infer the structure of an interaction given the structure of a complex between closely related proteins, as well as de novo protein docking methods, which aim to predict the structure of a complex given the structure of its components. In this thesis I will focus on a comparative modeling technique that I developed to predict physical protein interactions using structure.

The three-dimensional structure of a protein or protein assembly provides insight into its biological function. Several computational methods have been developed to help determine the function of a protein given its three-dimensional structure. Methods have been developed to identify functional active sites, such as catalytic sites, small molecule binding sites, and protein binding sites. Several methods also combine the structure with the sequence conservation in the family of homologs to identify regions that are likely to be functionally relevant. In addition to identifying sites that are likely to engage in interactions, structure can also be used to predict likely interaction partners, including small molecule ligands, protein partners, and DNA sequences. From quantum-level investigations into the catalytic mechanisms employed by enzymes that catalyze the reactions of life, to the atomic level detail of molecular recognition, structure enables the study of protein function at a variety of resolutions. In this thesis, I will focus on structural insights into physical protein–protein interactions, with a brief mention of protein–ligand interactions in this context.

In addition to providing mechanistic insight into function, the structure of a protein or protein assembly is an important morphological attribute for the study of protein evolution. Structure can be more useful than sequence in this respect, because similarities in tertiary structure can be detected over greater evolutionary timescales than similarities
in the primary amino acid sequence [35]. Thus, structure can often identify putative evolutionary relationships that are not obvious from the sequence alone. For example, structural modeling was used to identify remote structural relationships between components of the nuclear pore complex and coated vesicles, suggesting an ancient evolutionary relationship between these two compartmentalization systems [43, 44].

1.3 Protein–Protein Interactions

It has been estimated that each protein in the *Homo sapiens* proteome interacts with approximately 5-10 other proteins [81]. These include transient interactions as well as multi-protein assemblies that act as molecular machines [9]. Protein–protein interactions can be identified by a variety of techniques, including both traditional low-throughput and high-throughput techniques. Biochemical techniques, such as immunoprecipitation and tandem-affinity purification (TAP), can be used to isolate protein complexes formed *in vivo*. These complexes can then be further resolved by gel electrophoresis techniques such as two-dimensional PAGE. Mass spectroscopy (MS) can then be used to identify the proteins that form these complexes. The combination of TAP and MS (TAP-MS) has been used to comprehensively characterize physical protein interactions in the *Saccharomyces cerevisiae* proteome [66, 115]. Another method used to identify protein interactions in a high-throughput fashion is the yeast-two-hybrid (Y2H) genetic technique. Genome-wide Y2H has been used to characterize the protein–protein interaction networks in a variety of organisms, including *Saccharomyces cerevisiae* [93, 225] and *Homo sapiens* [185]. However, genome-wide Y2H suffers from an estimated 50% false positive and 90% false negative rates
Protein–protein interactions have been studied using a variety of genetic, biochemical, biophysical, and bioinformatic techniques [62]. These techniques provide information at a variety of spatial and temporal resolutions. At the highest spatial resolution, structural techniques such as X-ray crystallography and nuclear magnetic resonance (NMR) spectroscopy provide detailed information about the atomic interactions that mediate biomolecular recognition. However, these methods suffer from an upper-limit on the size of complexes they can analyze. For this reason, electron cryo-microscopy and cryo-tomography are useful to study larger complexes, although they provide a lower resolution than X-ray or NMR.

While three-dimensional structures provide insight into the atomic detail of molecular recognition, they often do not enable the study of the thermodynamics and kinetics of interaction. For example, it is difficult to estimate the strength of an interaction using only the structures of protein complexes. Biophysical techniques are useful in characterizing the thermodynamics and kinetics of biomolecular interactions, characterizing parameters including heat capacities, entropy, enthalpy, equilibrium association constants, and the association and dissociation rate constants.

As they have for structure-determination techniques, computational tools have proven useful both in processing the data generated by large-scale experimental surveys, as well as leveraging this data to predict protein interactions that have not been experimentally observed. In this thesis I will develop a series of computational tools that aim to identify protein interactions based on structure.
1.4 Host–Pathogen Interactions

Infectious diseases account for over 25% of annual global deaths \[242\]. Over the past thirty years, this burden has been amplified by newly emerging diseases, such as HIV and SARS, as well as diseases such as tuberculosis and malaria, that are re-emerging as drug resistance becomes widespread. Recent technological advances, such as whole genome sequencing, genomic, and proteomic experiments have been applied to infectious diseases, increasing our understanding of the basic biology behind infection. Within one year of the 2003 SARS outbreak, the causative agent was identified as a new coronavirus by DNA microarray technology, the whole genome was sequenced, the structures of key proteins proposed by comparative modeling, and potential inhibitors identified by molecular docking. However, in general, this basic biology data has yet to have a significant impact on public health.

Elucidation of the interaction network between host and pathogen biomolecules is important for two reasons. First, the details of this network will illuminate the molecular basis of infectious diseases. Second, this network will highlight potential targets for chemotherapeutic or immunization strategies. Individual interactions between host and pathogen proteins have been identified using traditional biochemical and genetic techniques that focus on one protein or pathway. However, high-throughput techniques, such as TAP-MS, have not yet been used to identify direct physical interactions between host and pathogen proteins. Thus, the network of interactions between host and pathogen proteins remains largely uncharacterized.

The sparsity of experimental information makes computational tools especially
valuable for suggesting possible host–pathogen protein interactions. Specifically, this is a niche where computational tools may precede comprehensive experimental characterization, and provide valuable clues or starting points for subsequent experimental follow-up. Ultimately, the elucidation of the physical interactions that underly host–pathogen interaction will help the treatment and prevention of infectious disease.

1.5 Outline

Here, I will present a series of studies that work towards the prediction of potential interactions between host and pathogen proteins using structural information. First, I will present a database of protein structure interfaces that I developed to aide in the investigation of protein-protein interactions (http://salilab.org/pibase). I will discuss the development of the database, highlight some interesting observations, and discuss current applications. Second, I will present a comparative modeling method that uses experimentally determined structures of protein complexes as templates to predict physical protein–protein interactions. The predictions made for protein interactions in S. cerevisiae are publicly available through the MODBASE database (http://salilab.org/modbase). Finally, I will describe the use of these structural tools in conjunction with genomic and proteomic data to predict potential host–pathogen protein interactions formed in a set of ten human infectious diseases (http://salilab.org/hostpathogen). I conclude with a general discussion of the current, and future, roles of computation and structure in the investigation of inter-specific biomolecular networks.
Chapter 2

PIBASE: A Comprehensive Database of Structurally Defined Protein Interfaces

*This chapter has been previously published [39].*
Abstract

In recent years, the Protein Data Bank (PDB) has experienced rapid growth. To maximize the utility of the high resolution protein-protein interaction data stored in the PDB, we have developed PIBASE, a comprehensive relational database of structurally defined interfaces between pairs of protein domains. It is composed of binary interfaces extracted from structures in the PDB and the Probable Quaternary Structure (PQS) server using domain assignments from the Structural Classification of Proteins (SCOP) and CATH fold classification systems. PIBASE currently contains 158,915 interacting domain pairs between 105,061 domains from 2,125 SCOP families. A diverse set of geometric, physicochemical, and topologic properties are calculated for each complex, its domains, interfaces, and binding sites. A subset of the interface properties are used to remove interface redundancy within PDB entries, resulting in 20,912 distinct domain-domain interfaces. The complexes are grouped into 989 topological classes based on their patterns of domain-domain contacts. The binary interfaces and their corresponding binding sites are categorized into 18,755 and 30,975 topological classes, respectively, based on the topology of secondary structure elements. The utility of the database is illustrated by outlining several current applications. The database is accessible via the world wide web at [http://salilab.org/pibase](http://salilab.org/pibase).

2.1 Introduction

Proteins do not act in isolation, but rather through interactions with molecules in their spatio-temporal environment that includes small molecules, nucleic acids, as well as
other proteins [6]. Therefore, the structures of individual proteins are often uninformative of biological function if taken out of context. Recent experimental advances have addressed this problem by enabling studies of protein interactions along two frontiers [186, 190]: (1) large-scale detection of protein-protein interactions [58, 65, 88, 93, 225] and (2) structure determination of protein complexes [187]. To maximize their utility, these experiments require informatics resources to store, organize, visualize, analyze, and disseminate the data. The objective is to understand the evolution and physics of protein interactions and to develop predictive models of protein structure and function.

Experimentally determined structures of protein complexes are deposited in the Protein Data Bank (PDB) [24]. The protein structure database is growing rapidly, in part due to the recent structural genomics effort [24, 48]. The PDB currently holds approximately 28,000 structures. Each entry contains on average 2.2 protein chains, and each chain contains on average 2.1 domains. Domains are considered the basal unit of protein structure, function, and evolution [169]. These units fold independently, often mediate a specific biological function, and combine modularly to form larger proteins. Several approaches to the definition of domain boundaries in proteins have been developed based on sequence and structure [232]. The Structural Classification of Proteins (SCOP) [148] and CATH [155] are two commonly used structure-based domain definition and classification systems.

Biologically relevant quaternary states are proposed for crystallographic protein structures by the Probable Quaternary Structure (PQS) server [83]. The server applies crystallographic and non-crystallographic symmetry operations to the PDB structure, and
then assesses the validity of each chain interface using a set of empirically derived cutoffs for properties such as buried solvent accessible surface area, buried number of residues, hydrogen bonding, and salt bridges. The PDB and the PQS are sources of the highest resolution protein-protein interaction data.

The structures of protein subunit interfaces have long been studied using collections of protein chain and domain interfaces \[11, 15, 37, 87, 94, 98, 108, 160, 224\]. Numerous analyses have used datasets of protein chain interfaces extracted from the PDB to investigate properties such as residue type propensities, sequence conservation, and structure conservation at protein interfaces \[11, 29, 98, 99, 154, 228\]. These studies of interface properties have given valuable insights into the physics and evolution of protein interactions.

In this paper, we describe a comprehensive relational database of structurally defined domain-domain interfaces. We annotate them by a diverse set of geometric, physicochemical, and topologic properties that characterize the structure of the protein complexes from the level of the complex to the atomic level details of each interface. A subset of these properties are used to remove interface redundancy as well as categorize the complexes, the interfaces, and the binding sites into topological classes. This multi-level characterization allows queries that span a range from properties of specific interfaces to proteome level views of interactions. The motivation in developing PIBASE has been to create a comprehensive repository of information characterizing the structure of protein complexes at a range of size scales using a diverse set of descriptors.

The construction of the database is described first, detailing the data sources, interface definition, properties computed, interface redundancy removal, and clustering (Meth-
Figure 2.1: PIBASE Build Procedure. Briefly, inter-atomic distances calculated from PDB and PQS structures are combined with domain definitions from SCOP and CATH to generate a list of interacting domain pairs. A set of properties are then computed for all the interfaces and binding sites. A subset of these properties are then used to remove interface redundancy within structures associated with each PDB code. The binding sites, interfaces, and complexes are then clustered using their topological properties.

We then discuss the composition of the database, describing the contents as well as the distributions of several of the computed interface properties (Results). Finally, we conclude with a brief discussion of several of our current applications of PIBASE (Discussion).
2.2 Methods and Results

2.2.1 Sources of protein structures and their classification

Two types of input data were used: protein structures and domain definitions. Structures were obtained from the Protein Data Bank [24] and the Probable Quaternary Structure (PQS) server [83]. For those structures determined by NMR spectroscopy, the first model in the ensemble was used.

Domain definitions for the PDB structures were obtained from the Structural Classification of Proteins (SCOP) [148] and CATH [155] classification systems. A mapping was generated between PDB and PQS chains that allowed domain definitions to be transferred from the PDB to its associated PQS entries. Approximately 1.5% of PQS entries contain chains with sequence changes, chain breaks, or chain mergers relative to their parent PDB structure. These differences occur for reasons such as missing density in the PDB structure. Domain definitions were not generated for these PQS entries as the chain mapping is difficult and inexact.

2.2.2 Detection of domain-domain interfaces

The list of binary interfaces was generated by a three step procedure (Figure 2.1). First, inter-atomic distances were calculated for all structures using a user specified distance cutoff. A cutoff of 6.05 Å was chosen unless specified otherwise, to allow contacts made via water molecules [180, 181]. The inter-atomic distances were then combined with the domain definitions to create a list of all domain pairs that share at least one inter-atomic distance below the specified distance threshold. This list of interacting domain pairs serves
as the core of PIBASE. Buried solvent accessible surface area (below) was also computed for each interacting domain pair and a minimum cutoff on the burial was imposed to yield the list of interfaces. Unless specified otherwise, a cutoff of 300 Å² was used, as justified below.

It is often difficult to ascertain the biologically relevant quaternary state solely based on crystallographic information [31]. Previous studies have attempted to determine the biological relevance of observed chain contacts by two alternative strategies. The first is to define empirical thresholds on a set of interface properties (such as change in solvent accessible surface area, number of buried residues, etc) that are able to distinguish true biological interfaces from crystal packing artifacts [83]. The second strategy is to analyze the conservation of residues at the observed interface, with the hypothesis that a biological interface would be more conserved than a crystal packing artifact [49, 228]. While validation of both strategies is difficult, error rates of 4.3-20% have been reported [49, 83, 228]. The first strategy of empirical cutoffs has been implemented in an automated fashion in the PQS server [83]. PQS uses a threshold of 400 Å² as one of the factors in determining biological relevance of a chain-chain interface. Unless otherwise mentioned, we used a lower threshold of 300 Å², which removed roughly 45% of the interacting SCOP domain pairs (Supplementary Figure 2.4). However, all interacting domain pairs are stored and all analysis can be performed easily with any choice of cutoff.
2.2.3 Properties of complexes, domains, interfaces, and binding sites

For each processed structure, PIBASE contains a set of properties at four different levels: the complex, its constituent domains, binary interfaces, and binding sites (the two halves of an interface) (Supplementary Table 2.2). These properties are described next.

**Complexes.** A domain connectivity graph was generated for each structure, describing the pattern of domain-domain contacts. In this graph, a domain is a node, and a binary domain interface is an edge (Supplementary Figure 2.6(b)). This graph captures the arrangement of the individual domains in the complex. A crude linear representation of this graph is then computed and used as a topological fingerprint to group the structures into topological classes (Supplementary Information: Topological Fingerprints, Supplementary Figure 2.6(d)). While degeneracy exists in this representation (i.e., two distinct topologies may have the same sorted edge list), it is useful as both a query and crude clustering term.

**Domains.** Solvent accessible surface area was computed for each domain using a probe radius of 1.4 Å with the algorithm of Richmond and Richards as implemented in MODELLER [179][189]. Secondary structure assignments are made by DSSP [100]. Classification codes (e.g., class, fold, superfamily, and family) from the domain assignment system used, SCOP or CATH, are also associated with each domain.

**Interfaces and Binding Sites.** The interface and binding site properties compose the majority of PIBASE content. A subset of these properties were used for redundancy removal and clustering of the interfaces. The interface properties can be grouped into two categories: non-contact and contact. Non-contact properties (properties 1-8 in the Interface column of Supplementary Table 2.2(c)) are properties that are a sum or a union of the
properties in the corresponding domains. For instance, the number of residues presented at the interface is computed as a sum of the number of residues presented by each of the two binding sites. The contact properties (properties 9-17 in the Interface column of Supplementary Table 2.2(c)) implicitly capture the interface orientation. These properties cannot be defined independently by the two binding sites. The binding site properties fall into two categories: non-topology and topology. Non-topology properties (properties 1-8 in the Binding Site column of Supplementary Table 2.2(c)) describe the size and physicochemical properties of the binding site. Topology properties (properties 9-14 in the Binding Site column of Supplementary Table 2.2(c)) describe the local structure of the binding site.

The change in solvent accessible surface area (defined as \( \Delta \text{SASA}_{AB} = \text{SASA}_A + \text{SASA}_B - \text{SASA}_{AB} \)), number of residues, and number of secondary structure elements describe the extent of the interface. The residue types present, secondary structure types present, and change in polar solvent accessible surface area are more fine-grained properties describing the actual physical structures present and their chemical composition. Two measures of binding site continuity were computed. The number of structural patches was determined by counting the number of connected components in a graph representation of binding site residues where an edge was placed between residues within 6 Å of each other. The number of sequence segments was counted to describe the sequence continuity of each binding site. The continuity properties of the interfaces were calculated by summing the properties from their corresponding binding sites.

The number of residue pairs, number of secondary structure element contacts, and number of inter-atomic contacts describe a combination of the extent and complexity of
the interface. The *residue contact types*, *secondary structure contact types*, and *secondary structure topology* capture the nature and complexity of the interface. The inter-atomic contacts are further categorized into *Van der Waals contacts*, *hydrogen bonds*, *salt bridges*, and *disulfide bridges* based on distance criteria (H-bond criteria as defined by JOY [112]; disulfide bridge defined when two Cys S atoms are closer than 3.0 Å).

As for the domain connectivity graphs, a crude linear representation of the secondary structure topology graph was generated for use as a topological fingerprint to group the structures into topological classes (Supplementary Information: Topological Fingerprints, Supplementary Figure 2.6(c), 2.6(d)).

### 2.2.4 Redundancy Removal and Clustering

Two types of clustering were performed on the domain-domain interfaces. The first procedure, redundancy removal, aims to provide a non-redundant set of interfaces for analysis by addressing the issue of duplicate interface structures. The second procedure, clustering, aims to group together similar interfaces to aide in the understanding of interface diversity. Although both procedures involve clustering, they serve different purposes.

**Removal of Redundancy of domain-domain interfaces**

Redundancy, in the form of duplicate interface structures, exists for several reasons: redundancy within PDB entries, interfaces duplicated in derived PQS structures, and redundancy across different PDB entries. The first two types of redundancy are explicitly addressed by hierarchically clustering interfaces associated with each PDB code using
a distance function that combines the following properties: types of residue-residue contacts present (represented as a 210-bit vector, \( aa \)), buried solvent accessible surface area (\( \Delta \ SASA \)), and the number of residues in the interface (\( numres \)) (Eq 2.1). The bit vectors were compared using the Hamann distance measure, dist\(_{\text{hamann}}\), a rescaled and reversed version of the traditional Hamann similarity coefficient, sim\(_{\text{hamann}}\), developed for use in plant systematics (Supplementary Information: Eq 2.3 [78]). The resulting dendrogram was cut into clusters using a strict threshold of 0.1. This cutoff corresponds to maximum differences of 10% in the buried surface areas, 10% in the numbers of residues, or 0.1 Hamann distance in the residue-residue type contact vectors. The cluster membership of each interacting domain pair is stored in PIBASE. The clustering was performed on the interacting domain pairs list, prior to the buried surface area filter. This procedure identified approximately 75% of the domain pairs as redundant (Table 2.1).

\[
\begin{align*}
d_{A,B} &= \frac{1}{3} \left( \text{dist}_{\text{hamann}}(aa_A, aa_B) \\
&\quad + (1 - \frac{\min(\Delta SASA_A, \Delta SASA_B)}{\max(\Delta SASA_A, \Delta SASA_B)}) \\
&\quad + (1 - \frac{\min(numres_A, numres_B)}{\max(numres_A, numres_B)}) \right)
\end{align*}
\] (2.1)

The third type of redundancy, duplicate interfaces across PDB entries, can also be addressed in a similar fashion, but is not yet implemented. While the minimal three property set was found to be effective at recognizing interface similarity within a PDB file, a different and likely larger set of interface properties are required for a more general interface similarity measure. However, the choice of specific properties to use depends heavily on the
definition of redundancy, and the intended application. As such, we leave this clustering up to the user, while providing the appropriate tools (e.g., properties, clustering algorithms).

Clustering of complexes, interfaces, and binding sites

The topological fingerprints were used to group the non-redundant complexes, interfaces, and binding sites into discrete topological classes. The complexes were grouped according to their domain connectivity (Supplementary Figure 2.6(b)), while the interfaces and binding sites were grouped according to the topology of their secondary structure elements (Supplementary Figure 2.6(c)). The clustering reveals 989, 18,755, and 30,975 topological groups of complexes, interfaces, and binding sites, respectively.

In the current implementation, groups are formed by members with identical topological fingerprints. A more refined distance metric for topology fingerprints would be useful in describing a continuous gradation of topology similarity. However, such a clustering will depend on a specific application, and is therefore beyond the scope of the current paper.

2.2.5 Implementation

PIBASE was implemented using the MySQL relational database system (http://www.mysql.com). It was built by a set of Perl programs using the DBI interface to communicate with the MySQL system. Most properties were computed with MODELLER [188]. Secondary structure assignments were made by DSSP [100]. Inter-atomic distances were computed using an in-house ANSI C implementation, called kd-contacts, of the median kd-trees algorithm [23, 61]. The kd-trees algorithm, a commonly used computational
geometry algorithm, performs nearest neighbor queries by first building a tree in $O(n \log n)$ time, and then querying it in $O(n^{1-1/d} + k)$ time, where $n$ is the number of data points in the $d$-dimensional space, and $k$ is the number of reported points (Supplementary Information: kd-trees algorithm). This approach is much faster than the naive approach of all vs all distance calculation ($O(n^2)$). The logarithmic scaling allows rapid calculation of contact maps even for large structures with tens of thousands of atoms, such as PQS entries of virus capsids.

The clustering of the distance matrix for redundancy removal was performed using an in-house Perl library. The calculations were done in a parallel fashion on 50 2.6 GHz Pentium IV processors in approximately 15 hours. The database is updated automatically with every SCOP and CATH release.

2.2.6 Accessibility

PIBASE is accessible via the world wide web at [http://salilab.org/pibase](http://salilab.org/pibase). The interface allows the user to query the database by PDB codes, complex topology fingerprints, and domain classification codes. The range of possible queries will expand as users request additional functionality.

While a web interface is well suited for standard queries with relatively simple conditions, a programming interface can be more useful for complex queries. A Perl library, used in the construction of the database, will be released shortly, allowing complex queries to be performed without the complexity of directly accessing the underlying MySQL structures. In addition, the contents of the database tables, as well as a schema describing the logical
Table 2.1: PIBASE content. Unless otherwise noted, all the numbers shown represent data obtained from both PDB and PQS structures. The number of interacting domain pairs are shown using both SCOP and CATH definitions. The interface clustering was performed only on the SCOP pairs. The $\Delta$SASA filter of 300 Å$^2$ removes $\sim$ 45% of the interacting domain pairs. The redundancy removal procedure flags $\sim$ 75% of the interfaces as redundant.

relationships between the tables, are available for download.

2.2.7 Composition of PIBASE

Briefly, PIBASE currently contains 158,915 interacting domain pairs between 105,061 domains from 2,125 SCOP families. More interface structures are available between domains from the same SCOP family (1405 homo-family pairs) than different SCOP families (982 hetero-family pairs) (Figure 2.2(a)). Of a total of 2,567 families in the SCOP classification, interface structures are available for 1,946 of them.

Visually, it is obvious that the distribution of partner structural similarities is non-uniform (Figure 2.2(b)). To investigate this distribution further, we compared the observed distribution of partner structural similarities to a random model in which all SCOP fami-
Figure 2.2: Interactions in SCOP space. (a) Venn diagram of interaction coverage in SCOP space. Regular font represents numbers of SCOP families. Italics represents numbers of interfaces (e.g., 1405 homo-family SCOP family pairs). (b) Partial SCOP domain family interactome. Nodes represent SCOP families. Edges represent structurally observed interfaces. Edge color represents the SCOP similarity of the interacting nodes (Red = same superfamily, Green = same fold, Blue = same class, Black = no similarity). Only interfaces between different SCOP families are shown. Graph layout by LGL [3].
ilies interact with all other SCOP families. We found that interactions between domains with similarities only at the superfamily level are overrepresented (\(\sim 5\)-fold). Interactions between domains from the same fold are almost twice as abundant as expected from the random model. Interactions between domains from the same SCOP class are approximately the same as expected. The interfaces between structurally dissimilar domains are underrepresented (\(\sim 2\)-fold). In summary, the structures of interacting domain pairs currently available are weighted towards partners with the most structural similarity along the SCOP hierarchy. However, it is difficult to conclude from this observation that actual protein interaction networks behave in this manner, as the observed preferences likely reflect both an actual non-uniform distribution of structural similarity between interacting partners and sampling bias in the PDB.

Interfaces are observed to be mostly continuous in structure, but very segmented in sequence. On average, \(\sim 78\) residues are presented to the interface on \(\sim 34\) secondary structure elements, or \(\sim 23\) continuous sequence segments (Figure 2.3(a), Supplementary Figure 2.6(a), 2.6(b)). However, each interface usually involves only 2 structurally continuous patches, one contributed by each binding site (Supplementary Figure 2.6(c)). As expected, the sequence discontinuity is directly proportional to the buried surface area of the interface (\(r^2 = 0.71\), Supplementary Figure 2.6(d)).

An example of the physicochemical properties that can be analyzed using PIBASE is the polarity of interfaces (Figure 2.3(b)). The polarity of each interface was defined by the fraction of the buried solvent accessible surface area that was contributed by polar atoms (N, O). The interface polarity exhibits a broad distribution with a mean of \(\sim 25\%\). This
distribution is slightly more hydrophobic than the whole domain surface, which exhibits a narrower distribution with a mean of $\sim$30%. The polarity of the whole domain surface was similarly defined, as the fraction of the solvent accessible surface area contributed by polar atoms.

2.3 Discussion

We presented a comprehensive database of structurally characterized protein complexes. We first described its construction (Figure 2.1), followed by its content (Tables 2.1, Figure 2.2). From domain topology to secondary structure topologies at individual interfaces, we presented groupings at size scales from the entire complex to individual interfaces.
We also described the distributions of a subset of the interface properties stored in PIBASE (Figure 2.3).

Several collections of protein chain and domain interfaces have been recently reported [87, 98, 108, 160, 224]. A SCOP domain family interactome was published that supplemented SCOP interfaces extracted from the PDB with those observed in yeast protein interaction data [160]. This resource allowed the proposal of possible evolutionary reasons for the observed repertoire of family-family intermolecular and intra-molecular interactions. More recently, a collection has been created of non-redundant high-resolution structures of protein chain pairs extracted from the PDB [108]. The interfaces were clustered using geometric hashing [152], a sequence order-independent structural superposition algorithm, which allowed the detection of conserved interface architectures across different fold types. The datasets reported vary widely in their size and breadth of descriptors, as expected from the different types of analysis they were designed for.

The main goals in developing PIBASE have been completeness of its domain interface coverage as well as diversity of the descriptors calculated at various scales. Though it contains a comprehensive set of interfaces, filters can easily be applied to focus on a specific type of interface or on those with a given minimum experimental resolution. The explicit topological clustering, previously developed for fold classification [241], is unique in its application to protein complexes.

The completeness of PIBASE makes it suited for investigations into the structure of protein interactions, as well as for benchmarking methods such as protein-protein docking. To illustrate its utility as a general purpose bioinformatics resource, we list here several
current applications in our group.

The interfaces stored in PIBASE have been used as templates for the prediction of protein interaction partners [167]. Candidate interaction partners are generated by detecting pairs of proteins from the same genome that contain domains for which an interface has been observed. These candidate interactions are then assessed by building comparative models of the individual proteins and scoring their putative interface using a statistical potential that captures residue type contact preferences at interfaces. This method predicts not only interaction partners, but also binding modes. Similar schemes have been previously reported [9, 126]. The interaction predictions have been deposited in MODBASE [167].

The spatial localization of protein binding sites in PIBASE has been analyzed (Korkin, Davis, Sali, in preparation). Localization is a measure that describes the degree of overlap of the binding sites observed for a given protein domain family. The lower the localization, the more scattered the distribution of binding sites. A range of localization values are observed for domain families. Many families exhibit a higher localization than expected by random (eg, obligate homo-dimeric enzymes such as alkaline phosphatase), while others exhibit a lower localization than expected by random (eg, highly divergent families such as C-type lectins).

The binding sites stored in PIBASE are also used by LS-SNP, a large-scale structural annotation of human single nucleotide polymorphisms (SNPs) [103]. This analysis combines multiple types of sequence and structure information, including protein binding sites, to predict whether an observed SNP is functionally deleterious.

Lastly, PIBASE has been integrated into an automated structure annotation sys-
tem in the DBAli \[137\] and MODBASE \[167\] databases. As structural genomics efforts are rapidly determining protein structures, it becomes important to annotate them using automated methods which leverage existing knowledge. For a given input protein structure, a structural alignment program MAMMOTH \[157\] is used to find similarities to known protein structures, and the SALIGN module of MODELLER (Madhusudhan, Marti-Renom, Eswar, Sali, in preparation) is applied to prepare multiple alignments of similar protein structures. The query protein structure can then inherit numerous properties from the similar characterized structures, including ligand binding sites from LIGBASE \[213\], and binding partners from PIBASE.

The modular and relational design of PIBASE allows easy cross-referencing to other databases of protein structure, sequence, and function. Work is currently underway to cross-reference binary protein interaction databases such as BIND \[18\], using MODBASE structural annotation of the interacting proteins \[167\]. Through further integration with the plethora of high quality databases, PIBASE will become a valuable resource for the structural biology community.
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2.4 Supplementary Information: Hamann Distance Function

Bit vectors were compared using the Hamann distance measure, $\text{dist}_\text{hamann}$, a rescaled and reversed version of the traditional Hamann similarity coefficient, $\text{sim}_\text{hamann}$, developed for use in plant systematics [78]. To compare bit vectors $X$ and $Y$ of length $m$, the numbers of matches and mismatches for on and off states are first counted. The Hamann distance function is then computed as detailed below (Eq 2.3).

\[
\begin{array}{c|cc}
X_i = 1 & X_i = 0 \\
\hline
Y_i = 1 & n_a & n_b \\
Y_i = 0 & n_c & n_d \\
\end{array}
\]

\[
\text{sim}_\text{hamann} = \frac{(n_a + n_d) - (n_b + n_c)}{m} = [-1, 1] \quad (2.2)
\]

\[
\text{dist}_\text{hamann} = 1 - \frac{\text{sim}_\text{hamann} + 1}{2} = [0, 1] \quad (2.3)
\]

2.5 Supplementary Information: Topological Fingerprints

2.5.1 Complexes

A domain connectivity graph is generated for each structure, describing the pattern of domain-domain contacts. In this graph, a domain is a node, and a binary domain interface is an edge (Figure 2(b)). This graph captures the arrangement of the individual domains in the complex. A crude linear representation of this graph is then computed. This string is generated by labeling the nodes with their degree (ie, the number of nodes they are connected to). The edges are then listed using the labels of their composite nodes. The edge list is sorted lexically and the resulting string is used as a crude topological fingerprint.
to group the structures into topological classes (Figure 2(d)). While degeneracy exists in this representation (i.e., two distinct topologies may have the same sorted edge list), it is useful as both a query and crude clustering term.

2.5.2 Binding Sites and Interfaces

Similar to the domain connectivity graphs, a crude linear representation of the secondary structure topology graph was generated for use as a topological fingerprint. This string is generated by labeling each node on the secondary structure topology graph with their degree and their secondary structure type. The edges are then listed using the labels of their composite nodes. The edge list is sorted lexically and the resulting string is used as a crude fingerprint to group the structures into topological classes (Figure 2(c), 2(d)).

2.6 Supplementary Information: Kd-trees algorithm

Inter-atomic distances were computed using an in-house ANSI C implementation, called kd-contacts, of the median kd-trees algorithm [23, 61]. The kd-trees algorithm, a commonly used computational geometry algorithm, performs nearest neighbor queries by first building a tree in $O(n \log n)$ time, and then querying it in $O(n^{1-(1/d)} + k)$ time, where $n$ is the number of data points in the $d$-dimensional space, and $k$ is the number of reported points. This approach is much faster than the naive approach of all vs all distance calculation ($O(n^2)$). The logarithmic scaling allows rapid calculation of contact maps even for large structures with tens of thousands of atoms, such as PQS entries of virus capsids. Briefly, the algorithm begins by building a binary tree that recursively decomposes the $d$-
Figure 2.4: Distribution of buried solvent accessible surface area in interacting SCOP domain pairs. The distribution is calculated from the non-redundant set of interacting domain pairs (Methods). The largest interface is 7225 Å² (not shown). The dashed vertical line shows the cutoff on the solvent accessible surface area used to obtain interfaces for subsequent annotation and analysis.

dimensional (here, \(d = 3\)) input space on alternate axes along the median partition. At each branch the splitting value is stored, which allows a unique bounding box of points to be associated with each node in the tree. The result is a non-uniform hypercube binning of \(d\)-dimensional space, which is adapted to the actual distribution of data points. A nearest neighbor query, given a query point and radius, is then performed by traversing only those branches that may possibly contain a nearest neighbor according to their bounding box definitions. This procedure allows rapid elimination of entire branches of the tree, leaving only those bins that may contain a nearest neighbor. Distance calculations are required only for the points in these candidate bins.
Table 2.2: PIBASE properties. The computed properties characterize each complex at four levels: the overall complex, its constituent domains, interfaces, and binding sites. A subset of the properties are later used to remove interface redundancy and cluster the complexes, interfaces, and binding sites into topological classes.
Figure 2.5: Topology properties calculated for each structure. Color represents the SCOP classification of the domains (blue, g.3.9.1; red, g.3.11.1; black, c.10.2.5). (a) Ribbon and surface representation of the complex of human epidermal growth factor and receptor extracellular domains (PQS entry 1ivo_1.mmol). The interfaces are colored in green. (b) Graph representation of the domain connectivity. Solid lines represent intra-chain interfaces; Dashed lines represent inter-chain interfaces.
(c) Interface and binding site topologies for interface number 4, as defined in (b).

(d) Topological Fingerprints.

<table>
<thead>
<tr>
<th>complex</th>
<th>3-2.3-2.3-1.2-2.2-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>interface 4</td>
<td>3-2T.4B-3-4T-2-4T-3T.4T-4B.5B-2T.5B-2T.5H-1-5H-1-5H-2T.5H-3T.5H-4B.5T-1-5T-2-5T-3-5T-5B.5T-5T.5-1-5-2-5-5B.5-5T.6B-2-6B-3T.6B-4B.6B-5B.6B-5T.7B-1T.7B-2B.7B-2T.7B-4T.7B-5T.7B-5-7B-6B.8H-1B.8H-1B.8H-1B.8H-1T.8H-1-8H-2B.8H-2T.8H-2T.8H-5T</td>
</tr>
<tr>
<td>red binding site</td>
<td>2H-2B.3-2T.3-2T.3-3-4T-2_4T-3-4T-4T.4-4T.4-4T.4-6B-3_6B-4T.6B-4T.6B-4_6B-4_8B-2B.8B-2H.8B-2_8B-4T.8B-4T.8B-4T.8B-4_8B-4_8B-6B</td>
</tr>
<tr>
<td>(interface 4)</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2.5: Topology properties calculated for each structure (cont.). Color represents the SCOP classification of the domains (blue, g.3.9.1; red, g.3.11.1; black, c.10.2.5). (c) Graph representation of the binding site and interface topology for interface 4, as defined in (b). The interface topology is defined by the subgraph containing only dashed edges. The topologies of the two interacting binding sites are defined by the two disconnected subgraphs containing only solid edges. Node shapes represent secondary structure type (triangle is $\beta$ sheet, circle is $\alpha$ helix, filled box is loop, and open box is unassigned). (d) The topological fingerprints are listed for the overall complex, interface number 4, as defined in (b), and one of its corresponding binding sites. The characters in the interface and binding site fingerprints represent secondary structure type (B is $\beta$ sheet, H is $\alpha$ helix, T is Loop, and _ = unassigned). Structure visualization by PyMOL (http://pymol.sourceforge.net); Graph layout by LGL. [3]
Figure 2.6: PIBASE Interface Property Distributions. All the plots are calculated from the non-redundant set of interfaces. (a) Number of secondary structure elements at the interface. Maximum 253 elements (not shown). (b) Number of continuous sequence segments at the interface. Maximum 148 segments (not shown). (c) Number of structural patches at the interface. Maximum 43 structural patches (not shown). (d) Number of Sequence Segments vs Buried Surface Area. $r^2 = 0.71$. 

(a) Number of secondary structure elements at the interface. 

(b) Number of sequence segments at the interface. 

(c) Number of structural patches at the interface. 

(d) Number of Sequence Segments vs Buried Surface Area.
Chapter 3

Protein Complex Compositions

Predicted by Structural Similarity

This chapter has been previously published \([40]\)
Abstract

Proteins function through interactions with other molecules. Thus, the network of physical interactions among proteins is of great interest to both experimental and computational biologists. Here we present structure-based predictions of 3,387 binary and 1,234 higher order protein complexes in *Saccharomyces cerevisiae* involving 924 and 195 proteins, respectively. To generate candidate complexes, comparative models of individual proteins were built and combined together using complexes of known structure as templates. These candidate complexes were then assessed using a statistical potential, derived from binary domain interfaces in PIBASE ([http://salilab.org/pibase](http://salilab.org/pibase)). The statistical potential discriminated a benchmark set of 100 interface structures from a set of sequence-randomized negative examples with a false positive rate of 3% and a true positive rate of 97%. Moreover, the predicted complexes were also filtered using functional annotation and sub-cellular localization data. The ability of the method to select the correct binding mode among alternates is demonstrated for three camelid VHH domain — porcine α-amylase interactions. We also highlight the prediction of co-complexed domain superfamilies that are not present in template complexes. Through integration with MODBASE, the application of the method to proteomes that are less well characterized than that of *S. cerevisiae* will contribute to expansion of the structural and functional coverage of protein interaction space. The predicted complexes are deposited in MODBASE ([http://salilab.org/modbase](http://salilab.org/modbase)).
3.1 Introduction

Recent developments in high-throughput screening have generated large data sets identifying protein complexes. The *Saccharomyces cerevisiae* proteome has been especially well characterized through yeast-two-hybrid (Y2H) [93, 225] and tandem affinity purification (TAP) experiments [65, 66, 88]. Experimentally observed interactions, resulting from both high-throughput and traditional low-throughput methodologies, are deposited in databases such as the Biomolecular Interaction Network Database (BIND, 18) and the Database of Interacting Proteins (DIP, 192).

Concomitant with these experimental advances, a spate of computational techniques to predict protein-protein interactions have also been developed. Several approaches based on protein sequence, structure, function, and genomic features have been described [191]. In an effort to reduce the prediction errors, several methods integrate multiple types of experimentally determined information and theoretical considerations [96, 121, 127].

Structure-based methods have been developed for the prediction of binary protein interactions. InterPreTS [9] uses a statistical potential derived from known hetero-dimer structures and MULTIPROSPECTOR [125] relies on threading to score pairs of proteins that are similar to binary interactions of known structure. In addition to predicting new interactions, structure-based methods can also annotate interactions that have been previously observed experimentally. A recent study used computational methods in conjunction with experimentally determined complex compositions and electron density maps from negative-stain electron cryo-microscopy to generate structural models of yeast complexes [12]. In a similar vein, structural knowledge has been used to predict the domains that are
most likely to mediate binary protein interactions [153].

Here, we describe predictions of proteins that form complexes in *S. cerevisiae* based on similarity to complexes whose atomic structures have been solved experimentally. First, comparative models of conceivable complexes are built and then assessed by a specialized statistical potential. The high-confidence interactions can be additionally filtered by examining orthogonal sources of information including sub-cellular localization and functional annotation.

The current study is unique primarily in its prediction of structural models for higher-order complexes as well as homomeric complexes. Computational methods have been developed to infer higher-order complexes from binary protein interaction networks [17, 207], but they do not explicitly use structural knowledge. Previous studies have also focused primarily on the prediction of heterodimers, though homodimerization is biologically prevalent and functionally significant [133]. We show that the multiple structure-based assessment steps, from the initial fold assignment, to the interaction prediction, enables our method to achieve a higher coverage, and presumably accuracy, than methods based solely on sequence similarity.

We begin by describing the approach and benchmarking the method. Predictions are then presented for proteins in *S. cerevisiae* and validated against experimentally observed complexes. We highlight the performance of the protocol in the selection of the correct binding mode when multiple template interface structures are available and discuss newly predicted co-complexed superfamilies. Finally, we conclude with a brief discussion of potential applications of the method in light of the ultimate goal of full structural coverage.
of interaction space.

3.2 Methods

3.2.1 Prediction Algorithm

Candidate complexes are first generated, then assessed, and finally filtered by orthogonal biological information (Fig. 3.1(a)).

Candidate Complex Generation

Pairs of *S. cerevisiae* proteins were identified as potential interaction partners if they were assigned SCOP domains belonging to superfamilies for which an interaction structure exists in PIBASE (Fig. 3.1(b)) [39]. In some superfamilies, such as the ARM superfamily (SCOP a.118.1), the lengths of the member domains vary widely. Because alignments between structures of different lengths are difficult, a threshold was placed on the relative sizes of the target and template domains - the shorter of the two domains must be at least 60% of the length of the longer domain. In addition, the target domains were required to be aligned with the template domains in sufficient number of positions such that the corresponding template residues formed at least 50% of the template interface contacts.

Protein Data Bank (PDB) [24] structures that contained more than two domains were used as templates for the prediction of higher-order complexes with more than two proteins. Target domains that were assessed to interact through the interface modes in a given PDB structure were listed as candidate members of a complex. Each complex was
Figure 3.1: Prediction Logic Overview. (a) Prediction Flowchart. Groups of protein sequences modeled with SCOP domains observed to form a complex in PIBASE are listed as candidate complexes. These candidate complexes are then assessed by a statistical potential. Interactions that score above a Z-score threshold are filtered using sub-cellular localization and functional annotation. The resultant predictions are deposited in MODBASE. (b) Candidate Complex Generation. Comparative models of target domains are structurally aligned to templates of known structure in PIBASE using the SALIGN module of MODELLER. Putative interface residues are identified from the alignment. (c) Predicted complexes are merged if they contain different domains of a single target protein.
then scored with the worst of the Z-scores for the interacting domain pairs it contained, as described below. This was done to provide a conservative estimate of complex quality based on the lowest scoring constituent interface. Predicted complexes were merged if they contained different domains of a single target protein. In effect, the covalent link between the domains served as a ‘bridge’ between predicted complexes that were based on different templates (Fig. 3.1(c)).

**Assessment of Candidate Complexes**

Each candidate interaction pair was scored by assessing the agreement between the target sequences and the template interface structure using a statistical potential derived from binary interface structures in PIBASE.

First, residue contacts across the interface were calculated for the template interface and grouped into classes based on the main chain or side chain participation of each residue. Next, the MODBASE models of each candidate interaction partner were structurally aligned against the corresponding domains in the template interface using the SALIGN module of MODELLER [188]. Finally, the residue correspondences defined by the alignments were used to score the candidate partner sequences against the template interface contacts using the statistical potential, as described below.

A Z-score was calculated to assess the significance of the raw statistical potential score, by consideration of the mean and standard deviation of the statistical potential scores for 1,000 sequences where all amino acids in the target domain sequences were shuffled. Sequence randomization has been previously shown to perform comparably to a more physical
Orthogonal Biological Information

Orthogonal biological support for each predicted complex was provided by subcellular localization and gene ontology functional annotation of their components, obtained from the YeastGFP [68] and SGD databases [46], respectively. The number of shared localization and function terms were computed for both experimental and predicted complexes. If all pairs of proteins in a complex shared at least one function or localization term, the complex was flagged as co-functioning or co-localized, respectively.

3.2.2 Construction of Statistical Potentials

A series of statistical potentials was built using the binary domain interfaces in PIBASE extracted from structures at or above 2.5 Å resolution, randomly excluding 100 benchmark interfaces. Twenty-four statistical potentials were built using different values of three parameters: the contacting atom types (main chain - main chain, main chain - side chain, side chain - side chain, or all), the relative location of the contacting residues (interior or intra-domain), and the distance threshold for contact participation (4, 6, or 8 Å):
\[ n_{ij}^{(p)} = \begin{cases} n_i^{(p)} n_j^{(p)} & \text{intra-domain potential,} \\ n_i^{(d1)} n_j^{(d2)} + n_i^{(d2)} n_j^{(d1)} & \text{inter-domain potential.} \end{cases} \]

\[ w_{ij} = -\ln \left( \frac{g_{ij}}{\frac{1}{500} \sum_{k=1}^{20} \sum_{l=1}^{20} g_{kl}} \right) \quad (3.2) \]

Each of the \( \Delta n_{ij}^{(p)}(R_o) \) residue pairs of type \( i \) and \( j \) in protein \( p \) that occurred within the distance threshold \( R_o \) was weighted by \( \text{cifa} \), the minimum of the fraction of total atoms (of the type specified in the potential) in each residue that fell within the distance threshold (Eqn. 3.1), and \( n_p \), the number of residues in the protein. This count for each residue type pair was normalized by \( n_{ij}^{(p)} \), the total number of possible contacts of that type in each protein, weighted by \( \max(\text{cifa}_{ij}) \). In the case of the inter-domain potential, \( n_{ij}^{(p)} \) was computed by taking into account the occurrence of each residue type in each domain individually. Finally, the score for each residue type pair was normalized by the sum of the scores observed for all residue type pairs (Eqn. 3.2).

### 3.2.3 Benchmarking of Statistical Potentials

Performance on the benchmark set of 100 randomly selected interface structures, that were excluded during construction of the potentials, was used to compare the 24 statistical potentials. Eighty-four of these benchmark interfaces occur between domains from the same family. This is representative of all interfaces in PIBASE, 8,877 (15.5%) of which are between domains from different families, and 48,257 (84.5%) of which are between domains from the same family. The sequences of the benchmark interfaces were scored against their structures and a Z-score was calculated, as described above. Receiver-
operator curves (ROC) were built to describe the observed false-positive and true-positive rates at different Z-score thresholds. The ROC curves were then integrated to calculate the area under the curve (AUC). The AUC represents the probability that a classifier ranks a randomly chosen positive instance higher than a randomly chosen negative instance, with 0.5 corresponding to a random prediction, and 1 to a perfect classifier [50].

To investigate the effect of variation in the benchmark set on each of the ROC curves, 20 jack-knife trials were performed where 20 randomly selected structures were removed and the ROC curves recomputed using the remaining 80 structures. Standard deviations of the areas under the resulting ROC curves were then calculated.

3.2.4 Validation of complex prediction

The predicted interactions were validated in two ways. First, the predicted *S. cerevisiae* complexes were compared to the experimentally determined complexes in the BIND database [18] and those recently reported by Gavin *et al*, referred to as Cellzome [66]. The binary interactions were compared by counting the overlap of the predictions with the interactions in the BIND and Cellzome sets. The Cellzome set consisted of pairs of proteins that were deemed highly reliable in forming partnerships based on their computed ‘socio-affinity’ score [66].

Second, the higher order complexes were compared between the predicted and experimental sets by counting how many of the predicted complexes were equivalent to, or were subcomplexes of, experimentally determined complexes. Since the predictions are based on known structures, the sizes of the predicted complexes are far smaller than those
obtained by biochemical methods such as tandem affinity purification methods. For this reason, we elected not to use a metric that explicitly penalizes size differences (e.g., the metric defined in [17]).

3.2.5 Binding Mode Selection

The ability of the potential to select the proper binding mode when multiple template interfaces of different orientation are available was assessed. The test cases used were the structures of camelid VHH domains AMB7, AMD10, and AMD9 bound to porcine pancreatic α-amylase (PPA) (PDB codes 1kxt, 1kxv, and 1kxq, respectively). All three modes were evaluated for each VHH-PPA complex using the interface statistical potential.

3.2.6 Data Sources

The prediction algorithm uses three types of data: (i) target protein sequences among which complexes are to be predicted, (ii) structures of protein complexes to be used as templates, and (iii) a list of the locations and types of structural domains in the target and template proteins (Fig. 3.1(a)).

Target Proteins

*S. cerevisiae* protein sequences were obtained from MODBASE, a relational database of annotated comparative protein structure models for all available protein sequences matched to at least one known protein structure [168]. The models were calculated by MODPIPE [52], an automated modeling pipeline that relies on MODELLER for fold assignment, sequence-structure alignment, model building, and model assessment [188]. 6,600
S. cerevisiae proteins were processed, resulting in 9,464 models for 3,440 sequences. 2,659 sequences had at least one reliable model (5,387 reliable models in total). A model is considered reliable when the model score, derived from statistical potentials, is higher than a cutoff of 0.7 [141]. A reliable model has a greater than 95% probability of having at least 30% of Cα atoms within 3.5 Å of their correct positions. 3,376 sequences had at least one reliable fold assignment (8,935 reliable folds in total). A fold assignment is considered reliable when the model is based on a PSI-BLAST match to a template with an e-value smaller than 0.0001.

**Structural Domain Annotation**

The domain definitions for PDB structures were obtained from the SCOP database (ver 1.69) that classifies each domain using a four level hierarchy, class, fold, superfamily, and family [148]. The location and types of domains in the target protein sequences were then predicted using the SCOP annotation of their MODBASE templates, as follows. Domain boundaries were first assigned based on the MODBASE alignment of each target protein to its structural template. Each target domain was required to have at least 70% of the residues in its template domain to receive the domain assignment. Next, if the target domain had greater than 30% sequence identity to the template domain and the MODBASE structural model was assessed to be reliable, the target domain received the template’s SCOP classification at the family level. If the sequence identity was less than 30% and a reliable model was built or if the sequence identity was greater than 30% but MODBASE deemed only a reliable fold assignment, the superfamily was assigned. The
remaining domains received the template domain’s SCOP classification at the fold level, and were not used in the interaction prediction.

For those target proteins for which multiple models were available in MODBASE, a tiling procedure combined the domain assignments for each model into a non-overlapping set of domain boundaries that maximized the coverage length and classification detail in the SCOP hierarchy.

**Template Complexes**

Structures of template complexes were retrieved from PIBASE, a comprehensive relational database of structurally defined protein interfaces [39]. It currently includes 209,961 structures of interactions between 2,613 SCOP domain families. The ASTEROIDS component of the SCOP ASTRAL compendium was used to cluster the interfaces, reducing the computational expense of the predictions [32]. The ASTEROIDS alignments, available for SCOP classes a-g, were used together with the interface contacts stored in PIBASE to cluster all interface structures that shared pairs of SCOP families. When at least 75% of the pairwise residue contacts in one interface also occurred between residues that were aligned in another interface, the two interfaces were merged into a single cluster. The clustering reduced the 79,428 domain interfaces between pairs of domains in the SCOP classes a-g to 21,791 representative interfaces. These interfaces were filtered using a threshold of at least 1,000 interatomic contacts resulting in a set of interfaces of significant size. Thresholds similar to this, which roughly corresponds to a buried surface area of $400 \, \text{Å}^2$, have been previously used to filter crystallographic artifacts from biologically relevant interfaces [83].
Figure 3.2: Assessment of statistical potentials. Receiver operator curves (ROC) are shown for the inter-domain potential performance on the benchmark set of complexes.

The final set of template binary interfaces contained 5,275 structures, including both inter-molecular and intramolecular interfaces.

3.2.7 Technology

The prediction system was implemented as a Perl module and an integrated set of Perl scripts, except for the inter-atomic contacts calculator written in ANSI C. The SALIGN module of MODELLER was used to generate model template alignments. The Perl DBI interface was used to access the MODBASE and PIBASE MySQL databases. The calculations were done in a parallel fashion on 50 3.0 GHz Pentium IV processors, taking 20 hours for the yeast genome. The predictions are accessible via the MODBASE web interface.
3.3 Results

3.3.1 Benchmark

The statistical potentials were tested using the benchmark set of 100 complexes, and their performance compared using receiver operator curves (ROC) (Methods). The highest power of discriminating between the native and non-native interfaces was achieved by the statistical potential built from side chain - side chain contacts across the interfaces at a threshold of 8 Å, corresponding to the extent of the first residue shell (Fig. 3.2). The ROC curve for this potential had an area under the curve (AUC) of 0.993, and at the optimal Z-score threshold of $-1.7$ had true positive and false positive rates of 97% and 3%, respectively. Clear performance trends were observed for the parameters sampled in the potential construction. The general trend of increased performance at the 8 Å threshold over the lower thresholds is likely due to a more complete description of interactions within the first residue shell. The inter-domain potential always performed better than the corresponding intra-domain potential, when all other parameters were equivalent (data not shown). The side chain - side chain (SS) potential performed better than the corresponding main chain - side chain (MS) potential, which in turn performed better than the corresponding main chain - main chain (MM) potential. At 6 Å and 8 Å, the all atom-type potential performed better than only the MM potential. At 4 Å, the all atom-type potential performed better than both MS and MM potentials. The range of performances, generated by varying the other parameters (ie, atom type, inter- or intra- domain), was widest at the 4 Å distance threshold and least at 8 Å.
Jack-knife trials were performed to determine the effect of variation in the benchmark set on the ROC curves (Methods). The AUC of the jack-knifed ROC curves exhibited narrow distributions, with the lowest standard deviation (0.002) achieved by the inter-domain SS potential at 8 Å, and the highest (0.02) achieved by the intra-domain MM potential at 4 Å. This suggests the ROC analysis is robust to variations in the benchmark set.

Here, the potentials were assessed using a benchmark set of native interface structures. In the predictive setting, the absolute performance of each potential will likely be diminished due to errors in the comparative models. However, the relative performance of the different formulations, as captured by the ROC curves, remains a valid guide for selection of the potential to use in the predictions.

3.3.2 Predictions

The best statistical potential, as determined above, was then used to assess candidate interactions between S. cerevisiae proteins. 12,867 binary interactions that scored at or below a Z-score threshold of −1.7 were predicted between 1,390 S. cerevisiae proteins (Fig. 3.3(a)). Next, the co-function and co-localization filters were separately applied, reducing the original 12,867 interactions to 6,808 and 4,606, respectively. The combined co-localization and co-function filter resulted in 3,387 predictions. 12,702 higher-order complexes were also predicted at a Z-score threshold of −1.7 between 589 proteins. Similar to the binary predictions, the orthogonal filters reduced this number to 1,234 complexes between 195 proteins.
The predictions spanned the entire spectrum of target-template sequence similarity (Fig. 3.3(b)). This distribution reflects both the comparative modeling procedure used to build models of the individual proteins and the procedure used to identify potential interaction templates. The mean target-template sequence identity of the reliable models built for *S. cerevisiae* proteins is 31%. Domains from different families within the same superfamily, the SCOP level used to identify potential interaction templates, often share less than 30% sequence identity. Both of these factors influence the distribution of target-template identities observed for the predicted interactions.

The fractions of predicted binary interactions that passed the co-function (53%), co-localization (36%), and both co-function and co-localization (26%) filters were similar to the fractions for BIND interactions (39%, 34%, and 22%, respectively). The Cellzome set more readily passed these filters (65%, 60%, and 46%, respectively).

### 3.3.3 Validation

The predictions were then compared with known experimental interactions, as deposited in the BIND database. 270 of the 3,387 predicted binary interactions that passed the combined co-localization and co-function filter overlapped with known binary interactions. 8 of the 1,234 predicted higher-order complexes were also found as subcomplexes of experimental complexes.

The enrichment of the unfiltered predictions with known binary interactions begins to plateau at 0.2 around a Z-score threshold of −3.5, with an enrichment value of 0.03 at the Z-score of −1.7 (Fig. 3.4(a)). The predictions that passed the separate localization
and function filters both reached a peak of 0.28 at a Z-score of $-3.6$. Both filters produced enrichment values of 0.06 at the Z-score threshold of $-1.7$. The enrichment of the predictions that passed the combined co-localization and co-function filter exhibited a higher peak of 0.36 at the Z-score of $-3.6$. At the Z-score threshold of $-1.7$, the combined filter produced an enrichment of 0.08, a more than two-fold increase compared to the unfiltered predictions.

### 3.3.4 Comparison to other computational methods

The performance of the method in predicting binary interactions is comparable to similar structure-based methods that have been previously applied to *S. cerevisiae* on a genomic scale. Here, an overlap of 270 binary interactions is observed between the set of 3,387 (8%) predictions and 19,424 (1.4%) experimentally observed binary interactions. 374 of 7,321 (5%) interactions predicted by threading occurred in a set of 78,930 (0.4%) experimentally determined yeast interactions [126]. An overlap of 59 predicted interactions with an experimental set of 2,590 (2.3%) interactions was obtained by interface model assessment [9].

To compare it directly to a method that does not use structural assessment, PSI-BLAST [195] was used to predict binary interactions by detecting similarities between *S. cerevisiae* proteins and the template complexes. An overlap of 929 binary interactions was observed between the set of 36,790 (2.5%) predictions and the 19,424 (4.8%) experimentally observed binary interactions.
<table>
<thead>
<tr>
<th>Input</th>
<th>Protein Interactions</th>
<th>Proteins</th>
<th>Domain Interfaces</th>
<th>Domains</th>
</tr>
</thead>
<tbody>
<tr>
<td>MODBASE models</td>
<td>-</td>
<td>3,440</td>
<td>-</td>
<td>5,219</td>
</tr>
<tr>
<td>Template Complexes</td>
<td>-</td>
<td>-</td>
<td>5,275</td>
<td>9,314</td>
</tr>
</tbody>
</table>

**Binary Interactions**

<table>
<thead>
<tr>
<th></th>
<th>Protein Interactions</th>
<th>Proteins</th>
<th>Domain Interfaces</th>
<th>Domains</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z-score ≤ −1.7</td>
<td>12,867 (5.1%)</td>
<td>1,390</td>
<td>13,773</td>
<td>1,727</td>
</tr>
<tr>
<td>Z + Co-Function</td>
<td>6,808 (9.6%)</td>
<td>1,152</td>
<td>7,364</td>
<td>1,389</td>
</tr>
<tr>
<td>Z + Co-Localization</td>
<td>4,606 (14.1%)</td>
<td>1,021</td>
<td>5,030</td>
<td>1,255</td>
</tr>
<tr>
<td>Z + Co-Loc + Co-Func</td>
<td>3,387 (19.2%)</td>
<td>924</td>
<td>3,738</td>
<td>1,112</td>
</tr>
</tbody>
</table>

**Higher-Order Complexes**

<table>
<thead>
<tr>
<th></th>
<th>Protein Interactions</th>
<th>Proteins</th>
<th>Domain Interfaces</th>
<th>Domains</th>
</tr>
</thead>
<tbody>
<tr>
<td>Z-score ≤ −1.7</td>
<td>12,702</td>
<td>589</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Z + Co-Function</td>
<td>3,544</td>
<td>332</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Z + Co-Localization</td>
<td>2,189</td>
<td>280</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Z + Co-Loc + Co-Func</td>
<td>1,234</td>
<td>195</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 3.3: *S. cerevisiae* predictions. (a) Predictions of binary and higher-order complexes filtered by sub-cellular localization and annotated function. The homomeric fraction of interactions is listed in parenthesis. (b) Average sequence identity of predicted interaction partners to template interacting domains vs Z-score. The predictions shown were scored with Z-score ≤ −1.7, and passed the combined co-localization and co-function filter.
Figure 3.4: Experimental overlap of *S. cerevisiae* predictions. (a) The probability of finding an experimentally observed interaction in the predicted set, as a function of the statistical potential Z-score. The unfiltered predictions are represented by dotted-dashed, the co-function filtered by dotted, the co-localization by dashed, and the combined co-localization and co-function filtered set by solid lines. The curves are only shown to a Z-score threshold of $-5.0$, because of the sparseness of predictions below this level. (b) Experimental overlap of the binary and higher-order predictions filtered by sub-cellular localization and annotated function.

<table>
<thead>
<tr>
<th></th>
<th>Predicted</th>
<th>All</th>
<th>BIND</th>
<th>Cellzome</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Binary Interactions</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>experimental</td>
<td>19,424</td>
<td>13,191</td>
<td>6,942</td>
<td></td>
</tr>
<tr>
<td>$Z$-score $\leq -1.7$</td>
<td>12,867</td>
<td>409</td>
<td>324</td>
<td>151</td>
</tr>
<tr>
<td>$Z$ + Co-Function</td>
<td>6,808</td>
<td>390</td>
<td>311</td>
<td>145</td>
</tr>
<tr>
<td>$Z$ + Co-Localization</td>
<td>4,606</td>
<td>278</td>
<td>220</td>
<td>102</td>
</tr>
<tr>
<td>$Z$ + Co-Loc + Co-Func</td>
<td>3,387</td>
<td>270</td>
<td>217</td>
<td>97</td>
</tr>
<tr>
<td><strong>Higher-Order complexes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>experimental</td>
<td>783</td>
<td>296</td>
<td>491</td>
<td></td>
</tr>
<tr>
<td>$Z$-score</td>
<td>12,702</td>
<td>66</td>
<td>54</td>
<td>35</td>
</tr>
<tr>
<td>$Z$ + Co-Function</td>
<td>3,544</td>
<td>51</td>
<td>45</td>
<td>28</td>
</tr>
<tr>
<td>$Z$ + Co-Localization</td>
<td>2,189</td>
<td>14</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td>$Z$ + Co-Loc + Co-Func</td>
<td>1,234</td>
<td>8</td>
<td>4</td>
<td>7</td>
</tr>
</tbody>
</table>
3.3.5 Alternate Binding Modes

The ability of the algorithm to correctly select the native binding mode when alternate templates are available was tested. The native binding mode was correctly selected for all three VHH domains interacting with porcine pancreatic α-amylase (Fig. 3.5). In addition, the statistical potential scores that were computed for the native binding modes exhibit the same rank-order as the affinity measured experimentally by total internal reflectance [120].
3.3.6 Co-complexed domains

An extension process merged predicted complexes containing different domains of a single target protein (Fig. 3.1(c)). This process predicted 279 pairs of co-complexed SCOP domain families that were not present in the structures of template complexes. The comparison to experimental complexes was done at the superfamily level, as many of the domains in the experimental complexes were assigned domains that were classified only to this level in the SCOP hierarchy (Fig. 3.6).

3.4 Discussion

We presented a method to predict protein complex compositions by generating comparative models of candidate complexes based on sequence similarity to structurally known complexes followed by model assessment (Fig. 3.1). We applied the method to the S. cerevisiae proteome (Fig. 3.3) and compared the predicted complexes with experimental data (Fig. 3.4, Fig. 3.6). We further tested the method by distinguishing between multiple template binding modes (Fig. 3.5). We now discuss the observed performance and describe
the limitations of the algorithm. We close by discussing the information gained in the present study and its applications to increasing structural description of protein interactions.

3.4.1 Accuracy

Because a large set of true negative interactions is not available, only the positives, or predicted interactions, can be compared between experiment and predictions. This limitation restricts the validation of the predictions because if the Z-score threshold is loosened, maximal overlap can be achieved at the expense of the false positive rate. However, the false positive rate can not be counted with certainty, as false positives can not be distinguished from false negatives in the experimental data sets, which can be quite high [235]. Similar validation problems are encountered when testing protein ligand docking algorithms. Here, a measure related to the enrichment factor used in protein ligand docking was applied (Fig. 3.4(a)).

The overlap observed between the predicted and experimentally observed complexes is comparable to that between different experimental procedures [235]. 270 of the 3,387 predicted binary interactions and 8 of the 1,234 predicted higher-order complexes were present in the BIND or Cellzome datasets (Fig. 3.4).

This overlap is a result of several factors. First, by construction our method is restricted to protein interactions for which structural templates exist. For this reason, our method is also biased towards complexes that are stable enough to be amenable to structure determination, whereas the yeast-two-hybrid method that populates most of the high-throughput entries in BIND, is biased towards transient interactions [235]. Secondly,
many PDB entries do not contain complete domains for both partners (e.g., SH3 domain - peptide complexes) and were thus not considered as templates in the current prediction protocol. Finally, the challenge faced in predicting binary interactions increases combinatorially for higher-order complexes.

Errors in the predicted interactions are also a result of errors that may arise in each stage of the comparative modeling procedure, including fold assignment, alignment, and structure modeling. Comparative modeling errors vary in type and magnitude with the sequence identity between the template and target proteins [128]. At very low sequence identities, the fold type of the target sequence may be assigned erroneously. When the proper fold has been assigned, misalignments may still occur due to gaps and insertions in the target sequence. Given the correct alignment, main chain distortions may still occur due to differences in the target and template backbone structure. At the finest resolution, side chains may suffer from errors in packing. These comparative modeling errors contribute to both false positives and false negatives in the predicted interactions.

The use of sub-cellular localization data and functional annotation as filters for the predictions increased their overlap with experimental complexes, as compared to the unfiltered predictions. This finding is in agreement with previous observations that combining multiple sources of information improves the accuracy of function annotation as well as interaction prediction [96, 121, 127]. Our method easily allows for the use of additional biological filters when other types of data are available, such as synthetic gene lethality [219], co-expression [217], etc. This incremental addition of orthogonal information is also necessary to more accurately represent the conditions in the cellular milieu, where the propensity
of two protein structures to interact is not limited only by the physical chemistry of the interaction, but also by higher levels of biological regulation, including compartmentalization, expression, degradation, abundance, etc. Depending on the application, the user may decide to apply different biological filters.

### 3.4.2 Importance of Structure

The majority (98.6%) of the filtered binary interactions as well as the subset that overlapped with experimentally observed interactions (86.9%) were based on templates sharing less than 80% sequence identity, a threshold previously established for reliable transfer of a known interaction to a putative interaction between homologous proteins (Fig. 3.3(b)) [247]. This distribution highlights the advantage garnered by the use of structure and the importance of a structure-based assessment.

One such example is the experimentally observed interaction between LSM2 and LSM7 that was predicted here based on structural similarity to the 14-mer complex of SmAP3, an Sm-like protein from the archae *Pyrobaculum aerophilum* (PDB 1m5q). The sequence identities of LSM2 and LSM7 to SmAP3 are 23% and 2.4%, respectively. While interface templates with higher sequence identities were available (highest identities of 20.7% for LSM2 and 32.1% for LSM7 to chains G and A of PDB 1jbm, respectively), the 1m5q-based model was scored most favorably by the statistical potential. Another example of a known interaction predicted using a distantly related template interaction is that between the delta (GCD2) and beta (GCD7) subunits of the translation initiation factor eIF2B, predicted based on similarity to the structure of Ypr118w, a methylthioribose-1-phosphate
isomerase related to regulatory eIF2B subunits. The prediction was made based on sequence similarities of 16% and 15%, respectively.

For comparison, a naïve search for putative interaction partners was performed by using PSI-BLAST to detect similarities between yeast proteins and the template complexes. As expected, this approach, which is equivalent to the current method performed without the structural assessment, predicted more binary interactions that have been observed previously by experiment (929) than the structure-based method (270). However, the naïve approach likely suffers from a higher false positive rate, as can be observed in the lower enrichment of its predictions with experimentally observed interactions (2.5%) than the structure-based method (8%) (Methods).

3.4.3 Alternative Binding Modes

The ability of the algorithm to choose the correct binding mode when multiple templates are available was illustrated by evaluation of three alternative binding modes that have been structurally characterized between porcine pancreatic α-amylase and camelid VHH domains (Fig. 3.5). The algorithm successfully chose the native binding mode for all three VHH domains. In addition, the statistical potential scores that were computed for the native binding modes exhibit the same rank-order as the affinity of the interactions measured by total internal reflectance [120].

However, this example is also cautionary in that each VHH domain had one non-native mode that scored below the optimal Z-score threshold, though only the native modes produced negative raw scores (Results). In a large-scale predictive setting, if the native
binding mode was not available as a template, the VHH domain would have been predicted to interact with PPA, but through an incorrect binding mode. This example illustrates a connection between the observed performance and the underlying scoring scheme. However, a systematic analysis of alternative binding modes in protein interactions, and the ability of our method to distinguish them, remains a useful goal for the future.

### 3.4.4 Network Specificities

A more difficult test of the method is the prediction of specificities within interaction networks between homologous proteins. To address this problem, the method was applied to predict the specificities within the Epidermal Growth Factor Receptor (EGFR) and Tumor Necrosis Factor $\beta$ (TNF$\beta$) networks of ligand receptor interactions (data not shown). In both networks the method failed to recapitulate known binding preferences. Specifically, the rank order of the Z-scores for the assessed pairs did not correlate with known binding preferences.

This error was not surprising. The randomization scheme employed in the Z-score assessment of the raw statistical potential score simulated alternative binding modes. In contrast, it was not designed or tested to determine specificities. This task is difficult as large training data sets of this type are not available.

Rather than predicting specificities, the method presented here is applicable as a first pass for genome-wide predictions of protein complexes. The resulting predictions are then suitable for a follow up with more accurate computational methods, which on their own are not feasible on a large-scale.
3.4.5 Extension of Known Co-complexed Domain Superfamilies

Large protein complexes present unique challenges to structural characterization. Direct physical interactions have been experimentally observed between domains from 671 pairs of different SCOP superfamilies (excluding homo-family interactions). Domains from 1,555 pairs of different superfamilies have been observed to co-complex in the same PDB entry. 420 of these pairs have also been observed in biochemical complexes. Through an extension process that merged predicted complexes containing different domains of a single target protein, an additional 100 pairs of superfamilies were predicted to be co-complexed (Fig. 3.1(c), Fig 3.6). 43 of these newly predicted pairs were also found in the experimental complexes. This extension procedure will be especially informative when applied to proteins from higher organisms with greater domain architecture complexity than \textit{S. cerevisiae} [25].

3.4.6 Future Directions

We presented a tool for the prediction and assessment of the composition and structure of protein complexes. The results suggest that the algorithm may in practice be useful in conjunction with additional biological data, such as protein localization and functional annotation. Through its integration with MODBASE, the method is applicable, in an automated fashion, to all genomes with sequences that are amenable to comparative protein structure modeling. The method will be especially informative for proteomes of species that have not been characterized to the extent of \textit{S. cerevisiae}, either because the genomes have only recently been sequenced or because the organisms are difficult to analyze experimentally.
In addition to proposing new protein complexes that have not previously been observed, the present study also enables a more rigorous, structure-based, analysis of experimental protein interaction data. For instance, the system could be used to distinguish complexes from temporally distinct interactions by assessing whether the interactions are sterically compatible or exclusive [79]. The predictions may also prove useful in guiding experiments that aim to probe the interactions, such as various site-directed mutagenesis and interaction design studies.

Comparative protein structure modeling is increasingly used to help bridge the resolution gap between electron cryo-microscopy (cryo-EM) density maps and atomic protein structures [221]. Fitting of protein and protein domain models into density maps of large assemblies is already common, but depending on the resolution, the information encoded in the map is often insufficient for an unambiguous determination of the positions and orientations of the individual proteins [55]. Models of the complexes predicted here may provide additional restraints for a more accurate fitting of proteins into large complexes studied by cryo-EM and electron cryo-tomography [12, 190].

As the number and size of experimentally determined structures of protein complexes increase, the number of complexes that can be predicted and modeled using these structures as templates increases correspondingly, expanding the structural coverage of protein interaction space [10]. In combination with other computational methods, the presented method will allow biologists to harness interaction information that has been experimentally determined for similar systems to inform their hypotheses or experiments.
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Chapter 4

Host–Pathogen Protein Interactions Predicted by Structure

This chapter includes text that will be submitted for publication.

Abstract

Pathogens have evolved numerous strategies to invade their hosts, acquire nutrients, and evade host immune defenses, while hosts have evolved immune responses and other defenses to these foreign challenges. The vast majority of these interactions involve protein–protein recognition. Here, we present and apply a computational whole-genome protocol that generates testable predictions of potential host–pathogen protein interac-
tions. The protocol first scans the host and pathogen genomes for proteins with similarity to known protein complexes, then assesses these putative interactions, using structure if available, and finally filters the remaining interactions using biological context, such as the stage-specific expression of pathogen proteins and tissue expression of host proteins. The technique was applied to ten pathogens, including species of mycobacterium, apicomplexa, and kinetoplastida, responsible for “neglected” human diseases. The method was assessed by (i) comparison to a set of known host–pathogen interactions, (ii) comparison to gene expression and essentiality data describing host and pathogen genes involved in infection, and (iii) analysis of the functional properties of the human proteins predicted to interact with pathogen proteins. The final set of 1,501 potential host–pathogen protein interactions predicted for *Plasmodium falciparum*, one of the ten pathogens studied, is approximately 5 orders of magnitude smaller than the initial set of all possible pairs, with an estimated 2 order of magnitude enrichment in true interactions. The predictions include interactions from previously characterized mechanisms, such as cytoadhesion and protease inhibition, as well as suspected interactions in hypothesized networks, such as apoptotic pathways. We present several specific predictions which warrant experimental follow-up. Our computational method provides a means to mine whole-genome data and is complementary to experimental efforts in elucidating networks of host–pathogen protein interactions. It can ultimately aid in the identification of potential targets for immunization and chemotherapy strategies.
4.1 Introduction

Genome sequencing has changed the scale and diversity of biomedical problems amenable to investigation [77]. Complete genome sequences are now readily available for many species, including human and a number of biomedically relevant microbes. Functional insights into the proteins encoded by these genomes are emerging from technical advances such as three-dimensional structure determination and the detection of genetic and physical interactions [18, 19, 22, 240, 244]. For example, within one year of the SARS outbreak, the causative agent was classified as a new coronavirus using DNA microarray technology, its genome was sequenced, structures of key proteins were proposed by comparative modeling, and potential inhibitors were identified through molecular docking studies [14, 117, 184, 234, 245]. However, in general, the wealth of genomic information available for both human host and pathogens remains unmined due to the lack of whole-genome protocols that can predict host–parasite interactions.

Pathogens have evolved numerous strategies to successfully invade their hosts, acquire nutrients, and evade their immune defenses [147]. These strategies often involve direct interactions between host and pathogen molecules, including the formation of protein complexes. Molecular mimicry of host cellular components has been observed as a bacterial and viral infection strategy in which the pathogen is able to circumvent the host immune system as well as harness the host signaling pathways to benefit its own survival [7, 210]. For example, the Salmonella virulence protein SptP activates the human Rho-GTPase Rac1 in a structurally similar mode as human Cdc42 GAP activates the human Rho-GTPase Cdc42 [209]. Host factors also determine the course of infection [105]. Productive HIV in-
fection requires several host factors, including ATM kinase, inhibition of which was recently demonstrated to suppress HIV infection \[71, 119\].

The host and pathogen genes and proteins involved in the infection process are currently studied using traditional small-scale biochemical and genetic experiments, which focus on one protein or pathway at a time, or a few genome-scale studies that survey the response of many genes and proteins simultaneously. The genome-scale studies utilize technologies such as RNA interference, transposon mutagenesis, and genomic microarrays to identify and characterize the genes involved in infection and the time-course of their involvement \[28, 89, 166\].

Although the exact number of host–pathogen protein interactions involved in infection is difficult to estimate, it is likely that the currently known interactions for specific host–pathogen pairs, which vary in number from none to approximately ten, do not represent the complete interaction networks. Recently, a computational method predicted 20 putative interactions between 20 human and 8 Kaposi’s sarcoma-associated herpesvirus (KSHV) proteins. 13 of these interactions were verified by co-immunoprecipitation, all of which were previously unidentified \[226\]. Thus, even for pathogens with small genomes, such as the \(\sim\)80 open reading frames in KSHV, much is left to be learned about the network of interactions between host and pathogen proteins.

While experimental efforts to characterize these networks can enhance our knowledge of the infection process, large-scale experimental methods, such as tandem affinity purification and yeast-two-hybrid experiments, also exhibit significant false negative as well as false positive error rates. For example, yeast-two-hybrid experiments have an estimated false
positive rate of over 50% and a false negative rate approaching 90% [81]. Computational methods have demonstrated utility in improving the coverage and accuracy of identifying protein–protein interactions in combination with experimental data sets [96, 121]. Computational methods may similarly complement large-scale experimental efforts to characterize host–pathogen interaction networks. These methods incur essentially no material costs, present no safety concerns to laboratory workers, and are unaffected by the experimental challenges of culturing pathogens, and expressing and purifying their proteins.

One useful role of computation is to reduce the total number of potential host–pathogen protein interactions to an experimentally tractable number of interactions, while improving the enrichment of true interactions. Here, we develop and apply a protocol that sequentially reduces the number of potential protein interactions between a host and pathogen by combining experimental genomic, proteomic, and structural data together with comparative protein structure modeling to predict pairs of pathogen and host proteins that potentially interact physically. The protocol begins by identifying pairs of host and pathogen proteins that each have similarity to components of a known interaction. Next, the putative interface is assessed using structure, if available. Finally, independent information that captures the biological context of potential interactions, such as the stage-specific expression of pathogen proteins and tissue expression of host proteins, is used to filter the initial set of pairs. The result of the protocol is an enriched candidate set that is suitable for subsequent experimental study. Here, we have applied the protocol to ten human pathogens, including species of mycobacteria, kinetoplastida, and apicomplexa, that are responsible for “neglected” human diseases. These pathogens infect over one billion people and incur over
We first describe the protocol, detailing the data sources and the computations used. We then present the predictions made for the ten pathogens. We assess the protocol by (i) comparison to a set of known host–pathogen protein interactions, (ii) comparison to gene expression and essentiality data describing host and pathogen genes involved in infection, and (iii) analysis of the functional properties of the human proteins predicted to potentially interact with pathogen proteins. We present several specific predictions whose support in the literature warrants experimental follow-up. We discuss the observed performance of the method and future improvements. Finally, we conclude by discussing the implications of these results for understanding the molecular mechanisms of pathogenesis and designing immunization and chemotherapy strategies.

4.2 Results

The protocol begins with the target set of host and pathogen protein sequences (Fig. 4.1, Materials and Methods). These sequences are first modeled by an automated comparative protein structure modeling pipeline that detects similarities to all known protein sequences and structures. Pairs of host and pathogen proteins that each have detectable similarity to components of a known interaction are identified. If an experimentally determined three dimensional structure of the known interaction is available, structural models are built for the host and pathogen target sequences, and their putative interface is assessed using a statistical potential score. In the absence of structure, the significance of the similarity between the target proteins and their corresponding interaction templates is
assessed using a sequence similarity score. These potential interactions are then filtered by the biological context of their component proteins, such as life-cycle stage and tissue expression, and by the network-level information, including the template usage frequencies.

4.2.1 Detecting sequence and structure similarities

The interaction template coverage of the pathogen proteomes, or fractions of the pathogen proteomes that had detectable similarity to a protein that in turn interacted with a protein to which a human protein had detectable similarity, ranged from 16% of *T. cruzi* sequences to 25% of *C. parvum* sequences (Table 4.1). 34% of the human proteome had
Table 4.1: Interaction template and biological data coverage of the genomes analyzed. Our automated comparative protein modeling pipeline MODPIPE was used to detect sequence and structure similarities to proteins in known complexes. Biological coverage refers to those proteins for which at least one type of annotation was available (Table 4.6).

detectable similarity to a protein that in turn interacted with a protein to which a pathogen protein had detectable similarity.

4.2.2 Identifying pairs of proteins with similarity to known complexes

The number of pairs of host and pathogen proteins that had detectable similarity to known interacting proteins varied widely among the pathogen species, with the bacterial pathogens having far fewer pairs than the eukaryotic pathogens (Table 4.2 column 2). For example, 43,528 host–pathogen protein pairs were identified for the *M. tuberculosis* proteome (3,954 sequences, 18% interaction template coverage), while 160,952 pairs were identified for the *C. hominis* proteome with approximately the same proteome size and interaction template coverage (3,886 sequences, 20% interaction template coverage). Among the eukaryotic pathogens, the number of host–pathogen protein pairs varied approximately...
in proportion to the size of the pathogen proteome (Tables 4.1, 4.2).

4.2.3 Assessing the sequence or structural basis of the potential interactions

The assessment procedure, using the statistical potential score when structure was available, or the sequence identity threshold in the absence of structure, identified approximately 5% of the host–pathogen pairs identified in the previous step as possible interacting partners (Table 4.2). The reduction in the number of pairs by this assessment was greatest for the *T. gondii*–human pairs, of which only 3.4% passed the scoring thresholds.

As expected from the number of host–pathogen protein pairs with interaction templates, the *Mycobacterium* species have far fewer predicted potential interactions than the eukaryotic pathogens. The number of potential interactions predicted between *M. tuberculosis* and human proteins was approximately 3-fold smaller than that for the similarly sized *C. hominis* proteome.

4.2.4 Applying biological and network-level filters

The fractions of the pathogen proteomes with biological annotations varied widely, from the well characterized *P. falciparum* proteome (88%) to the minimally characterized *P. vivax* proteome (8%) (Tables 4.1, 4.6). The low biological coverage of *P. vivax*, whose genome sequencing is still in progress, results from minimal gene ontology function annotation as well as poor experimental coverage relative to other *Plasmodium* species. Potential interactions between host and pathogen proteins that each met at least one biological cri-
terion were considered to pass the biological context filter (Materials and Methods).

Next, we implemented a network-level filter that flagged those predictions based on templates that were used for more than 1% of the total predictions. This filtering was done because these predictions exhibited a low level of observed interaction specificity. For example, many pairs of G-protein subunits α and β were predicted to potentially interact with each other based on the crystal structure of the G-protein G heterotrimer (PDB 1GG2).

Application of the biological and network-level filters resulted in a wide range of reductions in predicted complexes (Table 4.2). This variability in reduction is due to the different levels of biological annotation used for the genomes. For example, P. falciparum had the highest biological annotation coverage (88%) and, as expected, the highest fraction of potential interactions that passed the biological and network-level filters (13%). This final set of potential P. falciparum–human interactions is a 5 order of magnitude smaller than the initial set of all possible protein pairs. The low coverage of biological annotation for other pathogens was also evident, as filtering the predictions for two pathogens, T. brucei and T. gondii, resulted in removal of all potential interactions.

### 4.2.5 Assessment

Next, the predictions were assessed to characterize the coverage and accuracy of the method. Coverage refers to the fraction of interactions that are accessible by the method and accuracy refers to the fraction of the covered interactions that were correctly identified. We assessed the quality of the protocol in three ways.
Pathogen | Pairs with templates | Potential interactions | Filtered interactions |
---|---|---|---|
*M. leprae* | 26,234 (6,200/359) | 1,351 (706/101) | 13 (13/1) |
*M. tuberculosis* | 43,528 (6,549/729) | 2,474 (992/240) | 45 (41/13) |
*L. major* | 411,468 (9,978/1,908) | 22,243 (2,680/656) | 289 (186/29) |
*T. brucei* | 427,884 (9,935/1,817) | 20,797 (2,546/661) | 0 (0/0) |
*T. cruzi* | 750,419 (10,078/3,147) | 33,869 (2,601/1,028) | 914 (356/138) |
*C. hominis* | 160,952 (9,118/780) | 7,237 (1,854/257) | 79 (59/8) |
*C. parvum* | 203,570 (9,242/958) | 10,987 (2,108/335) | 211 (156/13) |
*P. falciparum* | 200,428 (9,554/1,126) | 11,655 (2,291/434) | 1,501 (826/216) |
*P. vivax* | 211,185 (9,546/1,131) | 12,159 (2,305/399) | 34 (26/4) |
*T. gondii* | 216,187 (9,683/1,311) | 7,282 (2,024/261) | 0 (0/0) |

Table 4.2: Potential interaction set reduction by assessment and filtering. The potential interactions meet the structural assessment or sequence alignment significance criteria. These interactions are then filtered so that they meet at least one pathogen biological criterion, one host biological criterion, and are based on a template that is used for less than 1% of the total number of predictions in a given host–pathogen network.

4.2.6 Assessment I: Comparison of predicted and known host–pathogen protein interactions

The predicted potential interactions were first compared to a set of known host–pathogen protein interactions (Table 4.3). This set of known interactions, which are the result of studies that have focused on single proteins or interactions, is too small to rigorously assess the method. However, this set still allows insight into the performance of the method, highlighting what is missed and what is captured. Our protocol recovered 4 of the previously identified host–pathogen protein interactions published in the literature for the ten pathogen species. Other known interactions were not identified because of the lack of available template interactions in the interaction databases. None of these latter cases was due to incorrect assessment by our method (Fig 4.1 step 3). As expected, this result suggests that currently, a limitation of the protocol is the restriction of the coverage
to interactions with an appropriate template.
<table>
<thead>
<tr>
<th>Pathogen</th>
<th>Pathogen Protein</th>
<th>Human Protein</th>
<th>Evidence</th>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1</strong> M. leprae</td>
<td>histone-like protein</td>
<td>laminin-2</td>
<td>[41]</td>
<td>No template</td>
</tr>
<tr>
<td><strong>2</strong> M. leprae</td>
<td>fibronectin-attachment protein</td>
<td>fibronectin</td>
<td>[216]</td>
<td>No template</td>
</tr>
<tr>
<td><strong>1</strong> M. tuberculosis</td>
<td>Rv3763</td>
<td>TLR2</td>
<td>[124]</td>
<td>No template</td>
</tr>
<tr>
<td><strong>2</strong> M. tuberculosis</td>
<td>Rv1411c</td>
<td>TLR2</td>
<td>[67]</td>
<td>No template</td>
</tr>
<tr>
<td><strong>3</strong> M. tuberculosis</td>
<td>glycopolype Apa</td>
<td>pulmonary surfactant protein A</td>
<td>[176]</td>
<td>No template</td>
</tr>
<tr>
<td><strong>4</strong> M. tuberculosis</td>
<td>heparin-binding hemaglutatin</td>
<td>complement C3</td>
<td>[146]</td>
<td>No template</td>
</tr>
<tr>
<td><strong>5</strong> M. tuberculosis</td>
<td>fibronectin-attachment protein</td>
<td>fibronectin</td>
<td>[2, 146]</td>
<td>No template</td>
</tr>
<tr>
<td><strong>L. major</strong></td>
<td>none</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>1</strong> T. brucei</td>
<td>ornithine decarboxylase</td>
<td>ornithine decarboxylase</td>
<td>[158]</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>2</strong> T. brucei</td>
<td>serum resistance associated protein</td>
<td>apolipoprotein L-I</td>
<td>[231]</td>
<td>No template</td>
</tr>
<tr>
<td><strong>3</strong> T. brucei</td>
<td>trypanopain-Tb</td>
<td>cystatins</td>
<td>[223]</td>
<td>Yes</td>
</tr>
<tr>
<td><strong>1</strong> T. cruzi</td>
<td>Tc85-11 (trans-sialidase)</td>
<td>cytokeratin 18</td>
<td>[129]</td>
<td>No template</td>
</tr>
<tr>
<td><strong>2</strong> T. cruzi</td>
<td>Tc85-11 (trans-sialidase)</td>
<td>laminin</td>
<td>[69, 134]</td>
<td>No template</td>
</tr>
<tr>
<td><strong>3</strong> T. cruzi</td>
<td>calreticulin</td>
<td>complement component 1 q</td>
<td>[4]</td>
<td>No template</td>
</tr>
<tr>
<td><strong>4</strong> T. cruzi</td>
<td>cruzipain</td>
<td>alpha-2-macroglobulin</td>
<td>[177, 178]</td>
<td>No template</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Pathogen</th>
<th>Pathogen Protein</th>
<th>Human Protein</th>
<th>Evidence</th>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>T. cruzi cruzipain</td>
<td>cystatins</td>
<td>[212]</td>
<td>Yes</td>
</tr>
<tr>
<td>6</td>
<td>T. cruzi cruzipain</td>
<td>pregnancy zone protein</td>
<td>[178]</td>
<td>No template</td>
</tr>
<tr>
<td>7</td>
<td>T. cruzi gp82 (trans-sialidase)</td>
<td>mucin</td>
<td>[151]</td>
<td>No template</td>
</tr>
<tr>
<td>8</td>
<td>T. cruzi SA85-1.1</td>
<td>mannose receptor</td>
<td>[102]</td>
<td>No template</td>
</tr>
<tr>
<td>9</td>
<td>T. cruzi SA85-1.1</td>
<td>mannose-binding protein</td>
<td>[102]</td>
<td>No template</td>
</tr>
<tr>
<td>10</td>
<td>T. cruzi Tc13 (trans-sialidase)</td>
<td>beta-1-adrenergic receptor</td>
<td>[63]</td>
<td>No template</td>
</tr>
<tr>
<td>11</td>
<td>T. cruzi trans-sialidase</td>
<td>sialomucin cd43</td>
<td>[218]</td>
<td>No template</td>
</tr>
<tr>
<td>12</td>
<td>T. cruzi trans-sialidase</td>
<td>cruzin</td>
<td>[171, 172]</td>
<td>No template</td>
</tr>
<tr>
<td>13</td>
<td>T. cruzi gp72</td>
<td>complement component C3</td>
<td>[97]</td>
<td>No template</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pathogen</th>
<th>Pathogen Protein</th>
<th>Human Protein</th>
<th>Evidence</th>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>C. hominis</td>
<td>none</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C. parvum</td>
<td>none</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>P. falcipara falcipain-2</td>
<td>(G. gallus) cystatin</td>
<td>[238]</td>
<td>Yes</td>
</tr>
<tr>
<td>2</td>
<td>P. falcipara MESA</td>
<td>protein 4.1</td>
<td>[237]</td>
<td>No template</td>
</tr>
<tr>
<td>3</td>
<td>P. falcipara PfEMP1</td>
<td>CD36</td>
<td>[236]</td>
<td>No template</td>
</tr>
<tr>
<td>4</td>
<td>P. falcipara PfEMP1</td>
<td>ICAM-1</td>
<td>[236]</td>
<td>No template</td>
</tr>
</tbody>
</table>

Continued on next page
Table 4.3 – continued from previous page

<table>
<thead>
<tr>
<th>Pathogen</th>
<th>Pathogen Protein</th>
<th>Human Protein</th>
<th>Evidence</th>
<th>Predicted</th>
</tr>
</thead>
<tbody>
<tr>
<td>5  P. falciparum</td>
<td>PfHRP1</td>
<td>ankyrin</td>
<td>[130]</td>
<td>No template</td>
</tr>
<tr>
<td>6  P. falciparum</td>
<td>MSP1</td>
<td>band 3</td>
<td>[70]</td>
<td>No template</td>
</tr>
<tr>
<td>7  P. falciparum</td>
<td>EBA-181</td>
<td>erythrocyte protein 4.1</td>
<td>[118]</td>
<td>No template</td>
</tr>
<tr>
<td>8  P. falciparum</td>
<td>EBA-175</td>
<td>glycophorin A</td>
<td>[156, 202]</td>
<td>No template</td>
</tr>
<tr>
<td>9  P. falciparum</td>
<td>EBA140</td>
<td>glycophorin C</td>
<td>[131]</td>
<td>No template</td>
</tr>
<tr>
<td>10 P. falciparum</td>
<td>PfEMP1</td>
<td>complement receptor 1</td>
<td>[116]</td>
<td>No template</td>
</tr>
<tr>
<td>11 P. falciparum</td>
<td>Circumporozoite</td>
<td>LDLR-related protein</td>
<td>[197]</td>
<td>No template</td>
</tr>
<tr>
<td>1  P. vivax</td>
<td>Duffy-binding protein</td>
<td>Duffy antigen</td>
<td>[80]</td>
<td>No template</td>
</tr>
<tr>
<td>1  T. gondii</td>
<td>microneme protein 2</td>
<td>ICAM-1</td>
<td>[20]</td>
<td>No template</td>
</tr>
</tbody>
</table>

Table 4.3: Comparison to known host–pathogen protein interactions. The predicted potential interactions were compared to known host–pathogen interactions to identify those that were found and those that were not.
Next, we compared our pre-filtered predictions to genome-scale datasets describing pathogen genes involved in *M. tuberculosis* infection and human genes involved in *L. major, M. tuberculosis,* and *T. gondii* infections. These comparisons were performed because genomic studies are so far the only techniques that have produced large-scale datasets describing host–pathogen interactions, even though previous studies have observed only weak correlation between physical protein interactions and expression data [95, 145].

Previous studies have identified 194 *M. tuberculosis* genes that are essential for *in vivo* infection [194], as well as 286 genes that are up-regulated in granuloma, pericavity, or distal lung infection sites compared to *in vitro* conditions [174]. We compared these two sets of genes to the set of *M. tuberculosis* proteins that we predicted to potentially interact with human proteins. The overlap between these three data sets is minimal (Table 4.4). In fact, only one gene occurs in both experimental data sets as well as our computational predictions: Rv3910 (15611046), a probable conserved trans-membrane protein. The overlap of our predictions with the set of genes upregulated during infection (23 genes) is greater than the overlap between the two experimental sets of upregulated genes and essential genes (18 genes).

Previous studies have identified human genes that are differentially regulated in response to a variety of protozoal infections, in particular the macrophage and dendritic cells that are involved in the immune response [33]. The human proteins that we predicted to potentially interact with *L. major, M. tuberculosis,* and *T. gondii* include respectively 231, 78, and 169 proteins that are encoded by genes observed to be differentially expressed.
Table 4.4: Comparison of predictions to experimental observations of proteins involved in infection. (a) *M. tuberculosis* proteins predicted (pre-filtered) to potentially interact with host proteins are compared to genes observed to be essential for *in vivo* growth (Sassetti [194]) and those up-regulated in granuloma, pericavity, or distal lung infection sites (Rachman [174]). (b) *H. sapiens* proteins predicted (pre-filtered) to potentially interact with pathogens are compared to genes that are differentially regulated in macrophages or dendritic cells upon infection by *L. major*, *M. tuberculosis*, and *T. gondii* (Chaussabel [33]).

in macrophages and dendritic cells upon infection by these pathogens (Table 4.4(b)) [33]. Again, the minimal observed overlap is a function of the weak correlation between physical protein interactions and gene expression data, as previously observed [95, 145].

4.2.8 Assessment III - Functional overview of predicted potential interactions

Finally, we analyzed the functional annotations of the human proteins predicted to potentially interact with pathogen proteins in order to identify functions that were significantly enriched compared to the whole human proteome. This functional analysis is useful both to quickly summarize the predictions and to evaluate the relevance of the predicted interactions to the infection process. The human proteins predicted to potentially interact with pathogen proteins were significantly enriched in several gene ontology function terms, even before application of the biological filters (Table 4.5). For example, the hu-
man proteins predicted to potentially interact with *M. tuberculosis* are enriched in cellular component terms that make sense in light of known mechanisms of tuberculosis infection including immunological synapse (7.7 fold enrichment, p-value = $10^{-3}$), T-cell receptor complex (8.5 fold enrichment, p-value = $1.6 \cdot 10^{-2}$), and autophagic vacuole (17.1 fold enrichment, p-value = $3 \cdot 10^{-4}$). These terms all reflect the known immunobiology of this pathogen, which is known to elicit a T-cell response and was recently found to be eliminated through autophagy \[36, 42, 76, 204, 233\]. Similarly, the human proteins predicted to potentially interact with *P. falciparum* proteins are enriched in terms such as extrinsic to plasma membrane (5.2 fold enrichment, p-value = $9.2 \cdot 10^{-15}$) and homophilic cell adhesion (4.2 fold enrichment, p-value = $2.8 \cdot 10^{-21}$).

The enriched functional terms that have not been previously implicated in the infection process represent either novel biological insight or false positives. Identification of these terms as mechanisms that are relevant *in vivo* or false positive requires experiments beyond the scope of this paper. However, some of the enriched terms suggest that false positives could be identified and discarded if they arise from conservation of core cellular components. For example, the conservation of core translation machinery across all divisions of life \[215\] could result in an erroneously predicted potential interactions causing the enrichment in the human–*P. falciparum* network for eukaryotic translation elongation factor (7.4 fold, p-value = $8.4 \cdot 10^{-4}$). Similarly, terms such as pyruvate dehydrogenase activity (25.6 fold, p-value = $2.2 \cdot 10^{-2}$) and aspartate-tRNA ligase activity (24.4 fold, $5.3 \cdot 10^{-5}$) that are enriched in the human proteins predicted to interact with *M. tuberculosis*, may also be false positives caused by the conservation of core cellular components, and should
be filtered.
<table>
<thead>
<tr>
<th>Rank</th>
<th>GO ID</th>
<th>Function</th>
<th>Number</th>
<th>Enrichment</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GO:0005776</td>
<td>autophagic vacuole</td>
<td>5</td>
<td>17.1</td>
<td>3.0·10⁻⁴</td>
</tr>
<tr>
<td>2</td>
<td>GO:0005853</td>
<td>eukaryotic translation elongation factor 1 complex</td>
<td>5</td>
<td>12.2</td>
<td>2.2·10⁻³</td>
</tr>
<tr>
<td>3</td>
<td>GO:0042101</td>
<td>T cell receptor complex</td>
<td>5</td>
<td>8.5</td>
<td>1.6·10⁻²</td>
</tr>
<tr>
<td>4</td>
<td>GO:0001772</td>
<td>immunological synapse</td>
<td>7</td>
<td>7.7</td>
<td>1.0·10⁻³</td>
</tr>
<tr>
<td>5</td>
<td>GO:0005884</td>
<td>actin filament</td>
<td>8</td>
<td>5.3</td>
<td>4.3·10⁻³</td>
</tr>
<tr>
<td>6</td>
<td>GO:0005746</td>
<td>mitochondrial electron transport chain</td>
<td>8</td>
<td>4.9</td>
<td>7.6·10⁻³</td>
</tr>
<tr>
<td>7</td>
<td>GO:0044455</td>
<td>mitochondrial membrane part</td>
<td>12</td>
<td>3.8</td>
<td>1.2·10⁻³</td>
</tr>
<tr>
<td>8</td>
<td>GO:0042995</td>
<td>cell projection</td>
<td>23</td>
<td>2.2</td>
<td>1.2·10⁻³</td>
</tr>
<tr>
<td>9</td>
<td>GO:0015629</td>
<td>actin cytoskeleton</td>
<td>25</td>
<td>2.2</td>
<td>5.1·10⁻⁴</td>
</tr>
<tr>
<td>10</td>
<td>GO:0031410</td>
<td>cytoplasmic vesicle</td>
<td>22</td>
<td>1.9</td>
<td>1.5·10⁻²</td>
</tr>
</tbody>
</table>

(a) Cellular component of all human proteins predicted to potentially interact with *M. tuberculosis*

(b) Biological process of all human proteins predicted to potentially interact with *M. tuberculosis*

<table>
<thead>
<tr>
<th>Rank</th>
<th>GO ID</th>
<th>Process</th>
<th>Number</th>
<th>Enrichment</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GO:0006021</td>
<td>myo-inositol biosynthetic process</td>
<td>3</td>
<td>34.1</td>
<td>1.4·10⁻²</td>
</tr>
<tr>
<td>2</td>
<td>GO:0019642</td>
<td>anaerobic glycolysis</td>
<td>5</td>
<td>34.1</td>
<td>6.5·10⁻⁶</td>
</tr>
<tr>
<td>3</td>
<td>GO:0006422</td>
<td>aspartyl-tRNA aminoacylation</td>
<td>5</td>
<td>24.4</td>
<td>1.3·10⁻⁴</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Rank</th>
<th>GO ID</th>
<th>Function</th>
<th>Number</th>
<th>Enrichment</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>GO:0032011</td>
<td>ARF protein signal transduction</td>
<td>7</td>
<td>23.9</td>
<td>3.4·10⁻⁷</td>
</tr>
<tr>
<td>5</td>
<td>GO:0032012</td>
<td>regulation of ARF protein signal transduction</td>
<td>7</td>
<td>23.9</td>
<td>3.4·10⁻⁷</td>
</tr>
<tr>
<td>6</td>
<td>GO:0046847</td>
<td>filopodium formation</td>
<td>6</td>
<td>17.1</td>
<td>1.1·10⁻⁴</td>
</tr>
<tr>
<td>7</td>
<td>GO:0051014</td>
<td>actin filament severing</td>
<td>4</td>
<td>17.1</td>
<td>1.9·10⁻²</td>
</tr>
<tr>
<td>8</td>
<td>GO:0043088</td>
<td>regulation of Cdc42 GTPase activity</td>
<td>5</td>
<td>14.2</td>
<td>4.5·10⁻³</td>
</tr>
<tr>
<td>9</td>
<td>GO:0032489</td>
<td>regulation of Cdc42 protein signal transduction</td>
<td>5</td>
<td>14.2</td>
<td>4.5·10⁻³</td>
</tr>
<tr>
<td>10</td>
<td>GO:0032318</td>
<td>regulation of Ras GTPase activity</td>
<td>5</td>
<td>14.2</td>
<td>4.5·10⁻³</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(c) Molecular function of all human proteins predicted to potentially interact with <em>M. tuberculosis</em></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>GO:0016872</td>
<td>intramolecular lyase activity</td>
<td>3</td>
<td>34.1</td>
<td>5.6·10⁻³</td>
</tr>
<tr>
<td>2</td>
<td>GO:0004512</td>
<td>inositol-3-phosphate synthase activity</td>
<td>3</td>
<td>34.1</td>
<td>5.6·10⁻³</td>
</tr>
<tr>
<td>3</td>
<td>GO:0019967</td>
<td>interleukin-1, Type I, activating binding</td>
<td>4</td>
<td>27.3</td>
<td>5.9·10⁻⁴</td>
</tr>
<tr>
<td>4</td>
<td>GO:0004909</td>
<td>interleukin-1, Type I, activating receptor activity</td>
<td>4</td>
<td>27.3</td>
<td>5.9·10⁻⁴</td>
</tr>
<tr>
<td>5</td>
<td>GO:0004739</td>
<td>pyruvate dehydrogenase (acetyl-transferring) activity</td>
<td>3</td>
<td>25.6</td>
<td>2.2·10⁻²</td>
</tr>
<tr>
<td>6</td>
<td>GO:0005094</td>
<td>Rho GDP-dissociation inhibitor activity</td>
<td>3</td>
<td>25.6</td>
<td>2.2·10⁻²</td>
</tr>
<tr>
<td>7</td>
<td>GO:0004738</td>
<td>pyruvate dehydrogenase activity</td>
<td>3</td>
<td>25.6</td>
<td>2.2·10⁻²</td>
</tr>
</tbody>
</table>

Continued on next page
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<table>
<thead>
<tr>
<th>Rank</th>
<th>GO ID</th>
<th>Function</th>
<th>Number</th>
<th>Enrichment</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>GO:0004591</td>
<td>oxoglutarate dehydrogenase (succinyl-transferring) activity</td>
<td>3</td>
<td>25.6</td>
<td>2.2·10⁻²</td>
</tr>
<tr>
<td>9</td>
<td>GO:0004815</td>
<td>aspartate-tRNA ligase activity</td>
<td>5</td>
<td>24.4</td>
<td>5.3·10⁻⁵</td>
</tr>
<tr>
<td>10</td>
<td>GO:0004459</td>
<td>L-lactate dehydrogenase activity</td>
<td>7</td>
<td>23.9</td>
<td>1.4·10⁻⁷</td>
</tr>
</tbody>
</table>

Table 4.5: Functional annotation of human proteins predicted to interact with *M. tuberculosis*. The ten (a) cellular component, (b) biological process, and (c) molecular function annotation terms that are most enriched in the set of human proteins predicted to potentially interact with *M. tuberculosis* proteins, compared to the background, are listed. The enriched terms were identified and their significance were computed by GO::TermFinder using a Bonferroni correction[26].
4.3 Discussion

We will now discuss several of the predicted potential interactions and their support in the literature. We then describe the observed performance of the method, including its advantages and limitations, and future developments to improve the performance. We close by discussing possible applications of the method to aid in understanding host-pathogen interactions as well as other types of inter-species interactions.

4.3.1 Specific examples of potential interactions

(1) Enzyme dimerization. We predicted several potential inter-species enzyme dimerizations, such as *T. brucei* ornithine decarboxylase (ODC) binding to human ODC. Functional dimerization of parasitic and host enzyme subunits has been previously observed, such as in *T. brucei* and mouse ODC [158]. The number of instances and relevance of this kind of dimerization to infection need to be experimentally validated. In the case of ODC, both host and pathogen ODCs have been implicated in viral and protozoal infections. For example, inhibition of host ODC reduces the ability of host macrophages to take up parasites, such as *T. cruzi* [109], and inhibition of parasite ODC has been demonstrated to reduce parasite growth in *P. falciparum* and *Leishmania donovani* [75, 203]. However, these phenotypes are not necessarily due to interaction of ODC subunits across the species, but rather the polyamines synthesized by the enzyme. Because the *in vivo* relevance of these homodimer-like complexes is not clear, we generally removed predictions based on homodimer sequence templates or template structures of subunits classified in the same domain family (Materials and Methods). This restriction also facilitates visualization and
Figure 4.2: Example of a validated prediction: falcipain-2 – cystatin-A. A potential interaction was predicted between falcipain-2 and cystatin-A based on (a) a template structure of cathepsin-H (orange) bound to cystatin-A (teal) (PDB 1nb3). (b) The structure of falcipain 2 bound to chicken cystatin was recently experimentally determined (PDB 1yvb). Although the interaction is experimentally verified, the question remains whether it would occur in vivo. Figures were generated by PyMOL (http://www.pymol.org).
Figure 4.3: Examples of predicted potential interactions. (a) *P. falciparum* PFI0595c was predicted to potentially interact with human CD51 (Integrin alpha-V; ENSP0000261023) based on a structure of platelet membrane glycoprotein IIIA bound to CD51, respectively (PDB 1JV2). (b) *P. falciparum* Thrombospondin-related anonymous protein (TRAP) was predicted to potentially interact with Toll-like receptor 4 (TLR4) based on a template structure of Glycoprotein IB alpha (orange) bound to Von Willenbrand Factor (blue), respectively (PDB 1M10).
Figure 4.3: Examples of predicted potential interactions. (cont) (c) *P. falciparum* Hypothetical metacaspase PF13_0289 was predicted to potentially interact with X-linked inhibitor of apoptosis protein (XIAP) based on a template structure of Caspase-9 (orange) bound to XIAP (teal), respectively (PDB 1NW9). (d) *M. tuberculosis* probable exported protein Rv0888 was predicted to interact with actin, based on a structure of DNAse bound to actin (PDB 1ATN). Figures were generated by PyMOL [http://www.pymol.org].
(2) **Cell adhesion.** *P. falciparum* is known to adhere to host cell cytoadhesion molecules. Several of the potential interactions predicted by our method involved human cell adhesion proteins such as integrins and fibronectin containing proteins. For example, we predicted that PFI0595c, a hypothetical *P. falciparum* protein, may potentially interact with human CD51 (Integrin alpha-V; ENSP0000261023) based on a structure of platelet membrane glycoprotein IIA bound to CD51 (PDB 1JV2 [246]) (Fig 4.3). Previous studies have observed that *P. falciparum* adherence to human microvascular endothelial cells involves CD51 [199]. In addition, no potential interactions were predicted between integrins, such as CD51, and *P. vivax* proteins. This prediction is in agreement with previous experimental evidence that indicates *P. vivax* does not engage in microvascular sequestration [201].

(3) **Actin cytoskeleton rearrangement.** We predicted that *M. tuberculosis* probable exported protein Rv0888 (GI 15608028) may potentially interact with several human $\alpha$-actins (ENSP00000295137) based on the template structure of DNAse-I bound to actin (PDB 1ATN) [101] (Fig 4.3). Rv0888 is thought to be exported by *M. tuberculosis*, while the human protein is essentially ubiquitously expressed, including in macrophages where the pathogen lives. The interaction between DNAse and actin is known to be strong enough to depolymerize actin [101], and could potentially explain the observed *M. tuberculosis* rearrangement of host actin [74]. In addition to phagocytic cells, such as macrophages, *M. tuberculosis* has been observed to be internalized by non-phagocytic cells, such as pneumocytes [64]. Actin filament rearrangement has also been observed in these types of cells,
and is hypothesized to be triggered by a secreted pathogen factor \cite{64}. The potential interaction we predicted suggests a possible molecular mechanism for the changes in the actin cytoskeleton that are observed upon infection.

\textit{(4) Innate Immunity: Toll-like receptor signaling.} We predicted that \textit{P. falciparum} thrombospondin-related adhesive protein (TRAP, SSP2, PF13_0201) may potentially interact with human Toll-like receptor 4 (TLR4, ENSP00000346893), based on a template structure of Glycoprotein IB alpha bound to Von Willenbrand Factor (PDB 1M10 \cite{91}) (Fig 4.3). TLR4, a “pattern recognition module” involved in the innate immune response, is known to play a role in malaria through recognition of the glycosylphosphatidylinositol (GPI) membrane anchors of \textit{P. falciparum} proteins \cite{114}. Single nucleotide polymorphisms have been observed in the TLR4 gene that are associated with an increased severity of malaria, but they fall outside of the modeled region \cite{143}. TRAP is known to elicit an immune response and so has been used as a component of several vaccine candidates \cite{21,85,144,170}. Analysis of TRAP sequence data from a Gambian \textit{P. falciparum} population indicates that the gene is under strong selection for variation in the sequence, with peaks in this variation occurring in the A-domain, that we predicted could potentially mediate the interaction with TLR4 \cite{239}. The possible encounter of these two proteins is also supported by the biological context, TRAP is expressed on the surface of the parasite during the sporozoite stage of the plasmodium life-cycle and TLR4 is known to express in the liver. While alternative explanations are possible, the biological evidence and the structural predictions made here suggest that a TRAP – TLR4 interaction may play a role \textit{in vivo} in the infection process.
(5) Proteases. We predicted several potential interactions between proteases and protease inhibitors, such as the P. falciparum falcipain-2 protease and the human cystatin-A inhibitor suggested based on a template structure of human cathepsin-H bound to cystatin-A (PDB 1NB3, Fig 4.2(a)). This prediction was recently experimentally validated, with chicken cystatin [238] (PDB 1YVB, Fig 4.2(b)). This crystal structure was not present in our template set, because it has not yet been classified by the SCOP domain annotation database (Materials and Methods, [148]). Thus, the predicted complex was a true blind prediction.

Although the experimentally determined structure provides direct validation of our prediction, it does not imply relevance to the infection process. However, cysteine proteases are known to be involved in malaria pathogenesis [159]. The known involvement of cysteine proteases and experimentally established cross-talk between host and pathogen protease and inhibitors suggests that the predicted interaction may play a role during infection.

This case is an example where structure is important both in making the prediction and in highlighting its relevance as a potential pharmacologic target. A sequence-based method with the established threshold of 80% joint sequence identity [247] would have missed this interaction, because falcipain-2 and cathepsin-H share only 34% sequence identity. However, comparison of the experimental falcipain-2–cystatin structure with the template cathepsin-H–cystatin-A structure reveals a C-α RMSD of 0.43 Å at the interface. In addition, this structure can be used to search for small-molecules that may disrupt or mimic the target interaction.

(6) Apoptosis. We predicted that the hypothetical P. falciparum meta-caspase
PF13_0289 may potentially interact with several human apoptosis inhibitors, including X-linked inhibitor of apoptosis protein (XIAP), melanoma inhibitor of apoptosis protein (ML-IAP), and neuronal apoptosis inhibitory protein, based on a template structure of caspase-9 interacting with baculovirus inhibitor of apoptosis protein (PDB 1NW9) (Fig 4.3). *P. falciparum* does not contain a true caspase, such as those found in animals, but instead contains metacaspases, which are also found in plants, fungi, and other protozoa [227]. Nevertheless, animal inhibitors of apoptosis, such as XIAP, have been shown to affect cell death programs in plants, which also lack true caspases [45, 123]. In addition, apoptosis-like cell death has recently been observed in the mid-gut of mosquitoes as a result of malaria infection [92]. These observations suggest that apoptotic machinery cross-talk, such as the potential interactions predicted here, may be relevant to *in vivo* infection.

### 4.3.2 Enrichment of potential interactions with actual interactions

We initially suggested that one role of computation is to reduce the total number of possible host–pathogen protein interactions to a more experimentally tractable number of interactions, while improving the enrichment of true interactions. The protocol we presented here sequentially reduced the total number of potential interactions using a series of assessments: (i) identifying template interactions, (ii) assessing the putative interaction, using structure if available, and finally (iii) filtering using biological context and network-level information (Fig 4.1). For example, the procedure resulted in a 5 order of magnitude reduction in the number of possible human–*P. falciparum* protein interactions (Table 4.2).

We expect that this reduced set of potential interactions predicted by the protocol
contains a higher fraction of true interactions compared to the initial set of all possible host–pathogen protein pairs. This expected enrichment is difficult to assess directly, because there are no large sets of known host–pathogen protein interactions. However, the enrichment can be estimated using the intra-proteomic predictions previously made for *S. cerevisiae*. Of the 3,387 interactions predicted by the structure-based method, 270 occurred in experimental datasets (8%) [40]. In total, 19,424 interactions have been observed out of the possible 21,776,700 pairs of yeast proteins (0.09%) (Jan 2006) [40]. Thus, the number of potential yeast protein pairs was reduced by approximately 4 orders of magnitude, while the enrichment was increased by approximately ~ 2 orders of magnitude. These estimates reflect intra-proteomic predictions and do not reflect the errors that uniquely affect host–pathogen predictions, such as the conservation of core components discussed above.

### 4.3.3 Limitations in coverage

The performance of any method, computational or experimental, can be characterized by two factors: coverage, describing the fraction of all interactions covered by the method, and accuracy, describing the fraction of the covered interactions that were correctly identified. The method presented is affected by various sources of error that affect both the coverage and accuracy.

The main factor that limits the coverage of our method is that, like all comparative approaches, it depends on previous experimental observations of similar interactions. The effect of this limitation is reflected in the low number of currently known host–pathogen protein interactions that were recovered by the method. Despite the limited coverage, the
availability of structure enables a more rigorous assessment of the interaction than that allowed by sequence alone (Fig 4.2) [40]. As experimental efforts identify more interactions and further characterize the biology of host and pathogen proteins, the increased number of templates and expanded biological context data will increase the coverage and accuracy of our method, respectively.

Another factor that limits the coverage of our method is that the template identification procedure is primarily restricted to domain-mediated interactions, although peptide-mediated interactions are also known to contribute to protein interaction networks [149, 163]. Peptide motifs that mediate protein interactions are being identified through a combination of computational and experimental methods [150, 220]. Applying these motif-based methods will likely expand the coverage of host–pathogen protein interactions.

4.3.4 Errors in accuracy

The accuracy of interaction prediction methods is most rigorously assessed when large sets of true positive interactions as well as true negative interactions are available. Large negative sets are not yet available for any protein interaction system; however, large positive sets are available for intra-proteomic interactions, particularly for S. cerevisiae [66, 115]. In the case of host–pathogen interactions, neither large positive, nor large negative sets of interactions are available. This lack of a true host–pathogen protein interaction set makes direct assessment of our predictions difficult. However, we attempted three different methods to gauge the accuracy of the predictions: (1) comparison to known host–pathogen protein interactions (Table 4.3), (2) comparison to gene expression and essentiality data
describing human and pathogen genes involved in infection (Table 4.4), and (3) analysis of the functional annotations of the host proteins predicted to potentially interact with pathogen proteins (Table 4.5). All three of these indirect methods of assessment suffer from problems: (1) very few host–pathogen protein interactions have been described - in some pathogens none is known; (2) gene expression is, at best, only weakly correlated with physical protein-protein interactions [95, 145]; and (3) automated function annotation methods, responsible for a significant portion of annotations, exhibit various types of error [229].

Although direct assessment of the method is not feasible, it is possible to estimate its accuracy in predicting intra-proteome protein interactions, for which at least a large true positive set is available. The interaction map for \textit{S. cerevisiae} is the most well studied experimentally and so is typically used to benchmark interaction prediction methods. Previous benchmarking of the sequence-based method in \textit{S. cerevisiae} demonstrated that the interactions predicted, using an 80% joint sequence identity threshold, were all correct [247]. We previously benchmarked the structure-based prediction module for protein interactions within \textit{S. cerevisiae} and found that 270 of the 3,387 interactions (8%) we predicted were previously observed experimentally [40]. Although the sequence-based threshold of 80% sequence identity demonstrated a 100% true positive rate, the structure-based method is able to predict below this high threshold. In fact, approximately 90% of the true interactions predicted using the structure-based method fell below the 80% sequence identity threshold. These performance characteristics observed for \textit{S. cerevisiae} represent a baseline for performance in the current application to host–pathogen interactions.
Several factors affect the accuracy of the method. First, errors in each stage of the comparative protein structure modeling procedure can affect the accuracy of the predicted interactions. The magnitude of these errors vary depending on the similarity between the target protein sequence and the template structure. The errors range from local errors in side chain packing and minor shifts in backbone conformation, to more severe errors in loop conformations, target-template alignment, and fold assignment [136]. These errors in the comparative models propagate into the interactions that are predicted [40].

Second, the structural assessment was done using a coarse-grained statistical potential that aims to capture frequencies of residue types in contacts that occur across interfaces [40]. Although the coarse-grained statistical potential allows greater coverage of interaction space compared to sequence-based methods alone, it also suffers from false positives and false negatives [40]. More accurate interaction scoring functions have been developed; however, these require explicit atomic modeling and refinement of candidate protein complexes, which is computationally expensive [72]. Thus, these more accurate methods can serve as computational follow-ups to the genome-scale predictions made here with the faster coarse-grained potential.

Third, the method evaluated interactions as mediated by independent domains. It is possible that even though the interaction between a given pair of domains is favorable, that the protein–protein interaction can not occur due to unfavorable interactions between the rest of the two proteins, which may not be amenable to comparative structure modeling. In a similar vein, we do not attempt to assess the impact of post-translational modifications, which are known to play a significant role in the intricate specificities of biological
networks [162] [196]. Although attempts can be made to take these factors into account, they require explicit modeling which increases the computational expense beyond what is currently feasible for genome-scale prediction.

These first three sources of error affect both intra-proteomic and host–pathogen protein interactions. However, there is an additional source of error that uniquely affects inter-species protein interactions. As the pathogen and host species are both eukaryotic for eight of the ten pathogens studied, many of the predicted potential interactions are between core cellular components, such as translation machinery, metabolic enzymes, and ubiquitin-signaling components (Table 4.5). Addressing the relevance to infection requires in vivo testing in an appropriate infection model. Although these interactions could potentially occur if the host and pathogen proteins were to encounter one another, their availability for such an encounter is not guaranteed. It is difficult to capture this “accessibility” information. We have used biological data, such as known exported pathogen proteins and known host tissue targets, but the precise spatial and temporal locations of these proteins are generally difficult to characterize. We expect this last source of false positives to be diminished when the evolutionary distance between pathogen and host is greater, such as between bacterial or viral pathogens and their human hosts.

4.3.5 Other computational methods

Numerous computational methods have been developed to infer physical protein interactions within a species [9] [38] [50] [96] [132] [164] [165] [208] [230] [247]. Several of these methods rely on information such as genomic proximity, gene fission/fusion, phylogenetic
tree similarity, gene co-occurrence, co-localization, co-expression and other features that only make sense or are currently feasible in the context of a single genome. However, comparative approaches that infer interactions based on previously observed interactions remain applicable to host–pathogen protein interactions, including the sequence and structure-based methods we have used here [40, 237]. Other methods that are applicable include those that identify peptide motifs that mediate specific protein interactions [149] or identify pairs of sequence signatures that are found to mediate interactions [208].

One possible extension of the presented method that may improve the accuracy of the predictions is an analysis of the selective pressure on the proposed interacting proteins. If the host and pathogen genes both appear to be under selective pressure, for example human TLR4 and *P. falciparum* TRAP (Fig 4.3), then there may be greater reason to believe that evolution has driven the proteins to interact with one another. In addition to potentially improving the accuracy of the predictions, it may also help highlight those potential interactions that are most relevant to the infection process.

### 4.3.6 Potential impact

We have developed a computational whole-genome method to study potential host–pathogen protein interactions. Knowledge of host–pathogen interactions is useful in the development of strategies to treat and prevent infectious diseases. These interactions may serve as pharmacologic targets, both for traditional drug discovery efforts aimed at disrupting individual pathogen proteins and for small molecule or antibody inhibitors of protein–protein interactions. The proposed interactions also highlight pathogen proteins
that may be potential immunization targets.

We have also applied our method to ten pathogens involved in human infectious diseases. The predictions are available on the internet at [http://salilab.org/hostpathogen](http://salilab.org/hostpathogen) and can be viewed and filtered according to criteria of interest to an investigator, such as particular host tissues or pathogen life-cycle stages. We hope that the predictions serve the larger biomedical research community in moving towards the ultimate goal of treating infectious diseases, in the “open source” model of the Tropical Disease Initiative [140]. The Tropical Disease Initiative is a decentralized, web-based, community-wide effort where scientists from laboratories, universities, institutes, and corporations can work together for a common cause ([http://www.tropicaldisease.org](http://www.tropicaldisease.org)).

In closing, as illustrated in Discussion, we expect our method to help provide insight into the basic biology of host–pathogen systems, as well as other inter-species relationships that fall elsewhere on the mutualism – parasitism continuum.

### 4.4 Materials and Methods

#### 4.4.1 Detecting sequence and structure similarities

The input to the protocol is the host and pathogen protein sequences (CryptoDB [82], GeneDB [84], OrthoMCL-DB [54], PlasmoDB [211], ToxoDB [110], TuberculList [http://genolist.pasteur.fr/TuberculList/]) (Table 4.1). First, protein structure models were calculated for all sequences using MODPIPE, our automated software pipeline for large-scale protein structure modeling [52]. MODPIPE relies on MODELLER [188] for its functionality and calculates comparative models for a large number of sequences using dif-
ferent template structures and sequence-structure alignments. Sequence-structure matches are established using a variety of fold-assignment methods including sequence-sequence [205], profile-sequence [13, 53], and profile-profile alignments [54, 138]. Increased sensitivity of the search for known template structures is achieved by using an E-value threshold of 1.0. Ten models are calculated for each of the sequence-structure matches to achieve a reasonable degree of conformational sampling [188]. The best scoring model for each alignment is then chosen using a statistical potential [198]. Finally, all models generated for a given input sequence are evaluated for the correctness of the fold using a composite model quality criterion that includes the coverage of the model, sequence identity of the sequence-structure alignment, the fraction of gaps in the alignment, the compactness of the model, and statistical potential Z-scores [51, 141, 198]. Only models that are assessed to have the correct fold were included in the final datasets. An important feature of the pipeline is that the validity of sequence-structure relationships is not pre-judged at the fold assignment stage, but is assessed after the construction of the model and its evaluation. This approach enables a thorough exploration of fold assignments, sequence-structure alignments, and conformations, with the aim of finding the model with the best evaluation score. The models have been deposited in our database of comparative models, MODBASE [168] (http://salilab.org/modbase) as publicly accessible datasets.
4.4.2 Identifying pairs of proteins with similarity to known interactions and assessing the sequence or structural basis of the potential interactions

Next, the detected structural similarities were used to assign structural domain boundaries to the modeled sequences, according to the SCOP classification system [148]. Pairs of proteins that contained domains classified in the same superfamily as those previously observed to interact (PIBASE [39]) were assessed by alignment of their comparative structure models onto the corresponding domains of the template complexes, and subsequent assessment of the putative interface by a statistical potential [40]. A statistical potential Z-score threshold of -1.7 was used, as previously benchmarked [40]. Interactions predicted based on template complexes formed by protein domains from the same SCOP family were omitted from the analysis, because these predictions primarily consisted of multimeric enzyme complexes formed by both host and pathogen proteins as well as core cellular components, such as ribosome subunits and proteasome subunits.

Sequence profiles, built by MODPIPE, were searched for proteins that participate in binary protein interactions (IntAct; [107]). Host and pathogen sequences were predicted to potentially interact when each aligned to at least 50% of the sequence of members of a template complex with a joint sequence identity of $\sqrt{\text{sequence identity}_1 \times \text{sequence identity}_2} \geq 80\%$ [247]. Interactions predicted based on homodimer templates were omitted from the analysis, because the predictions primarily consisted of complexes formed between corresponding core cellular components of host and pathogens (eg, histones).
4.4.3 Applying biological and network-level filters

The predicted potential interactions were filtered using biological context and network-level information. The biological context filter was imposed at two levels, individual proteins and their potential interactions (Table 4.6). The host proteins were filtered by expression in tissues known to be targeted by the pathogen (GNF Tissue Atlas [214], Harrison’s Principles of Internal Medicine [104]), known expression on cell surface, and known immune system involvement (ENSEMBL [90], Gene Ontology Annotation (GOA) [30], IRIS [11]). The pathogen proteins were filtered by known or predicted secretion, known expression on cell surface, infective life-cycle stage, and functional annotation to defense response mechanisms (PlasmoDB [211], ToxoDB [110], CryptoDB [82], GeneDB [84], references in Table 4.6). The GO terms for human protein involvement in immune system were: GO:0051707, GO:0002376, GO:0006955. The GO terms for pathogen protein involvement in host–pathogen interactions were: GO:00044419 (involved in defense response), GO:0043657 (cellular component: host cell), and GO:0009405 (pathogenesis). Potential interactions between human and pathogen proteins that each met at least 1 biological criteria were considered to pass the biological filter.

The second level of biological filters was applied simultaneously to both human and pathogen proteins, as follows. *M. tuberculosis*: pairs of human proteins expressed in lung tissue or bronchial epithelial cells and pathogen proteins upregulated in granuloma, pericavity, or distal infection sites [174]. *L. major*: pairs of human proteins expressed in skin and pathogen proteins expressed in the promastigote or metacyclic life-cycle stage, human proteins expressed in blood and pathogen proteins expressed in amastigote life-cycle stage.
T. brucei: pairs of human proteins expressed in blood and pathogen proteins expressed in the bloodstream life-cycle stage. P. falciparum: pairs of human proteins expressed in erythrocytes and pathogen proteins expressed in the merozoite life-cycle stage, known or predicted to be secreted, and found on the surface of infected erythrocytes; human proteins expressed in liver and pathogen proteins expressed in the sporozoite life-cycle stage. P. vivax: pairs of human proteins expressed in erythrocyte and pathogen proteins predicted to be secreted.

The network-level filter removed predictions based on templates that were used for more than 1% of the total number of predictions in each host–pathogen network. This filter was imposed due to the lack of specificity in the predictions based on these highly used templates. On average, 15 interaction templates were removed from each run.

4.4.4 Assessment: Functional overview of predicted complexes

The human proteins predicted to potentially interact with pathogen proteins were analyzed for significant enrichment of gene ontology function terms using GO::TermFinder [26]. The enrichment for a given GO term was computed as the ratio of the fraction of proteins in the predicted set annotated with the GO term to the fraction in the entire human genome. The significance of this enrichment was computed as a p-value with Bonferroni correction for multiple hypothesis testing [206].
4.4.5 Assessment: Comparison to gene expression and essentiality data

Human genes previously observed to be differentially regulated (two-tailed t-test, p-value < 0.05) in macrophages and dendritic cells during infection by *L. major*, *M. tuberculosis*, and *T. gondii* were retrieved from GEO Omnibus (GDS2600) [33, 47]. Lists of *M. tuberculosis* genes that were found to be essential for *in vivo* infection [194], and genes that are upregulated in granuloma, pericavity, or distal lung infection sites compared to *in vitro* conditions [174], were obtained from literature. Differential regulation and essentiality do not imply direct physical interactions with pathogen proteins, but rather some involvement in the infection process. Nevertheless, these studies are useful because they provide large-scale data that is not yet available for direct host–pathogen protein interactions.
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<table>
<thead>
<tr>
<th>Pathogen</th>
<th>Pathogen Information</th>
<th>Host Tissues</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>M. leprae</em></td>
<td>Transcribed during infection</td>
<td>Skin, lymph node, lung</td>
</tr>
<tr>
<td><em>M. tuberculosis</em></td>
<td>Differential transcription at granuloma, pericavity, or distal lung infection sites <em>vs in vitro</em></td>
<td>Lung, bronchial epithelial cells, lymph node</td>
</tr>
<tr>
<td><em>L. major</em></td>
<td>Metacyclic, procyclic, amastigote, stage-specific expression</td>
<td>Skin, whole blood, monocyte</td>
</tr>
<tr>
<td><em>T. brucei</em></td>
<td>Procyclic, bloodstream stage-specific expression</td>
<td>Erythrocyte, whole blood, lymph node, brain, endothelial</td>
</tr>
<tr>
<td><em>T. cruzi</em></td>
<td>Metacyclic, amastigote, trypomastigotes, epimastigote stage-specific expression</td>
<td>Erythrocyte, whole blood, lymph node, skeletal muscle, smooth muscle, cardiac myocytes, endothelial</td>
</tr>
<tr>
<td><em>C. hominis</em></td>
<td>Sporozoite stage expression</td>
<td>Colorectal adenocarcinoma</td>
</tr>
<tr>
<td><em>C. parvum</em></td>
<td>Sporozoite stage expression</td>
<td>Colorectal adenocarcinoma</td>
</tr>
<tr>
<td><em>P. falciparum</em></td>
<td>Ring, trophozoite, schizont, merozoite, gametocyte, sporozoite stage expression</td>
<td>Erythrocyte, liver, brain, whole blood, endothelial</td>
</tr>
<tr>
<td><em>P. vivax</em></td>
<td>Predicted secreted</td>
<td>Erythrocyte, liver, whole blood</td>
</tr>
<tr>
<td><em>T. gondii</em></td>
<td>Bradyzoite, tachyzoite, encystation stage expression</td>
<td>Lymph node, skeletal muscle, cardiac myocytes, placenta, brain, lung</td>
</tr>
</tbody>
</table>

Table 4.6: Biological data characterizing host and pathogen proteins. Host tissue expression data was obtained from the GNF Tissue Atlas [214] unless as noted.
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Chapter 5

Conclusion

I presented a series of computational tools, primarily based on three-dimensional structures, that aim to enrich the functional characterization of protein–protein interactions, particularly those formed between host and pathogen proteins. I will now describe how these tools have been used and how they can be improved. I will close with a general discussion of the role of computation and structure in the investigation of biological networks.

5.1 Summary

First, I described a database, PIBASE, that extracts binary domain interfaces from the protein structure databases, and characterizes them in a number of ways. In addition to the subsequent two studies described in this dissertation, this database is used by a number of other projects as a source of protein interaction information. Analysis of the binding sites in the database led to the development of a method to model the structure of protein complexes that combines docking and comparative modeling [111] [112]. The
binding site information has also been used to analyze the potential functional effects of single nucleotide polymorphisms \[103, 106\]. Most recently, it has been integrated into an automated protein function annotation pipeline to identify potential binding sites on the structures of unannotated proteins, such as many of those generated by structural genomics consortia \[139\]. In addition to these large-scale applications, the database tools have been used to compare the geometric and physicochemical properties of newly determined protein complex structures to previously observed complexes \(\text{eg} \ [73]\).

Next, I described a comparative modeling method that uses experimentally determined structures of protein complexes as templates to predict physical protein interactions. In addition to host–pathogen protein interactions, the protocol has been applied to data sets generated by fluid and tissue proteomics consortia.

Lastly, I presented a computational protocol, employing these tools, to predict potential interactions between human and pathogen proteins. The predictions are difficult to assess, since not many host–pathogen interactions have been previously identified. However, analysis of the functional annotation of the predicted complexes suggests that the procedure proposes interactions that are in concordance with what is known about the infection process. In addition to recovering previously observed interactions and invasion mechanisms, the procedure generates testable hypothesis of host–pathogen protein interactions that warrant experimental follow-up.
5.2 Future Directions

The studies I have presented suggest that the use of structure, in combination with genomic and proteomic data, is a valid approach to investigating protein interaction networks. There are a number of ways in which the methods I presented can be improved, both in terms of coverage and accuracy.

5.2.1 Improvements in coverage

Expansion of the template interaction set is essential for improving the coverage of the comparative methods presented here. As more protein structures are determined experimentally, both alone and in complex, and more interactions are identified experimentally, the coverage of the method will subsequently increase. However, specific modifications can be made now that will likely improve the coverage of the methods.

The structure-based method currently requires that domain boundaries and classifications have been assigned to the template protein structures. This causes the current template set to be restricted to those protein structures solved more than 1 - 1.5 years ago, due to the lag time in defining structural domains in new protein structures. The use of automatic domain boundary assignment and classification tools will immediately increase the coverage of the method.

The templates that are currently used, in both the structure- and sequence-based methods, are restricted to domain mediated protein interactions. However, it is known that domain-peptide interactions contribute significantly to protein interaction networks. The expansion of PIBASE to include the structures of domain–peptide interactions will
likely increase the coverage of the method. This expansion will likely require changes to the statistical potential. The potential may have to be rebuilt specifically for these types of interactions, or at the very least, the potential must be benchmarked on known peptide-mediated interactions. Similarly, the use of previously identified sequence motifs, such as the proline-rich PXXP motif recognized by the SH3 domain, will also increase the coverage of the template set in the absence of experimentally determined structures.

Finally, the currently available set of protein complexes are heavily biased towards interactions that occur within species. Although the number of physical host–pathogen protein interactions that have been observed is currently fairly low, they represent a template set that are especially applicable to the prediction of host–pathogen protein interactions. Manual curation, and perhaps automated literature parsing tools, are necessary to convert the microbiology and immunology literature into a format that is easily computable. This expanded template set will likely improve coverage of host–pathogen protein interactions.

As the accuracy of protein structure modeling and docking methods improves, and computational power increases, these methods will become increasing applicable on a genome-wide scale. The use of de novo methods will ultimately overcome the coverage barrier inherent to comparative methods. However, the current accuracy and efficiency of these methods is not suitable for genome-wide predictions of protein interactions.

5.2.2 Improvements in accuracy

Improvements in the assessment protocol can increase the accuracy of the structure-based prediction method. First, the explicit modeling of candidate complexes will likely
improve the accuracy of the predictions. The current protocol uses structural alignments of individual comparative models onto the template complex to transfer pairwise residue interactions from the template onto the candidate complex. Although this procedure is faster than explicit modeling, it can only assess target residue interactions for which corresponding residues interact in the template. Explicit structural models of the candidate complex will allow a more accurate assessment by the current statistical potential.

Second, the use of more fine-grained statistical potentials, such as the DOPE [198] potential, will likely improve the accuracy of the predictions. Although this modification necessitates explicit modeling of candidate complexes, thereby increasing the computational expense, it may provide greater performance, specifically in predicting the specificities of protein–protein interaction networks. These more accurate potentials will also prove useful in optimizing the structural models of candidate complexes.

Third, the use of negative or graded interaction information will likely improve the prediction of interaction specificities. The balance between interactions that occur and those that do not occur is what defines the intricate specificities observed in biological networks. Large negative sets of protein interactions known not to occur would be a great help to the prediction of interaction specificities. One specific direction that I believe could improve the accuracy of the predictions is the development of statistical potentials that are explicitly trained on both negative and positive sets of protein interactions. Of course, protein interactions do not occur in a strictly binary fashion, but rather exhibit a continuum of binding affinities. Therefore, rather than truly negative interactions, the use of experimentally determined binding affinities, for example within a family of homologous ligands
and receptors, such as the epidermal growth factor ligand–receptor network, will likely be an important step towards improving the specificity of structure-based predictions. Experimental affinities have proven difficult to recapitulate using only structural information, but recent efforts to parameterize structure-based scoring functions using thermodynamic data have shown promise in assessing protein interface structures [113]. Both the binary and graded binding affinity approaches will require manual curation efforts to extract the appropriate parameters from the literature. In collating a set of true negative interactions it is important to distinguish interactions that do not physically occur, from those that do not occur \textit{in vivo} due to higher levels of regulation, such as sub-cellular localization.

The distinction between interactions that are physically possible and those that occur \textit{in vivo} is an important consideration for interaction prediction efforts. While structure-based methods, like the statistical potential developed here, aim to predict whether a prediction is physically feasible, the ultimate goal is to predict interactions that are relevant \textit{in vivo}. Here, I attempted to bridge this physical–\textit{in vivo} gap using biological context, such as sub-cellular localization and function annotation of \textit{S. cerevisiae} proteins. In the host–pathogen networks, I used biological context such as host protein tissue expression and pathogen life-cycle stage-specific expression. However, these properties represent just a few of the ways in which genes, and the proteins they encode, are regulated. Further developments in high-throughput methods to study the properties of genes, and the proteins they encode, will enable more precise descriptions of the spatio-temporal environments of cellular components. These more precise descriptions will further reduce the gap between predictions of physical interactions and those that are relevant \textit{in vivo}. 
5.3 Role of computation and structure in the investigation of inter-specific biomolecular networks

The methods that I have developed here aim to study just one kind of inter-specific biomolecular interaction. Inter-species interactions have been observed between all kinds of biomolecules including small molecules, carbohydrates, nucleic acids, and lipids. Although computational structure analysis tools are most well developed for proteins and nucleic acids, improvements are being made that allow them to address post-translation modifications, such as phosphorylation, and other kinds of biomolecules, such as lipids and carbohydrates. As knowledge of the mechanistic basis of protein interactions continues to grow, and structure becomes integrated with energetics, computational tools will become a more accurate tool for investigating biological networks, including inter-specific networks. In particular, inter-specific biomolecular interactions is an exciting area that has received relatively little attention compared to interactions within species. Characterizing these inter-specific interactions will improve our understanding of medically relevant interactions as well as the mechanisms that underly co-evolutionary processes.

Much of computational biology, and especially structural bioinformatics, is devoted to benchmarking and incremental improvements in basic methods. However, there are also clear areas where these methods can be used to investigate the basic biology that underly human diseases. The results I have presented here will likely have little direct effect on human health, however the approach I have presented is a generalized technique that seems to show promise in identifying inter-specific interactions. The approach I have pre-
sented is only an initial computational attempt at investigating protein–protein interactions that may form in infectious diseases, and as further experimental and computational development enable more accurate understanding of protein interactions, the applicability will increase. As advances in medicinal chemistry increase our ability to target protein–protein interactions with small molecules, these host–pathogen protein interactions will represent a valuable new class of targets for antimicrobial agents.

The goal of reducing the global infectious disease burden will require public health initiatives, such as adequate sewage treatment systems and clean water supplies, and reprise from the political upheaval that threatens much of the world. However, there is no doubt that basic and applied biology is a significant component in improving global health. For example, vaccination strategies led to a practical eradication of smallpox. As biology has moved into an era of parallel data acquisition, computation has come to play an essential role in interpreting these observations. The understanding gained from these new kinds of basic biology data have the potential to contribute towards improvements in human health.

Computation has proven to be a valuable tool for biology. However, without properly posed questions, developing these tools for their own sake is a less than optimal endeavor. In addition, computation can only operate on available experimental data and so is limited in the types of questions that it can address, when used alone. As experimental data is being generated in larger quantities, the need for computational tools to interpret has grown. However, these large datasets have not always produced great insight into meaningful biological questions. Nevertheless, there are still basic biological and biomedical questions that have received relatively little attention, but can be addressed us-
ing experimental measurements and computational methods that are currently feasible. For this reason, I believe computation will continue to be an exciting area than can contribute to our understanding of biology and medicine, most significantly when used as a component of an overall approach that includes experimental observations.
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