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Abstract

Previous work has shown that isolated non-canonical sentences
with Object-before-Subject (OSV) order are initially harder to
process than their canonical counterparts with Subject-before-
Object (SOV) order. Although this difficulty diminishes with
appropriate discourse context, the underlying cognitive factors
responsible for alleviating processing challenges in OSV sen-
tences remain a question. In this work, we test the hypothesis
that dependency length minimization is a significant predic-
tor of non-canonical (OSV) syntactic choices, especially when
controlling for information status such as givenness and sur-
prisal measures. We extract sentences from the Hindi-Urdu
Treebank corpus (HUTB) that contain clearly-defined subjects
and objects, systematically permute the preverbal constituents
of those sentences, and deploy a classifier to distinguish be-
tween original corpus sentences and artificially generated alter-
natives. The classifier leverages various discourse-based and
cognitive features, including dependency length, surprisal, and
information status, to inform its predictions. Our results sug-
gest that, although there exists a preference for minimizing de-
pendency length in non-canonical corpus sentences amidst the
generated variants, this factor does not significantly contribute
in identifying corpus sentences above and beyond surprisal and
givenness measures. Notably, discourse predictability emerges
as the primary determinant of constituent-order preferences.
These findings are further supported by human evaluations in-
volving 44 native Hindi speakers. Overall, this work sheds
light on the role of expectation adaptation in word-ordering
decisions. We conclude by situating our results within the the-
ories of discourse production and information locality.
Keywords: Word order; Discourse; Locality; Production

Introduction
The SUBJECT (S), OBJECT (O), and VERB (V) collectively
constitute the building blocks or constituents of a sentence,
operating together in a structured manner to convey the in-
tended meaning. However, the linguistic properties of each
language result in a spectrum of legitimate constituent or-
ders within the sentence which all potentially express the
same idea (Chomsky, 1965; Ferreira, 1996), some of these
are more common than others. The most frequent constituent
order is often called canonical and is often considered the
most natural and basic syntactic structure in a language. It is
typically considered neutral and unmarked. In contrast, the
alternative non-canonical orders are rarer and are employed
under specific information structural and discourse consider-
ations (Comrie, 1981; Gambhir, 1981; Bock, 1982; Mohanan
& Mohanan, 1994). Comprehenders often have greater dif-
ficulty understanding these less frequent constructions than
those that are commonly produced (Hale, 2001; Levy, 2008;

Hawkins, 2014). However, the same rare non-canonical or-
ders, when used within an appropriate discourse or situa-
tional context, can be as preferable and easy to process as
sentences with canonical orders (Kaiser & Trueswell, 2004;
Hörnig, Oberauer, & Weidenfeld, 2005; Kristensen, Engberg-
Pedersen, & Poulsen, 2014; Bader & Meng, 2023).

While Hindi, a flexible word order language (Kachru,
1982), usually employs SOV order, Vasishth, Shaher, and
Srinivasan (2012) found that context rendered certain non-
canonical word orders easier to comprehend than their canon-
ical counterparts, suggesting that syntactic complexity can be
mitigated by context. In spite of this, Vasishth (2004) has
shown that some non-canonical OSV sentences such as 2a
remain harder to comprehend than 2b despite the presence of
an appropriate discourse context (1). This difficulty seems
to arise due to a considerably larger distance between the
fronted object and the verb, thereby increasing the total de-
pendency length within sentence (Gibson, 2000).

(1) Discourse context sentence1

air india
Air India

aur
and

indian
Indian

vimaan sevaayon-ko
airlines services-ACC

notice
notice

de
give

diya gya hai
give.PRS.PFV.SG

Air India and Indian Airlines services have been notified.

(2) Target sentence
a. [yah notice]DO

this notice
[kuwait-ke
kuwait-GEN

vimaan
aviation

pradhikaran
authority

mantralaye-ke
ministry-GEN

director general-ne]S
general-ERG

jaari
issue

[kiya]V
do

hai
be.PRS.PFV.SG

(Reference; OSV; Given-Given)

This notice has been issued by the Director-General
of the Ministry of Aviation Ministry of Kuwait.

b. [kuwait-ke vimaan pradhikaran mantralaye-ke direc-
tor general-ne]S [yah notice]DO jaari [kiya]V hai
(Variant; SOV; Given-Given)

In this work, we study the cognitive factors that influence
a speaker’s choice to produce a non-canonical order when an
equally viable canonical order exists in Hindi. While natu-
rally occurring non-canonical sentences do minimize depen-
dency length as compared with the canonical alternatives, we
find that givenness and surprisal minimization are stronger
predictors of this behavior.

1Major constituents are annotated with brackets, repeated con-
tent words are underlined in both context and target sentences.
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Hypothesis
In a recent study, Ranjan, Rajkumar, and Agarwal (2022)
demonstrated that although dependency length minimization
is generally a weak predictor of Hindi word order preferences,
it significantly predicts non-canonical (OSV) orders, even in
presence of surprisal estimates from trigram and incremental
dependency parsing models. They argued that surprisal mea-
sures may perform poorly for non-canonical orders since the
models for estimating surprisal are themselves biased towards
more frequent structures, while dependency length minimiza-
tion proved effective because fronted-objects were consis-
tently longer than the subjects, resulting in sequences favor-
ing long-before-short patterns in the corpus.

Following their work, we set out to test the hypothesis
that dependency length minimization is a significant predictor
of non-canonical (OSV) production choices, especially when
controlling for information status such as givenness and sur-
prisal. To do this we use dependency length, givenness, and
a variety of surprisal measures to predict the likelihood of
non-canonical vs canonical constructions in naturally occur-
ring written sentences from the Hindi-Urdu Treebank cor-
pus (HUTB; Bhatt et al., 2009). If a factor influences pro-
duction decisions in humans, it should be able to correctly
anticipate where different constituent orderings will occur in
the corpus.

Measures of Processing Difficulty
Dependency Locality Theory
Dependency Locality Theory (DLT; Gibson, 1998, 2000) has
proven effective both in predicting comprehension difficulty
and in modeling production durations (Scontras, Badecker,
Shank, Lim, & Fedorenko, 2014; Dammalapati, Rajkumar,
Ranjan, & Agarwal, 2021).

DLT posits two types of processing costs: INTEGRATION
COST and STORAGE COST. In general, shorter dependencies
have been found to dominate across natural languages (Liu,
2008; Futrell, Levy, & Gibson, 2020; Ranjan & von der
Malsburg, 2023, 2024). The placement of long-before-short
constituents in SOV languages and short-before-long con-
stituents in SVO languages is preferred as they minimize to-
tal dependency length within the sentence (Hawkins, 1994,
2004). In this study, we define dependency length as the
count of intervening words between head and dependent units
within a dependency graph, and calculate the sentence-level
dependency length by summing each word’s dependency
length within the sentence (Temperley, 2007).

Surprisal
Claude Shannon’s (1948) work on Information Theory de-
fined the amount of new information contained in an obser-
vation, based on the (un)predictability of that observation be-
fore it occurred. Hale (2001) showed that this measure, called
surprisal, can predict language processing behavior:

Sk+1 =− logP(wk+1|w1...k, C) (1)

The surprisal of a word (wk+1) is defined in terms of
the conditional probability of that word, w given its intra-
sentential context (w1...k) and inter-sentential context (C; Eq.
1). These probabilities can be estimated using either a se-
quence of words or a syntactic tree (Levy, 2008). Many
studies have now shown that words with high surprisal are
difficult to process and comprehend (Jurafsky, 1996; Hale,
2006; Demberg & Keller, 2008; Smith & Levy, 2013). In
this work, we estimate per-word surprisal using a number
of methods described below and then compute the sentence-
level surprisal for each method by summing the per-word
scores within each sentence.

1. n-gram surprisal: To capture linear local predictability,
we used a traditional trigram language model to estimate
the surprisal of the target word conditioned only on the
two preceding context words. The trigram model we used
was trained on 1 million sentences from the EMILLE cor-
pus (Baker, Hardie, McEnery, Cunningham, & Gaizauskas,
2002) with Good-Turing discounting using the SRILM
toolkit (Stolcke, 2002).

2. PCFG surprisal: To capture structural predictability, we
computed the conditional probability of the words given
the incremental available syntactic structures. This met-
ric was computed for each word in the sentence using the
Modelblocks incremental constituency parser (van Schijn-
del, Exley, & Schuler, 2013).2 Because there are no con-
stituency treebanks for Hindi, we used the (Yadav, Vaidya,
& Husain, 2017) method to generate 12,000 constituency
trees from the dependencies in the HUTB corpus. Since
we wanted to use these trees both to train our parser and
to analyze in our study, we used a 5-fold cross-validation
(CV) method whereby each fifth of our data was annotated
with PCFG surprisal after training our parser on the other
four-fifths of our data.3

3. Adaptive LSTM surprisal: To capture long-range
predictability effects, we used the Neural Complexity
Toolkit (van Schijndel & Linzen, 2018).4 This toolkit im-
plements online fine-tuning of a neural language model,
where an LSTM language model is updated on each con-
text sentence to better model in influence of discourse
context (Example 1), and then surprisal of the words in
the target sentences (Example 2) are estimated using the
revised language model weights. This approach gener-
ates discourse-sensitive surprisal estimates that considers
not only intra-sentential unbounded context but also inter-
sentential information. Using this method, van Schijndel
and Linzen (2018) found that adaptive surprisal was signif-
icantly better at predicting human reading times than non-
adaptive surprisal.

2https://github.com/modelblocks
3F1-score: 90.82% (train) and 84.95% (test) in 5-fold CV setting
4https://github.com/vansky/neural-complexity
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Dataset Ordering type Reference (%) Variant (%)
O-fronted Ref: OSV; Var: SOV 233 (11.67%) 2834 (3.89%)
DO-fronted Ref: DOSV; Var: SDOV 133 (6.67%) 1663 (2.28%)
IO-fronted Ref: IOSV; Var: SIOV 101 (5.06%) 1353 (1.86%)
Canonical Ref: SOV; Var: OSV 1763 (88.33%) 30851 (42.36%)

Full dataset 1996 72833

Table 1: Distribution of ordering types in Reference (Ref)
and Variant (Var) sentences in our dataset; S = subject; O =
object; V = verb; DO = direct object; IO = indirect object

Information Status
Languages are known to follow a principle of GIVEN-
BEFORE-NEW ordering, by re-referring to information previ-
ously mentioned in the discourse before introducing the new
information in the sentence (Clark & Haviland, 1977).

We annotate each sentence in our dataset with Information
Status (IS). For this, we examine subject and object phrases in
the target sentences (2), checking if any content words within
these phrases are mentioned in the preceding context sentence
(1). If so, these phrases are tagged as GIVEN, otherwise they
are tagged as NEW. Additionally, we label phrases as GIVEN
if the head of these constituents is a pronoun. Under this
scheme, both reference (2a) and variant (2b) sentences dis-
play a GIVEN-GIVEN ordering as both the subject and the ob-
ject contain content words (underlined) that are present in the
context sentence (1). Numerical IS scores were assigned as
follows: a) Given-New order = +1, b) New-Given order = -1,
c) Given-Given and New-New orders = 0.

Data and Methods
In our study, we used sentences from the HUTB corpus of
written newswire sentences (Bhatt et al., 2009). We only an-
alyzed those trees that adhered to the following criteria: a)
the trees contain both well-defined subjects and objects, b)
the trees are projective, c) the sentences are declarative, and
d) the root node for each tree is a finite verb with at least two
preverbal dependents.

We generated counterfactual variants for each reference
sentence in our dataset. This involved randomly permut-
ing the preverbal constituents within the dependency tree,
specifically those directly dependent on the root verb (see
Ex. 2). The preverbal domain serves as the primary lo-
cus of constituent order variation in SOV languages, with
fewer post-verbal constituents (Ranjan, Rajkumar, & Agar-
wal, 2022). We limited the variant generation to a maximum
of 99 variants per corpus reference sentence as an arbitrary
cutoff for computational tractability, though our findings re-
mained consistent regardless of the chosen cutoff. Ungram-
matical variants were automatically filtered out using gram-
mar rules derived from the corpus dependency trees in the
treebank (Rajkumar & White, 2014).

Our variant generation procedure resulted in a total of
72833 grammatical variants for 1996 reference sentences in
the corpus. We then categorized reference and variants by
their word orders into canonical (SOV) and non-canonical
(OSV) types, as illustrated in Table 1. The occurrence dis-

tribution revealed that non-canonical reference sentences are
indeed less frequent compared to canonical orders. Follow-
ing this, we set up a classification task to investigate if the
features described in the preceding section are effective in
identifying the corpus reference sentences amidst competing
counterfactual variants. However, the presence of a greater
number of variants (72833) per reference sentence (1996) in-
troduces a substantial class imbalance issue (reference / vari-
ant) for our binary classification task. The ranking method in
the next section addresses this class imbalance problem. We
then use the transformed dataset with balanced class labels to
report our regression and classification analyses.

We also conducted a targeted human evaluation via a two-
alternative forced choice (2AFC) judgment task involving 44
Hindi native speakers. We collected human judgments over
164 randomly chosen reference-variant pairs from our full
dataset. Participants first viewed the context sentence (Ex. 1)
and then selected the preferred continuation between the ref-
erence (Ex. 2a) and the variant (Ex. 2b). Results showed that,
85.63% of the HUTB reference sentences (out of 164 pairs)
were preferred by native speakers over the plausible variants
that we generated. As a result, we feel justified in considering
the reference sentences in the HUTB corpus as gold standards
of human ordering preferences in our analyses.

Ranking Model
Our original dataset contained significantly more variants
(72833) than reference sentences (1996) and this imbalance
posed a problem for training an unbiased classifier. To rec-
tify this imbalance, we applied a data transformation tech-
nique originally proposed for ranking web pages by Joachims
(2002). Previous work on syntactic choice phenomena has
successfully employed this method, which converts a bi-
nary classification task with heavily imbalanced labels into
a pairwise ranking task (Rajkumar, van Schijndel, White, &
Schuler, 2016). This conversion associates feature vectors
from the reference sentences with those of their variants. The
feature vectors in this case consist of the aforementioned fea-
tures which we computed for both reference and variant sen-
tences. Next, we trained a logistic regression model on the
difference between feature vectors of reference and variant
pairs, as illustrated in the equations below:

w ·φ(Re f erence)> w ·φ(Variant) (2)

w · (φ(Re f erence)−φ(Variant))> 0 (3)

Eq. 2 depicts a standard classification model determining
whether the reference sentence outperforms one of its vari-
ants. This decision relies on comparing the dot product of
the feature vector linked to the reference sentence and the
learned feature weights w with the corresponding dot prod-
uct of the variant sentence. This relationship is alternatively
expressed in Eq. 3, where the feature values of the first pair
member are subtracted from their counterparts in the second
member (Joachims, 2002). The model’s decision for a spe-
cific reference-variant pair can then be made by evaluating the
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sign of the dot product between the learned feature weights
and the feature vector difference (Eq. 3).

We generated ordered pairs comprising feature vectors for
both reference (REF) and variant (VAR) sentences, maintain-
ing a balance in the counts of each order type (REF-VAR,
VAR-REF). Pairs alternating between ‘REF-VAR’ were labeled
as ‘1,’ whereas pairs in the ‘VAR-REF’ sequence were labeled
as ‘0.’ This coding strategy ensures a balanced dataset, with a
near equal number of labels for each type.5 The transformed
features were then fed into a logistic regression model (using
the glm function in R) to test our hypothesis:

choice ∼


δ0 adaptive lstm surprisal +
δ1 trigram surprisal + δ2 pcfg surprisal +
δ3 IS score +
δ4 dependency length

(4)

Here, choice is a binary dependent variable (1 denotes a
preference for the reference sentence, and 0 denotes a pref-
erence for the variant sentence). The deltas (δx) refer to the
difference between each feature of the reference sentence and
the paired variant. All the independent variables were nor-
malised to z-scores.

To evaluate the classification performance, we examined
the output of our model trained on the entire dataset (72833
data points) with transformed feature values as predictors us-
ing 10-fold cross-validation method i.e., models trained on 9
folds of the dataset were used for prediction in the remaining
fold. However, for estimating regression coefficients in the
model, we use the test data with transformed feature values
as predictors for a given construction under study.

Results
In this section, we investigate whether dependency length
minimization is a significant predictor of OSV syntactic
choices, even in presence of surprisal and givenness mea-
sures. As discussed previously, corpus orderings were
human-preferred compared with plausible alternatives. We
assume that this is due to the psycholinguistic properties
of each sentence. We first used regression to identify the
strength with which each factor predicts the corpus orderings
compared with possible but unattested alternatives. Then we
examined the percentage of correctly predicted reference sen-
tences over paired alternative variants using our features. Fi-
nally, we collected human preference data to determine how
closely these features cause our automatic classifier to mimic
human behavior.

Regression Analysis
In this section, we test our main hypothesis that dependency
length predicts non-canonical OSV orders (i.e. DO-fronted
and IO-fronted corpus sentences) while controlling for sur-
prisal measures and IS score. Based on the prior literature,
we expect that surprisal should be lower in the reference than
in the variant and that givenness should be adhered to more

5The number of labels is equal when the total number of variants
is even and they differ by one when the variant total is odd
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s

Figure 1: Summary of dataset denoting difference between
predictor values of Reference and their corresponding variant
sentence for DO-fronted and IO-fronted constructions; Mean
difference value for each predictor is annotated.

in the reference sentence than the variant.6 If dependency
length minimization plays a role in these ordering decisions,
we would expect dependency length to be lower in the refer-
ence sentences compared with the variants. Our results (Fig-
ure 1) suggest that surprisal and dependency length predic-
tions generally hold across both types of non-canonical con-
structions. However, the givenness (information status) pre-
diction holds true only for DO-fronted sentences.

For the DO-fronted subset of our corpus (Table 2), refer-
ence sentences consistently minimize dependency length in
addition to trigram and adaptive LSTM surprisal as shown
by their negative regression coefficients. However, the posi-
tive regression coefficient for PCFG surprisal suggests greater
syntactic complexity associated with DO-fronted construc-
tions. The positive regression coefficient for IS score implies
that DO-fronted corpus sentences exhibit GIVEN-NEW order-
ing as compared to the paired alternative variant. Adding
dependency length to a baseline model containing all other
predictors significantly improved the fit of our model in the
DO-fronted subset (χ2 = 51.61; p < 0.001). In contrast,
for IO-fronted constructions (Table 3), we observe that refer-
ence sentences consistently minimize all surprisal measures
as evinced by their negative regression coefficients. Depen-
dency length and IS score were not significantly predictive of
IO-fronted orderings.

Our regression results are largely in line with previous
findings in the literature, which have found differential pro-
cessing effects of dependency length for DO- and IO-fronted
constructions in Hindi (Vasishth, 2004; Ranjan, Rajkumar,
& Agarwal, 2022; Ranjan, van Schijndel, Agarwal, & Ra-
jkumar, 2022). Ranjan and colleagues, in their analysis of
HUTB sentences found a preference for long-before-short
constituent placement in DO-fronted sentences in line with
dependency length minimization (DLM). In contrast, they

6Based on the coding of given-new as +1 and new-given as -1,
we expect the reference-variant difference [(+1) - (-1) = 2] for IS
score to be a positive value if givenness is truly adhered to.
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Predictors Estimate Std. Error Z-value VIF
Intercept 0.02 0.074 0.25 –
Dependency length -0.58 0.091 -6.35*** 1.02
IS score 0.26 0.055 4.68*** 1.03
PCFG surprisal 0.52 0.135 3.88*** 1.42
Trigram surprisal -2.08 0.245 -8.48*** 2.12
Adaptive LSTM surprisal -1.65 0.240 -6.86*** 1.99

Table 2: Regression coefficients for the model predicting ref-
erence sentence as DO-fronted non-canonical (DOSV) against
variant as canonical (SDOV) (N = 1663; all significant predic-
tors denoted by *** p < 0.001; VIF = Variance Inflation Factor)

Predictors Estimate Std. Error Z-value VIF
Intercept 0.20 0.109 1.875 –
Dependency length 0.15 0.142 1.045 1.08
IS score 0.13 0.074 1.767 1.10
PCFG surprisal -0.89 0.238 -3.725*** 1.08
Trigram surprisal -3.05 0.382 -7.976*** 1.34
Adaptive LSTM surprisal -2.83 0.365 -7.78*** 1.43

Table 3: Regression coefficients for the model predicting refer-
ence sentence as IO-fronted non-canonical (IOSV) against vari-
ant as canonical (SIOV) (N = 1353; all significant predictors
denoted by *** p < 0.001; VIF = Variance Inflation Factor)

found no such influence of dependency length in IO-fronted
sentences. In the present work, we find that while OSV sen-
tences optimize for surprisal minimization generally, only
DO-fronted sentences tend to minimize dependency length.

Classification Analysis

In this section, we examine the impact of each factor in clas-
sifying whether a sentence is a corpus reference sentence or a
variant. We use 10-fold cross-validation of the entire dataset
(72833 data points) to evaluate the classifier’s performance.
Table 4 presents the prediction accuracy of our various mod-
els across three constructions viz., object-fronted (OSV), DO-
fronted (DOSV), and IO-fronted (IOSV) in our dataset.

In terms of individual performance (top block in Table 4),
adaptive LSTM and trigram surprisal achieved the highest
classification accuracy across all three constructions. PCFG
surprisal is the second best predictor followed by depen-
dency length and IS score in decreasing order for OSV and
IOSV constructions. The poor performance of PCFG sur-
prisal in predicting DOSV sentences is mainly due to its bias
towards frequent syntactic structures, in contrast to depen-
dency length, which quantifies memory load within sentence.
These findings suggest that a syntactically complex sentence
can be less taxing if the processing is facilitated via DLM or
probable word sequences in the sentence.

Over a baseline model containing adaptive LSTM and tri-
gram surprisal measures (bottom block in Table 4), none
of the predictors—PCFG surprisal, dependency length, and
IS score—induced any increase in the classification perfor-
mance for OSV (second column) and IOSV constructions
(last column). However, for DOSV construction, PCFG sur-
prisal significantly helped classify reference sentences above
and beyond the baseline model (p < 0.001 using McNe-
mar’s two-tailed significance test). Dependency length failed
to contribute beyond the model containing all the surprisal
measures. Interestingly, IS score successfully predicted DO-
fronted constructions beyond the model containing all pre-
dictors, implying that fronting direct objects is driven by con-
siderations of givenness in discourse. In another experiment,
we also tested whether dependency length significantly con-
tributes beyond a model with only adaptive LSTM surprisal,
but found no significant impact in predicting corpus sentences
across the three constructions. This implies that the impact of
DLM is entirely subsumed by adaptive LSTM surprisal.

In sum, our classification analyses involving 10-fold cross-
validation, focused on prediction, stand in contrast to our re-
gression analyses, which involved fitting the data. Our classi-
fication findings refute the hypothesis that DLM significantly
predicts non-canonical ordering choices, once expectation-
based factors and discourse considerations are accounted for.
Instead, surprisal minimization, captured by inter- and intra-
sentential language models like adaptive LSTM and trigram
surprisal, emerges as the primary driver of syntactic order-
ing choices in Hindi. Our work extends beyond prior re-
search that solely incorporates intra-sentential surprisal mea-
sures for modeling syntactic choices (Rajkumar et al., 2016;
Ranjan, Agarwal, & Rajkumar, 2019), and aligns with the re-
cent findings that have attested the role of discourse context
in sentence processing (Qian & Jaeger, 2012; van Schijndel
& Linzen, 2018; Ranjan, van Schijndel, et al., 2022).

Human Evaluation

While our previous analyses relied entirely on corpus occur-
rences as proxies for human preference data, this section in-
vestigates how well our classification model simulates real
human judgments from 44 native speakers. As described in
the Methods section, we collected human judgments using
164 randomly chosen reference-variant pairs from our full
dataset (72833). We employed 10-fold cross-validation on
the full dataset to assess our classifier’s performance on these
164 pairs, trained with all features. Subsequently, we com-
pared the classifier’s output with the real-human choices. Ta-
ble 5 reports our human evaluation outcomes.

Our classifier consistently demonstrated better accuracy in
predicting the human-preferred constructions across all the
items we tested than in predicting original corpus choices.
The increased accuracy for human labels (70%) over cor-
pus labels (45%) in DO-fronted constructions revealed that
native speakers generally prefer canonical forms over non-
canonical ones even though the non-canonical sentences min-
imized dependency length on average (see Figure 1 and Ta-
ble 2), and our model is better at picking up those instances.
We also found that Hindi participants favored IO-fronted con-
structions (71.43%) over DO-fronted constructions (55%) as
captured by the human-corpus agreement accuracy, which re-
flects the number of sentences where the corpus reference
sentence was preferred by human raters. Further data anal-
ysis revealed that our model struggled to predict human la-
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Predictor(s) (Ref: OSV vs Var: SOV) (Ref: DOSV vs Var: SDOV) (Ref: IOSV vs Var: SIOV)
IS Score 52.19 53.88 50.92

Dependency length 65.24*** 68.49*** 58.91***
PCFG surprisal 67.22 59.05*** 75.91***

Trigram surprisal 83.16*** 78.95*** 87.29***
Adaptive LSTM surprisal 83.84 79.98 88.32

Baseline = Adaptive LSTM + trigram surprisal 85.18*** 81.24** 89.43*
Baseline + PCFG surprisal 84.72 80.04*** 89.95

Baseline + PCFG surprisal + dependency length 84.65 79.86 89.95
All predictors 85.04 80.46* 90.02

Table 4: Individual and collective prediction accuracies (Random accuracy = 50%; *** p < 0.001 ; ** p < 0.01; * p < 0.05
McNemar’s two-tailed significance compared to model on previous row; Refer to Table 1 for our dataset distribution)

Dataset Type (#) Corpus labels Human labels Human-Corpus
Prediction Accuracy (%) Agreement (%)

Ref: OSV; Var: SOV (41) 53.66 70.73 63.41
DO-fronted (20) 45.00 70.00 55.00
IO-fronted (21) 61.90 71.43 71.43
Full dataset (164) 76.65 79.04 85.63

Table 5: Model’s performance on original corpus labels and
the human labels from 44 native Hindi speakers

bels when participants themselves disagree among each other.
We observed significant disagreement among native speakers
for non-canonical (OSV) orders, and in particular, for DO-
fronted reference sentences, thus serving as a primary reason
underlying the differing performance of our classifier in pre-
dicting human and corpus labels.

Discussion
Dependency Length Minimization seems to be a general
property of many natural languages and it does seem to sig-
nificantly predict general word ordering in Hindi. However,
our work indicates that discourse expectations, as captured by
adaptive LSTM surprisal and givenness seem to be the pri-
mary influences on non-canonical sentence production. No-
tably, discourse-enhanced surprisal entirely subsumes the im-
pact of dependency length minimization effects in predicting
Hindi syntactic choices. It is possible that dependency length
partially helps determine when non-canonical constructions
occur, but our results indicate that at least some other fac-
tors are also at work. We suspect that other cognitive mecha-
nisms underlying surprisal minimization include accessibility
of multi-word sequences (Reali & Christiansen, 2007), con-
siderations of local coherence effects (Tabor, Galantucci, &
Richardson, 2004), and discourse adaptation, incorporating
both lexical and syntactic priming (Gries, 2005; Tooley &
Traxler, 2010; Reitter, Keller, & Moore, 2011; Ranjan, van
Schijndel, Agarwal, & Rajkumar, 2022).

Previous studies in Hindi have noted a weak locality ef-
fect, affecting sentences that are either syntactically complex
or that involve rare constructions (Vasishth & Lewis, 2006;
Ranjan, Rajkumar, & Agarwal, 2022). However, our present
findings reveal that, with the inclusion of discourse factors,
the locality effect ceases to be a general predictor, even in
less common non-canonical sentences. The present findings,
therefore, align with the idea in the literature that expectation
effects are likely to be prevalent in SOV languages, whereas

locality effects are observed in SVO languages (Vasishth,
Suckow, Lewis, & Kern, 2010; Ferrer-i-Cancho, 2015, 2017)

A recent study by Hahn, Jurafsky, and Futrell (2020), in-
volving an extensive analysis of 51 languages, demonstrated
that dependency-length minimization could be an epiphe-
nomenon, sufficiently accounted for by optimizing the gen-
eral predictability and parseability of sentences without re-
quiring any additional constraints. Similarly, Engelmann,
Jager, and Vasishth (2019) noted that decay component (rep-
resentative of locality) in Lewis and Vasishth (2005)’s model
did not improve fit in their simulation data across various de-
pendency types. These findings possibly suggest that decay,
the underlying cognitive construct behind “locality” may lack
strong empirical support (Oberauer & Lewandowsky, 2013,
2014; Stone, von der Malsburg, & Vasishth, 2020; Jager,
Mertzen, Van Dyke, & Vasishth, 2020), although see Hardt,
Nader, and Nadel (2013). This casts doubt on the cause of
dependency length minimization being solely attributed to
decay in memory, and proposes an alternative explanation
where locality might be reducible to a more general memory
interference effect (Vasishth et al., 2012; Ranjan, Agarwal, &
Rajkumar, 2024). Future work needs to investigate the role
of interference while controlling for locality and surprisal in
syntactic choice phenomena in Hindi.

Our results also have implications for the Information Lo-
cality Hypothesis (ILH), which integrates lossy context sur-
prisal and mutual information (Futrell, 2019; Futrell, Gib-
son, & Levy, 2020). ILH suggests that words predicting each
other should exhibit locality effects, and processing difficulty
is related to a word’s expected log probability given a noisy
memory representation. With this view, ILH, thus is thought
to unify surprisal and dependency locality, and proposes a
metric based on point-wise mutual information (PMI) be-
tween word pairs. Our work uses an LSTM language model
with an unbounded context, which effectively captures and
subsumes the effects of locality for syntactic choice. Thus of-
fering some preliminary evidence for ILH. Nevertheless, fur-
ther research is required to test the original formulation of
ILH using PMI metric for syntactic choice in Hindi.

Overall, our results provide converging evidence that while
speakers of Hindi, an SOV language, display a weak tendency
to minimize dependency length, the preverbal constituent or-
derings are primarily shaped by surprisal minimization lever-
aging both intra- and inter-level context information.
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