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Abstract

Analyzing how human beings resolve syntactic ambiguity has
long been an issue of interest in the field of linguistics. It is, at
the same time, one of the most challenging issues for spoken
language understanding (SLU) systems as well. As syntactic
ambiguity is intertwined with issues regarding prosody and se-
mantics, the computational approach toward speech intention
identification is expected to benefit from the observations of
the human language processing mechanism. In this regard, we
address the task with attentive recurrent neural networks that
exploit acoustic and textual features simultaneously and reveal
how the modalities interact with each other to derive sentence
meaning. Utilizing a speech corpus recorded on Korean scripts
of syntactically ambiguous utterances, we revealed that co-
attention frameworks, namely multi-hop attention and cross-
attention, show significantly superior performance in disam-
biguating speech intention. With further analysis, we demon-
strate that the computational models reflect the internal rela-
tionship between auditory and linguistic processes.
Keywords: syntactic ambiguity resolution; speech intention
disambiguation; audio-text co-attention framework; prosody-
syntax-semantics interface

Introduction
Resolving syntactic ambiguity is a core task in spoken lan-
guage analysis, since identifying the sentence type and under-
standing the intention of a text form utterance is challenging
for some prosody-sensitive cases. Notably, in some wh-in-situ
languages like Korean and Japanese, some uttered word se-
quences incorporate syntactic ambiguity, which leads to diffi-
culties discerning directive speech from constative or rhetor-
ical ones. For example, the following sentence in Seoul Ko-
rean can be interpreted differently depending on the prosody
(Cho, Cho, Kang, & Kim, 2019):

(s1)몇개가져가 myech kay kacye-ka
how quantity bring-USE1

(a) How many shall I take?
(LHLLH%; wh-Q)

(b) Shall I take some?
(LMLLH%; yes/no Q)

(c) Take some.
(LMLML%; command)

where L, M, and H denote relative pitch of each syllabic block
and USE denotes an underspecified sentence ender. Unlike
English translations, if given only the text with periods or

1Denotes an underspecified sentence ender.

Figure 1: Prosody-syntax-semantics interface is assumed to
be highly related to disambiguating confusing utterances (s1).

question marks removed (usually provided as an output of au-
tomatic speech recognition (ASR)), the language understand-
ing modules may not be able to determine if it is a statement
or a question. Even with such marks, it is vague whether the
question is yes/no or wh-.

As such, for an utterance that contains components whose
roles are decided by prosody, it requires both the acoustic and
textual data for spoken language understanding (SLU) mod-
ules (and even humans) to correctly infer the speech inten-
tion. In this process, the pitch sequence, the duration between
words, and the overall tone all together decide the intention
of an utterance. Thus, we concluded that introducing prosodic
information is indispensable for resolving syntactic ambigu-
ity, as depicted in Figure 1.

In this paper, we first review literature on prosody-
syntax interface, syntactic ambiguity resolution, and machine
learning-based speech analysis. Then, we introduce the ar-
chitecture of speech intention classification systems that co-
utilize the audio and text features, along with a comparison
with speech-based and text-aided (self-attentive) recurrent
neural network (RNN) models. Next, in the experiment sec-
tion, the utilized corpus and the results are described, based
on which we suggest the possibility of a connection between
computational speech intention identification and human lan-
guage processing mechanisms. Our contribution is as follows:

• We applied parallel bidirectional recurrent encoder (P-
BRE), multi-hop attention (MHA), and cross-attention

1953
©2020 The Author(s). This work is licensed under a Creative
Commons Attribution 4.0 International License (CC BY).



(CA) to identify the speech intention of syntactically am-
biguous utterances and scrutinized them in cross-modal
perspective.

• We analyzed the result in view of experimental linguistics,
linking the co-attention frameworks to neurological find-
ings.

Related Work
The interaction of prosody and syntax has been long inves-
tigated regarding sentence types, especially for the question
types including wh-intervention (Pires & Taylor, 2007) and
declarative forms (Gunlogson, 2002). Moreover, for some
head-final languages, the sentence-final intonation can play
a significant role in clarifying the sentences. For instance,
the prosody assigned to the final particle or word of non-
scrambled Korean sentences usually decides the sentence
form, e.g., declaratives or interrogatives (Yun, 2019) .

In a broader perspective, syntactic ambiguity has been dealt
with not only in studies on sentences but also phrases. In Ko-
rean, dative (Hwang & Schafer, 2009) and comparatives (Kim
& Sells, 2010) terms have been mainly investigated. Also,
linking syntax with phonetics, Baek and Yun (2018) demon-
strated that syntactic ambiguity is resolved via prosodic in-
formation that can elaborate the low/highness of the attach-
ment. They handled several cases in Korean where the syn-
tax differentiates upon phonetic properties, especially among
long phrases (e.g., diligent boy’s sister). This approach is
mainly concerned with contiguity theory (Richards, 2016),
which claims that syntax can make reference to phonological
structure, and that movement operations can be triggered by
the need to produce phonologically acceptable objects.

Aforementioned studies on prosody/phonetics-syntax-
semantics interface deal with various types of disambigua-
tion, which incorporates the variance in topic, agent, ex-
periencer, and object of syntactically ambiguous sentences.
Among them, a few concerns questions, commands, and
their directivity (see Yun (2019)). Cho, Cho, et al. (2019)
suggested the seven-class categorization (namely statement,
yes/no question, wh-question, rhetorical question, command,
request, and rhetorical command), based on (i) sentence-
middle intonation that affects topic and wh-intervention, (ii)
sentence-final intonation that changes the sentence form, and
(iii) the overall tone that influences rhetoricalness. The limi-
tation is that, the analysis beyond the categorization has yet
been performed. For now, the prosodic activeness-based dis-
ambiguation (Richards, 2016; Baek & Yun, 2018) well for-
mulates the phonetic segments that clarify syntax. But we
deemed it necessary to resolve the ambiguity within wider
range of sentence types, promoting possibly an automatic
management. In this regard, we take into account computa-
tional approaches that autonomously discover the latent and
non-codified criteria.

Early studies on spoken language analysis adopt a simple
concatenation of acoustic and textual features (Gu, Li, Chen,

Zhang, & Marsic, 2017), where parallel convolutional or re-
current neural networks (CNN/RNNs) were used to summa-
rize each feature. A recent study includes hierarchical atten-
tion networks (HAN) (Gu et al., 2018) that point out the com-
ponents which are essential for inferring the answer. In the
related area of speech emotion recognition, multi-hop atten-
tion (MHA) (Yoon, Byun, Dey, & Jung, 2019) was introduced
to encourage a comprehensive information exchange between
textual and acoustic features. Nonetheless, since the exper-
iments in literature generally utilize speech utterances with
less confusing intention or emotion (e.g., syntactically non-
ambiguous sentences or emotion utterances without semantic
cue), there has been little study concentrating on the resolu-
tion of ambiguous sentences as in (s1).

In terms of the prosody-syntax-semantics interface, we
concluded that the interaction between acoustic and textual
information is required for such cases. We aim to material-
ize this approach in our co-attentional architectures in the
form of MHA (Yoon et al., 2019) and cross-attention (CA)
(Lee, Chen, Hua, Hu, & He, 2018), which have shown their
power in the area of speech emotion recognition and image-
text matching respectively.

Model
Here, we describe how the co-attention frameworks are con-
structed in terms of speech processing, self-attentive em-
bedding, text-aided analysis, multi-hop attention, and cross-
attention, as shown visually in Figure 2. In all models, the
input is either audio-only (2.1-2) or audio-text pair (2.3-5).
The text-only model is not taken into account since the text
alone does not help resolve the syntactic ambiguity.

Audio-only Model (Audio-BRE)
The baseline model utilizes only audio input. Frame-level au-
dio features are fed as an input to bidirectional long short-
term memory (BiLSTM) (Schuster & Paliwal, 1997), for
which the expression BRE (bidirectional recurrent encoder)
is assigned (Yoon et al., 2019). The final hidden state is fully
connected to a multi-layer perceptron (MLP) to yield a cor-
rect answer as a maximum probability output in the final soft-
max layer. Refer to (1) in Figure 2 for an illustration of the
model’s architecture.

Audio-only Model with Self-attentive Embedding
(Audio-BRE-Att)
Since the audio-only BiLSTM2 model lacks information re-
garding the identification of the core parts in analyzing an
utterance, we augmented a self-attentive embedding layer as
utilized in the sentence representation (Lin et al., 2017). In
brief, a context vector, which has the same width as the hid-
den layers of the BiLSTM, is jointly trained to assign weight
vector to the hidden layer sequence thereof.

The whole process, as in (2) of Figure 2, implies that the
weight is decided upon the overall distribution of acoustic

2In this paper, we interchangeably use BRE and BiLSTM.
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Figure 2: Block diagrams of the implemented models. Each number denotes the corresponding subsections in Model. Best
viewed in color.

features. Since the acoustic feature reflects the lexicon and
the syntactic property, the weight ends up playing a crucial
role in predicting the intention of the speech.

Parallel Utilization of Audio and Text
(Para-BRE-Att)
Unlike emotion analysis where either textual or acoustic fea-
tures do not necessarily dominate, in intention analysis, ob-
taining textual information can bring a significant advantage
(Gu et al., 2017), even when a period or a question mark is
omitted as in our experiment. Here, text input for the am-
biguous sentences are identical (without punctuation mark)
for two to four different versions of the speech, but feeding
them as an input of separately constructed Audio-BRE may
provide supplementary information. The final hidden layer of
Audio-BRE-Att is concatenated with that of the Text-BRE-Att
(BRE-Att that exploits textual features) to make up a new fea-
ture layer, as illustrated in (3) of Figure 2.

Multi-Hop Attention (MHA)
In multi-hop attention (MHA) (Yoon et al., 2019), which is
proposed for speech emotion recognition, textual and acous-
tic features interact by sequentially transmitting information
to each other. This is the background of the expression ‘multi-
hop’, where the hopping is performed by adopting the final
representation of each feature as a context vector of the other
as in (4) of Figure 2. The final output of the former and the
latter are eventually concatenated.

Here, we first implement hopping only from audio to text
(4a) (MHA-A), and then augment from text to audio to make
up (4b) (MHA-AT). They showed better performance than the

further hopped model (i.e., MHA-ATA) in the original study
(Yoon et al., 2019). Also, it is empirically more acceptable
than the reverse case (e.g., MHA-T/TA) since auditory sen-
sory first faces acoustic data than semantic information.

Cross-Attention (CA)
From the perspective of another co-attention framework, we
adopt cross-attention (CA) that fully utilizes the information
flow exchanged simultaneously by both acoustic and textual
features, as depicted in (5) of Figure 2. In the preceding paper
on image-text matching (Lee et al., 2018), image segments
are utilized in determining the attention vector for the text,
and similarly in reverse. Thus, not limited to using the rep-
resentation regarding one feature as a context vector of the
other’s attention weight, we assumed it also plausible to uti-
lize the final representation of Audio-BRE-Att in making up a
weight vector for Text-BRE and vice versa. In this case, self-
attentive embedding was not applied to the textual features,
in order to reflect the auditory-first nature3.

Experiment
Corpus Description
The dataset for the analysis of ambiguous speech, which
requires prosodic disambiguation, is a corpus that contains

3Since auditory sensory meets the speech before the audio is en-
coded to lexical components, we considered it fair to assign different
levels of representation and weight regarding both modalities. Here,
we implement it in the way of giving self-attentive embedding only
to the audio features. In fact, providing attention to the textual fea-
tures as well, resultingly degraded the performance; we also tried to
avoid that case.
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S YN WH RQ C R RC

Who 547 544 446 202 112 26 18
What 294 283 186 64 32 14 4
Where 64 64 49 6 11 4 1
When 37 54 40 22 0 4 15
How 59 62 28 8 6 0 0

How much 84 40 100 0 14 8 0

Table 1: A frequency matrix on wh- particles and the inten-
tion types, excerpted from (Cho, Cho, et al., 2019). For male
and female cases each, the total speech files were randomly
organized and split into train and test set with the ratio of 9:1.

about 1.3K sentences with two to four different types of
prosody (and corresponding intention). Specifically, each
sentence (i) starts with a wh-particle, (ii) incorporates a
predicate made up of general verbs and pronouns, and (iii)
ends with underspecified sentence enders so that the over-
all prosody varies according to intention (and sometimes
with politeness suffix). All the sentences received consen-
sus of three Korean native speakers, and the total number of
speech utterances reaches 3,552. A male and a female speak-
ers recorded each utterance with an appropriate prosody for
each intention, to obtain a dataset of size 7,104. The num-
ber of intentions is seven, namely statement (S), yes/no ques-
tion (YN), wh-question (WH), rhetorical question (RQ), com-
mand (C), request (R), and rhetorical command (RC). The
categorization is slightly modified from the publicly available
Korean corpus (Cho, Lee, Yoon, Kim, & Kim, 2018) to reflect
wh- intervention as illustrated in (s1). The specification of the
corpus is given in Table 1. The corpus4 and its detailed gen-
eration scheme are published as a separate article (Cho, Cho,
et al., 2019).

Features and Architecture
For acoustic features, mel spectrogram (MS) and root mean
square energy per frame (RMSE) were obtained by Librosa
and were concatenated frame-wisely. For textual features, two
types of character-level representation were adopted, namely
sparse and dense, as they show best performance for clas-
sification tasks (Cho, Kim, & Kim, 2019). For sparse vec-
tors, multi-hot encodings of the Korean characters were used
(Song, Han, Cho, & Lee, 2018). These features display con-
ciseness and also preserve the property of the blocks as a con-
junct form. For dense features that regard distributional se-
mantics, the recently disclosed fastText (Bojanowski, Grave,
Joulin, & Mikolov, 2016)-based word vector dictionary was
exploited (Cho, Cheon, Kang, Kim, & Kim, 2018).

Considering the head-finality of the Korean sentences, we
embedded the acoustic and textual features backward from
the endpoint5. The maximum sequence length was fixed to

4https://github.com/warnikchow/prosem
5This was controversial, but was to assure that all the models

can pay attention to the sentence end of each utterance, where the
underspecified functional particles lie in. This does not mean uni-
LSTM; this instead means that the characters are placed from the

Accuracy (F1) Param.s Comp.
Sparse Dense

(1) Audio-BRE 83.9 (0.652) 116K 65s

(2) Audio-BRE-Att 89.3 (0.759) 190K 67s

(3) Para-BRE-Att 93.2 (0.919) 92.8 (0.919) 260K 70s

(4a) MHA-A 93.8 (0.928) 93.5 (0.922) 266K 67s

(4b) MHA-AT 92.8 (0.909) 91.8 (0.904) 270K 67s

(5) CA 91.8 (0.884) 93.5 (0.919) 326K 65s

(3’) Para-ASR 90.0 (0.822) - - -

(4a’) MHA-ASR 90.2 (0.799) - - -

Table 2: Result on the 10% test set. For each model, where
all reached the convergence, we chose the intersection among
5-best accuracy and F1 checkpoints that were yielded during
the first 100 epochs of training.

cover the longest input, where all the features with shorter
frame/character length were padded with zeros. Models were
implemented with Keras (Chollet et al., 2015), using Tensor-
Flow backend (Abadi et al., 2015). Architecture and hyper-
parameter specification are provided separately on-line, with
all the codes for implementation6.

Result
Table 2 shows the comparison result utilizing the corpus
dataset. Both train and test sets in (1-5) incorporate the scripts
of ground truth, and for the others, the test set scripts were
ASR result. Input materials are either sole audio or audio-text
combined, both in the training and test phase.
Attention matters: First, in (1) and (2), we observed that
audio itself incorporates substantial information regarding
speech intention, and physical features such as duration,
pitch, tone, and magnitude can help yield semantic under-
standing via attention mechanism. This seems to be related
to the phenomenon where people often catch the underly-
ing intention of a speech even when they fail to understand
the whole words (Hellbernd & Sammler, 2016). Also, it was
shown that attaching the attention layer guarantees stable con-
vergence of the learning curve in the training phase.
Text matters: Next, as expected, the text-aided models (3-
5) far outperform the audio-only ones (1, 2), notwithstand-
ing bigger trainable parameter set size and the computation
time. Although the character-level features we utilized do not
necessarily represent semantic information (which is held at
least at morpheme-level), this result can be interpreted as im-
plying that utilizing textual features can help recognize the
prosodic prominence within the audio features (Talman et
al., 2019). It was beyond our expectation that the sparse vec-
tors outperform the dense ones in general. The exception was
in CA, which implies that CA takes more advantage from
the distributional semantics within the text embedding. We
infer that CA may exhibit significance if the utterances be-

end slot of the sequence in the input-level.
6https://github.com/warnikchow/coaudiotext
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come more cumbersome, where pre-trained language models
(LMs) prevalent these days might be helpful.
Co-attention framework helps: In (3-5), we noticed that co-
utilizing both audio and text in making up the attention vec-
tors as in (4) MHA or (5) CA shows better performance than
a simple concatenation in Para-BRE-Att. Since the studies
on speech emotion analysis (Pell, Jaywant, Monetta, & Kotz,
2011; Ben-David, Multani, Shakuf, Rudzicz, & van Lieshout,
2016) claim that prosody and semantic cues cooperatively af-
fect inferring the ground truth, we suspect that a similar phe-
nomenon takes place in the case of speech intention. That is,
acoustic and textual processing significantly benefits from a
consequent or simultaneous interaction with each other.
Over-stack may bring a collapse: We first hypothesized that
(4b) or (5) would show better performance compared to (4a)
due to a broader or deeper exchange of information between
both sources. Instead, we observed performance degenera-
tion, leading to the conclusion that the inference becomes un-
stable if too much information is stacked. It is assumed that
speech intention analysis is affected dominantly by the com-
bination of speech analysis and a speech-aided text analysis
(4a, 5), preferably with the smaller contribution of text-aided
speech analysis (4b), though the performance of the models
may not be directly linked to actual human processing mech-
anism. This shows that text matters but speech influences, as
will be discussed further below.
In-depth analyses: For a practicability of the systems, model
parameter size and training time per epoch were recorded (Ta-
ble 2). Taking into account that audio processing itself incor-
porates huge computation, co-utilizing the textual informa-
tion seems to bring significant improvement.

Then, we performed an additional experiment on ASR re-
sult7 (3’, 4a’), especially for the test utterances, where (3)
and (4a) were chosen to observe how the degeneration differs
in concatenation and co-attention frameworks. The training
was performed with the ground truth, and the models for the
sparse textual features were chosen upon the result with it
as well (3, 4a). It is notable that both perform competitively
with the case of perfect transcription, but the degeneration
was more significant in the co-attention framework. This im-
plies that the framework utilizing textual information more
aggressively is ironically more vulnerable to errors. Thus,
precise ASR and error-compensating text processing are both
required for the improvement and application of the system.

Lastly, we observed that (i) the co-utilization of acoustic
and textual features shows strength in identifying the inten-
tion classes that are highly influenced by prosody itself, e.g.,
distinguishing RQs from pure questions. Some cases deeply
concerned the lexicon, e.g., distinguishing commands from
statements or requests from yes/no questions. (ii) On the other
hand, figuring out wh- intervention between yes/no and wh-
questions, depended more on the interaction of audio and text
processing, shown by a superior performance of MHA than

7ASR was performed with a freely available API:
https://aibril-stt-demo-korean.sk.kr.mybluemix.net/

Para-BRE-Att. These two observations can be explained as
follows: in Korean spoken language, identifying rhetorical-
ness often accompanies non-neutral emotion (as suggested
for a syntactically similar language (Miura & Hara, 1995)),
whereas wh-intervention mostly involves phonological prop-
erties. Thus, we assume that (i) the emotion-related identifi-
cation concerns a comprehensive understanding of the utter-
ance as in Para-BRE-Att, while (ii) the elaborate processing
of verbal data requires an analysis that pays more attention to
the details of audio and text.

Explainability
We want to claim that unlike emotion recognition, which is
often dominated by the voice tone, intention analysis should
rely on both acoustic and textual features. More precisely, the
genuine intention cannot be inferred unless the audio and text
are both given if the sentence incorporates syntactic ambigu-
ity. This is the background for this study to incorporate vari-
ous co-attention frameworks.

Neurological evidence also supports the idea of incor-
porating both acoustic and textual information in sentence
comprehension. For example, when we try to comprehend a
speech, the parts of the brain that deal with understanding
the meaning (e.g., whether it is a statement, a question, or
a command) include mainly the areas which take charge of
syntax-semantics (Tanner, 2007) and some specific regions
of the temporal lobe that incur disorder in phonological de-
coding if damaged (Boatman et al., 2000). At the outset,
word forms are recognized based on the decoding process
of auditory cortices (DeWitt & Rauschecker, 2012), and it
is known that further language processing engages the Wer-
nicke’s area (DeWitt & Rauschecker, 2013). Thus, it is not
unnatural to consider the further language processing as the
pipeline, which corresponds with our observation that the at-
tention regarding speech precedes that of lexicons. However,
we want to claim that not only are such phonological and lex-
ical processing subsequent, but also the related regions inter-
change the information with each other via various language
pathways (Friederici, 2012), and possibly do so more inten-
sively when faced with ambiguous utterances.

Moreover, an interaction between different lobes or hemi-
sphere of the brain is also assumed, for example via dor-
sal and ventral pathways (Friederici, 2012) or corpus cal-
losum (Sammler, Kotz, Eckstein, Ott, & Friederici, 2010).
Here, the information flow is not only restricted to phono-
logical information but can be extended to emotional infor-
mation (Schmidt et al., 2013), as required for understanding
rhetorical utterances. Supported by this biological phenom-
ena and our experimental result, we can confirm that the cor-
rect identification of syntactically ambiguous sentences can
benefit from the active co-utilization of acoustic and textual
information.

Application
As stated previously, ambiguous utterances are disturbing
factors for speech intention understanding, which can mis-
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lead a computational model to provide a wrong intent or item.
However, aggregating both audio and text actively in analyz-
ing such utterances can help more precisely predict the inten-
tion, if given a transcription with high accuracy. We are op-
timistic that our approach will prove meaningful for solving
intriguing problems. In real life, co-attention frameworks can
help machines or aphasia patients understand speech. Follow-
ingly, the system users or social chatbots may be able to pro-
vide proper response/reaction in free-style or goal-oriented
conversations with others.

Beyond the intention-related syntactic ambiguity, the im-
plemented structures can be utilized in other kinds of natural
language processing systems that incorporate multi-modal in-
puts that are expected to be interactive with each other. For
example, the proposed network can be utilized in providing a
proper translation in multi-modal context. Beyond just a text-
to-text transformation, the system might capacitate abstract-
ing and utilizing the source speech or image as an auxiliary
input for the conventional machine translation process.

Conclusion
In this paper, we constructed a speech intention recogni-
tion system using co-attentional frameworks inspired by psy-
cholinguistics and prosody-semantics interface of human lan-
guage understanding. Multi-hop attention and cross-attention
outperformed the conventional speech/attention-based and
text-aided models, as shown by the evaluation using the
audio-text pair recorded with manually created scripts. An
additional experiment with ASR output was also conducted
to guarantee real world usage. The implemented systems can
help SLU modules correctly infer the intention of syntacti-
cally/semantically ambiguous utterances in Seoul Korean and
possibly in a multi-lingual manner. Besides, we hope the re-
sults provide empirical evidence for finding out the language
processing mechanism of ambiguous utterances.
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