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In the last few decades, with the increased water pollution and energy scarcity, there have 

been attempts to solve these issues by studying chemical reactions and designing new 

materials. For example, understanding the structural and chemical properties of 

heterogeneous interfaces is critical in many applications, including water treatment, gas 

storage, energy storage, or water splitting. In this aspect, ab-initio simulations have been 

a powerful tool for investigating structural and chemical properties such as charge 

transfer, chemical stability, hole/electron conduction, and reaction energetics within 

chemical materials. However, due to the substantial computational cost, large, complex 

chemical and material systems are challenging to calculate with current density 

functional theory (DFT) based quantum calculation tools. Therefore, with the help of 

machine learning (ML) techniques, we can accelerate the prediction of chemical 

properties and reaction dynamics of intricate systems by providing a large dataset 

obtained from DFT calculations to train the ML models. My dissertation is composed of 

two parts. In the first part, we utilize the first principles calculations to explore structure-
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property relationships, electronic structure, and reaction energetics of various systems. 

For instance, we study the hydrogen storage performance of metal-organic framework, 

the conductivity of DNA strands, and the electrooxidation of biomass on Cu,Co-spinel 

oxides. In the second part of my dissertation, we address machine-learning-assisted 

methods to accelerate the investigation of the structure-property relationship of materials 

for many extended systems. For example, we explore the bioactivities of perfluoroalkyl 

substances and X-ray absorption spectroscopy of disordered systems such as amorphous 

carbon systems. We propose the advantages of applying ML in computational chemistry 

and materials science research from these examples. First, ML accelerates exploring 

structure-property relationships. Second, ML can also be used to interpret complex 

systems with a large supercell which would be computationally expensive if we only rely 

on DFT calculations. In short, ML combined with first-principles calculations enables 

more efficient and effective investigation of larger systems. 
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Chapter 1. Introduction 
 

1.1 Density Functional Theory and Machine Learning 

 

With the increased environmental pollution and energy scarcity, nowadays, many 

researchers attempt to solve these global issues by studying chemical reactions and 

designing new materials1. In this context, understanding the atomistic insights of 

chemical materials is critical in many applications, including water treatment2, gas 

storage, energy storage3, or water splitting4. 

First-principles calculations have been a powerful tool for investigating the 

atomistic level of various properties of chemical materials5, such as charge transfer6, 

chemical stability7, hole/electron conduction8, and reaction energetics9. Furthermore, in 

the last few decades, tremendous progress has been made in developing and applying 

quantum chemical tools for predicting the properties of chemical, biological, and material 

systems with the fast growth of computational capabilities10. These computational tools 

are helpful not only in computing the properties of known systems but also designing 

functional materials with desired properties11. 

Out of the many quantum chemical techniques currently being utilized, density 

functional theory (DFT) based methods are now considered one of the most precise and 

effective methods for predicting various chemical properties in chemistry, physics, and 

materials science12. This dissertation also shows that DFT can be successfully applied to 

diverse systems to compute properties ranging from hydrogen storage performance 

(Chapter 3) to the hole/electron conductivity of DNA strands (Chapter 4). Moreover, we 
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also present that DFT can predict chemical reactions by providing thermodynamics of 

various complex reactions, such as the electrooxidation of biomass on spinel oxides 

(Chapter 5). 

Nevertheless, when applied to large complex systems, DFT-based techniques 

suffer from high computational costs because they require self-consistent (iterative) 

computations associated with the Schrödinger-like equation.13 Therefore, we anticipate 

that with the help of machine learning (ML) techniques, the acceleration of the prediction 

of chemical properties and reaction dynamics of intricate can be achieved. Thus, in the 

latter part of the dissertation (Chapters 6-7), we propose exploring chemical properties 

using ML-assisted methodologies. 

1.2 Structure-property Relationship 

 

Developing materials with unique and valuable properties is an active and 

burgeoning field in modern chemistry. Predicting the properties of novel materials and 

understanding the relationship between properties and structures would be incredibly 

valuable for materials scientists.14 Due to the complexity of many new materials, there is 

a demand for ML techniques to generate reliable and predictive models linking these 

chemical properties and microscopic structures.15 This application of ML to model 

materials properties is known as quantitative structure-property relationship (QSPR) 

modeling.16 

In Chapters 3 and 6, we explore the structure-property relationship, such as the 

hydrogen adsorption capability of metal-organic frameworks (MOF) and the bioactivities 

of perfluoroalkyl substances (PFAS). For MOF, with relatively small periodic cells, we 



3 
 

used first-principles calculations, which resulted in very insightful results and 

discoveries; however, it required a considerable computational cost. Furthermore, since 

the btdd MOF has a relatively sizeable periodic cell, the variations on the MOF structure 

were limited to replacing the metal cation with ten different metals. 

In this context, in Chapter 6, we applied machine learning techniques to obtain a 

more efficient and compelling exploration of the structure-property relationship, which 

can be utilized for tens of thousands of molecules with diverse structural variations. 

1.3 Metal-organic Framework 

Fuel cells are gaining much attention as a clean energy source to solve worldwide 

energy scarcity issues and air pollution.17 However, one challenge with commercializing 

fuel cell vehicles is that a very safe and competent hydrogen storage system is required.18 

There are two big categories of hydrogen storage systems; one is physically based, such 

as compressing and liquifying hydrogen gas.19 The other is material-based ones such as 

absorbents like MOF and chemical hydrogens such as ammonia borane.20 Physics-based 

systems mostly have higher capacity than MOF but require extreme conditions such as 

high pressure or low temperature.21 

Therefore, in Chapter 3, we focus on finding the MOF with optimal adsorption 

energy ranging from 15 to 25 kJ/mol at ambient conditions.22 Also, since hydrogen gas 

adsorbs on the cation part of MOF, it is critical to investigate metal-dihydrogen 

interaction to analyze the hydrogen storage performance.23 
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1.4 Perfluoroalkyl Substances  

PFAS is a well-known water pollutant that causes harmful effects on human 

health and the environment.24 It is generated from industrial processes such as 

manufacturing repellents and fire extinguishers25, and they are so-called forever 

chemicals because breaking down strong C-F bonds is difficult26. PFAS is not a term for 

one single molecule but refers to a large group of more than 60,000 molecules with 

diverse molecular structures and chemical properties. Therefore, to classify this wide 

variety of PFAS molecules based on their chemical properties, in Chapter 6, we present 

the prediction of the chemical properties of various PFAS molecules, such as C-F bond 

bioactivities, from a given chemical structure. 

1.5 X-ray Absorption Near Edge Spectroscopy  

There are many different experimental techniques to probe the chemical structure 

of materials. For example, X-ray Diffraction (XRD) techniques are widely used to 

determine crystalline structures.27 However, these conventional measurement techniques 

are less practical when determining the structure of disordered systems. Therefore, X-ray 

absorption spectroscopy is extremely valuable for these intricate systems because it is 

sensitive to local structural environments and can provide information about subtle 

geometry distortion.28 

When an X-ray strikes an atom, one of the core electrons can be excited into an 

unbound state called the continuum. Then, when electrons are ejected from an atom of 

solid material, this is essentially the photoelectric effect. Suppose this photoelectron has 

just enough kinetic energy to escape into the continuum. In that case, multiple scattering 
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processes occur between surrounding atoms neighboring the absorbing atom. This is why 

the X-ray near-edge spectrum is sensitive to local structure and has crucial structural 

information, including formal valence, coordination environment, and subtle geometry 

distortion, unlike any other spectroscopy. 

Having these insights from X-ray spectroscopy, we are specifically interested in 

XANES of amorphous carbon. Amorphous carbon is recently gaining attention for 

various applications, such as anode materials for batteries.29 Since there is no long-range 

order in the amorphous systems, XANES is extremely valuable in identifying chemical 

structures30; however, interpreting the XANES is not straightforward in most cases. In 

this context, in Chapter 7, we present the correlation between the structure and the 

XANES spectrum using ML techniques. 

1.6 Overview 

This dissertation includes both first-principles simulations and ML-assisted 

methods. The first part of this dissertation (Chapters 3-5) describes applying the DFT 

methodology to study chemical properties. In Chapter 3, we investigated the structure-

activity relationship of MOF. Specifically, Chapter 3 focuses on hydrogen adsorption 

performance varying the metal sites of MOF. Chapter 4 utilizes DFT to calculate 

hole/electron conductivity in biosystems such as DNA. Chapter 5 continues to investigate 

that DFT can also predict chemical reactions such as the electrooxidation of biomass on 

the Cu,Co-spinel oxides. 
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As mentioned earlier, DFT is a handy and powerful tool, yet there is a limitation. 

It requires tremendous computational cost and cannot be applied to many systems or 

complex systems with large supercells. Therefore, the next section of the dissertation, 

Chapters 6-7, explores using ML methods. Chapter 6 discusses employing ML 

techniques to predict the chemical properties of small molecules such as PFAS. In this 

way, we present the successful prediction of the bioactivities of more than 60,000 

molecules based on their chemical structures. In Chapter 7, we employ ML techniques to 

predict the X-ray absorption spectroscopy of amorphous carbon systems, which is 

complicated and has a larger cell size. 
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Chapter 2. Computational Methods 

This chapter briefly introduces the computational techniques used in this 

dissertation, along with their primary functions. Subsequently, the succeeding chapters 

provide more details about the computational methodologies employed in each chapter. 

2.1 First Principles Calculations 

2.1.1 Density functional theory (DFT) 

DFT is a bottom-up approach for simulating atomistic behaviors, including 

chemical reactions and properties, by calculating the electron-electron interactions using 

the Hartree-Fock theory1. A critical assumption in DFT is that the nuclei are seen as fixed 

(the Born-Oppenheimer approximation), which is highly reasonable considering that the 

nuclei are several multitudes heavier than electrons.2 As a result, a static external 

potential V is generated in which the electrons move.3 Therefore, with this assumption, 

the time-independent Schrödinger becomes as follows: 

𝐻̂Ψ = 𝐸Ψ = [𝐾 + 𝑉 + 𝑈]Ψ = [∑ −
ℏ

2𝑚
∇𝑖

2 + ∑ 𝑉(𝒓𝒊)

𝑁

𝑖=1

+ ∑ ∑ 𝑈(𝒓𝒊, 𝒓𝒋)

𝑁

𝑗>𝑖

𝑁

𝑖=1

𝑁

𝑖=1

]Ψ (Eq. 2.1) 

where N is the number of electrons, 𝐻̂ is the Hamiltonian, E is the total Energy, K is the 

kinetic energy, V is the external potential, and U is the electron-electron interaction 

energy. The simplest way to solve this complex many-electron Schrödinger equation is to 

include electron density, which is a function of spatial coordinates of the electrons, 

instead of the wavefunction itself. The formulation for electron density is as follows: 

𝑛(𝒓) = 𝑁 ∫ 𝑑𝒓𝟐 ∙∙∙ ∫ 𝑑𝒓𝑵 ∫ Ψ∗ (𝑟𝟏, 𝒓𝟐, … , 𝒓𝒏)Ψ(𝒓𝟏, 𝒓𝟐, … , 𝒓𝒏) (Eq. 2.2) 
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Using this electron density, or density functional, calculating the electron-electron 

interaction becomes remarkably cheaper in terms of computational cost. 

 Using this density function, modern DFT is based on the Kohn-Sham equations, 

composed of four terms – kinetic energy (𝐾), Coulombic interaction (V), nuclei-electron 

interaction (J), and exchange-correlation component (Exc) – to calculate the ground state 

energy of a system. The formula is as follows: 

 

Then, Eq. 2.3 can be solved using Kohn-Sham equations, which is a simplified 

Schrödinger equation: 

(−
1

2
∇2 + 𝑉𝑠(𝒓))𝜑𝑖(𝒓) = 𝜀𝑖𝜑𝑖(𝒓) (Eq. 2.4) 

 

where 𝜀𝑖 is the energy associated with the orbital 𝜑𝑖 and 𝑉𝑠 is the effective potential in 

which electrons are moving, which is the sum of the external potential (V), electron-

electron Columb repulsion, and exchange-correlation potential (𝑉𝑋𝐶): 

𝑉𝑠(𝒓) = 𝑉(𝒓) + ∫
𝑛(𝒓′)

|𝒓 − 𝒓′|
𝑑3𝒓′ + 𝑉𝑋𝐶[𝑛(𝒓)] (Eq. 2.5) 

 

As a result of solving the above equation, we can obtain the Kohn-Sham orbital (𝜑𝑖) and 

the sum of the square moduli of the occupied Kohn-Sham orbitals equal to the overall 

electron density as follows: 

𝑛(𝒓) =  ∑ |𝜑𝑖(𝒓)|2

𝑛

𝑖=1

 (Eq. 2.6) 

 

𝐸[𝑛] = 𝐾[𝑛] + 𝑉[𝑛] + 𝑈[𝑛] (Eq. 2.3) 
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Solving the above equations is self-consistent because the Kohn-Sham orbital 

(𝜑𝑖), density functional (𝑛(𝒓)), and the effective potential (𝑉𝑠) are dependent on each 

other. 

2.1.2 Choice of Exchange-Correlation Functional 

 

The accuracy of DFT calculations largely depends on the choice of exchange-

correlation functionals.4 The most straightforward functional is Local Density 

Approximation (LDA)5, which assumes homogeneous electron gas and works well only 

in solid bulk systems6. However, since our interest mainly lies in surface chemical 

reactions, one-step advanced functional, generalized gradient approximation (GGA)7 was 

proposed to incorporate inhomogeneous electron density in the surface and molecules8. 

GGA functionals use the gradient of density (∇ρ), and BLYP9 and PBE10 are two of the 

most popular among these types of functionals. GGA functionals are widely used in 

research due to their affordability and moderate accuracy across diverse systems. Meta-

GGA functionals (e.g., SCAN11, ωB97X-d) take one step further, using the second 

derivative of density (∇2ρ) and kinetic energy density12. 

2.1.3 Exchange-correlation Energy 

Despite all the efforts to make DFT more accurate, since the standard DFT 

functionals cannot accurately capture the exchange-correlation energy, there is a well-

known defect of the pure DFT methods – band gap problem13. In particular, the LDA and 

GGA functionals tend to produce too much electron delocalization and too little electron 

localization, resulting in an underestimation of the band gap14. This issue is particularly 
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severe for systems with strongly correlated electrons (e.g., transition metal oxides or rare 

earth compounds), where the exchange-correlation effects are more complex15. There are 

two different approaches to solving this problem. The first is the corrective approach, to 

add Hubbard correction (U)16, obtained either empirically or from ab initio calculations, 

which has been proven to be efficient and reasonably reliable. 

Another solution is using hybrid functionals (e.g., B3LYP17), which minimize the 

error associated with exchange-correlation energy by incorporating a fraction of exact 

exchange and the exchange-correlation functional used in GGA18. This exact exchange 

term, typically obtained from Hartree-Fock theory, helps correct some of the 

shortcomings of GGA functionals in describing electronic properties, such as the band 

gap, by better accounting for the exchange energy19.  Furthermore, hybrid functionals 

often offer a better trade-off between accuracy and computational efficiency than meta-

GGA functionals, which can be more computationally expensive20. Lastly, meta-hybrid 

functionals (e.g., M06-2X21) combine meta-functionals and hybrid functionals22.  

2.1.4 Dispersion Corrections 

To properly characterize systems such as two-dimensional materials held together 

by van der Waals forces between layers or liquids that form a network via hydrogen 

bonding, it is essential to describe the van der Waals interaction accurately. Nevertheless, 

there are challenges in employing DFT to represent van der Waals forces, specifically 

dispersion23. The easiest method to incorporate van der Waals correction in DFT is 

introducing an energy correction to the conventional Kohn-Sham DFT energy24. For this 

reason, in Chapters 3-5, we utilized the DFT-D325 approaches proposed by Grimme et al. 
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2.2 Molecular Docking 

AutoDock426 was used to process the ligand and ligand interaction conformation 

analysis in the binding affinity analysis. The docking pockets were based on the global 

search of the protein to determine the optimal binding sites27 AutoDock4 uses a 

semiempirical free energy forcefield scoring function to perform a quick and accurate 

evaluation of the binding energies of ligands to proteins using a two-step approach. First, 

the intramolecular energetics of the transition from the unbound state to the bound form 

of the protein-ligand complex is estimated. The intermolecular energetics of the bound 

complex is subsequently evaluated. 

2.3 Structural Descriptors 

To use molecular structures as an input for machine learning models, we need a 

quantitative metric to represent molecular structures. In the recent decade, A few 

molecular representations have been proposed, and here, we introduce three commonly 

used structural descriptors. 

2.3.1 Local Many-Body Tensor Representation (LMBTR) 

MBTR28 is a combination of the bag of bonds and coulomb matrix, 

complementing the limitations such as non-uniqueness, discontinuity, and non-

generality.29 More specifically, in Chapter 7, we used Local MBTR (LMBTR), which 

employs MBTR on a center atom to describe the local environment. LMBTR describes a 

local atomic structure by 2-body (distances between pairs of atoms) and 3-body (angles 

in a triplet of atoms) functions30. The mathematical description is as follows: 
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∑ 𝑤𝑘(𝑖)𝐷(𝑥, 𝑔𝑘(𝑥))Π𝑗=1
𝑘 𝐶𝑧𝑗,𝑍𝑖𝑗

𝑁𝑎

𝑖=1
 (Eq. 2.7) 

where index i runs over atoms within the cutoff radius from the center atom, 𝑁𝑎 is the 

number of atoms, D is broadened probabilistic distribution (Gaussian distribution in this 

work), and 𝑔𝑘 is a geometric function that describes k-body terms. 

2.3.2 Atom-Centered Symmetry Function (ACSF) 

ACSF31 is also composed of 2-body and 3-body interaction terms like MBTR, but 

combined and not separable, unlike MBTR. In ACSF, each atomic environment is 

encoded into symmetry functions, 𝐺𝑘, where 𝐺1, 𝐺2, and 𝐺3 represent 2-body (radial) 

symmetry functions and 𝐺4 correspond to 3-body (angular) symmetry functions. 

𝐺1 is the sum of the cutoff functions fc around the center atom 𝑖:  

𝐺i
1 = ∑ fc(Rij)

j
 (Eq. 2.8) 

𝐺2 calculates atomic density around the center atom by multiplying the 

exponential damping function with the cutoff function:  

𝐺𝑖
2 = ∑ e−η(Rij−Rs)

2

fc(Rij)
j

 (Eq. 2.9) 

Parameter 𝜂 determines the smoothing of the atomic density function. The mathematical 

description of the rest of the symmetry functions are as follows: 

𝐺𝑖
3 = ∑ cos(κRij)fc(Rij)

j
 (Eq. 2.10) 

 

𝐺𝑖
4 = 21−ζ ∑ (1+λcosθijk)

ζ
j,k!=i e−η(Rij

2 +Rjk
2 +Rki

2 )fc(Rij)fc(Rjk)fc(Rki) 
(Eq. 2.11) 
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2.3.3 Smooth Overlap of Atomic Position (SOAP) 

In SOAP32, the Gaussian density ρZ within the sphere of the cutoff radius of the 

center atom is calculated as follows: 

ρ𝑍(𝑟) = ∑ 𝑒
−

|𝑟−𝑅𝑖|2

2σ2
|𝑍|

𝑖
 (Eq. 2.12) 

where 𝑖 runs over atoms, Z is the atomic number, and σ is the width of the Gaussian 

function. Atomic density can also be expressed using spherical harmonics (𝑌𝑙𝑚) and 

orthonormal basis function (𝑔𝑛) as follows: 

ρ𝑍(𝑟) = ∑ 𝑐𝑛𝑙𝑚
𝑍 𝑔𝑛(𝑟)𝑌𝑙𝑚(θ, ϕ)

𝑛𝑙𝑚
 (Eq. 2.13) 

where 𝑐𝑛𝑙𝑚 is calculated by taking the volumetric integral of the multiplication of the 

spherical radial basis function (𝑔𝑛(𝑟)), spherical harmonics, and density function: 

𝑐𝑛𝑙𝑚
𝑍 = ∭ 𝑔𝑛(𝑟)𝑌𝑙𝑚(θ, ϕ)ρ𝑍(𝑟)𝑑𝑉

𝑅3

 (Eq. 2.14) 

The multiplication of atomic densities of each atom is then equivalent to the 

multiplication of the coefficients 𝑐𝑛𝑙𝑚
𝑍 . Therefore, the final form of SOAP of elements 𝑍1 

and 𝑍2 is as follows: 

𝑝
𝑛𝑛′𝑙

𝑍1𝑍2 = π√
8

2𝑙 + 1
∑ 𝑐𝑛𝑙𝑚

𝑍1 𝑐𝑛𝑙𝑚
𝑍2

𝑚
 (Eq. 2.15) 
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2.4 Machine learning 

Machine learning techniques are generally classified into supervised and 

unsupervised learning based on data labeling33.  Supervised learning methods use labeled 

data, while unsupervised learning uses unlabeled data for clustering or dimension 

reduction purposes34. Supervised learning techniques are powerful tools and provide 

accurate results for regression or classification purposes; however, they remain a black 

box, not providing any chemical rationale or insights for their predictions35. On the other 

hand, unsupervised learning can be better when finding chemical insights from the 

dataset. 

 

2.4.1 Unsupervised Learning Methods 

There are two usual dimension reduction methods, (i) Principal Component 

Analysis (PCA)36 followed by t-Distributed Stochastic Neighbor Embedding (t-SNE)37, 

i.e., PC t-SNE, and (ii) UMAP (Uniform Manifold Approximation and Projection for 

Dimension Reduction)38, were used on our fingerprint data. While t-SNE is a widely-used 

dimension reduction technique for many types of data analysis, prior studies have shown 

that UMAP exhibits better clustering performance, especially for large datasets.39  

Then, we introduce three representative clustering methods: k-means40, Density-

Based Spatial Clustering of Applications with Noise (DBSCAN)41, and Hierarchical 

DBSCAN (HDBSCAN)42. While k-means clustering is relatively more time-efficient, 

DBSCAN and HDBSCAN can efficiently handle outliers and noisy datasets43. 
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2.4.2 Semi-supervised Metric Learning 

 

Deep metric learning (DML)44 is a machine learning technique to investigate 

mixed data distributions before building prediction models. DML approaches have been 

accurately used in state-of-the-art computer vision technologies,45–47 and recently, Na et 

al. reported their usefulness in cheminformatics48. The central concept of DML is to 

simplify a prediction problem by generating a new vector representation and effectively 

dividing the data well depending on their target values. The metric-learning algorithms 

compute/learn Mahalanobis distances, which are given by the expression: 

𝐷(𝑥, 𝑥′) =  √(𝐿𝑥 − 𝐿𝑥′)⊤(𝐿𝑥 − 𝐿𝑥′)  
(Eq. 2.16) 

where 𝑥 and 𝑥′ are positions of two data points, and L is the matrix to modify the 

distance metric. Given L as a unitary matrix, D becomes Eucledian distance. Based on the 

semi-supervised data, the metric learning problem is generally formulated to optimize 

Mahalanobis distances.49 The metric-learning algorithm seeks to find the parameters of a 

distance function (L) that optimizes some objective function measuring the agreement 

with the training data.50 Accordingly, in Chapter 6, we used metric learning with a semi-

supervised learning algorithm to learn a distance metric that places molecules with 

similar chemical properties close together and molecules with opposite properties far 

away. 

 

2.4.3 Model Selection 

 

Once we perform unsupervised learning using multiple models, it is essential to 

evaluate the performance of the model outputs and determine the best-performing model. 
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Silhouette score51 is one criterion to select the best model, which analyzes the distances 

of each data point to its cluster and neighboring clusters. In short, a higher Silhouette 

score guarantees better performance in clustering. The Silhouette score 𝑠(𝑖) of a data 𝑥𝑖 

can be calculated by the following expression: 

𝑠(𝑖) =
𝑏(𝑖) − 𝑤(𝑖)

max {𝑏(𝑖), 𝑤(𝑖)}
 𝑤𝑖𝑡ℎ 𝑏(𝑖) = 𝑚𝑖𝑛𝑘{𝐵(𝑖, 𝑘)}  (Eq. 2.17) 

where 𝑤(𝑖) is the average distance from the 𝑖𝑡ℎ point to the other points in its cluster, and 

𝐵(𝑖, 𝑘) is the average distance from the 𝑖𝑡ℎ point to points in another cluster 𝑘. The 

Silhouette score is also used as an essential statistical method to optimize 

hyperparameters.52 
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Chapter 3. Tuning Metal-Dihydrogen Interaction in Metal-

Organic Frameworks  

3.1 Abstract 

Control of metal-dihydrogen interaction is critical to the design and discovery of 

next-generation materials for hydrogen storage. Inspired by a recently reported 

vanadium-based metal-organic framework (MOF), V2Cl2.8(btdd) (H2btdd = bis(1H-1,2,3-

triazolo[4,5-b],[4’,5’-i])dibenzo[1,4]dioxin), that shows a significantly improved 

adsorption enthalpy (-21 kJ/mol), here we employ periodic density functional theory 

calculations to probe how the number of d electrons and the mixed valances influence the 

M-H2 interaction inside the M2Clx(btdd) MOFs (M = 3d transition metals and x = 2 and 

2.8). We find a cliff in the H2 adsorption energy: the interaction strength remains strong 

from Sc to V and then falls sharply at Cr. Our results confirm that V2Cl2.8(btdd) is one of 

the best-performing hydrogen adsorbents among first-row 3d transition metals but also 

predict that Ti2Cl2.8(btdd) is equally promising and Sc2Cl2(btdd) and Ti2Cl2(btdd) maybe 

even better. Our electronic structure analysis reveals that an empty dx2-y2 orbital is critical 

to the much stronger binding of H2 at the open M(II) site (M=Sc/Ti/V). In contrast, a 

partially filled dx2-y2 orbital in Cr(II) and later M(II) dramatically weakens H2 binding. 

Further, the presence of V(III) next to V(II) also facilitates H2 binding at V(II) by 

offering more freedom to redistribute electron density. Our findings will be helpful in the 

design of MOFs to enhance H2 adsorption. 
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3.2 Introduction 
 

Hydrogen is an important energy carrier and a vital component of sustainable 

energy infrastructure.2–4 For onboard use in fuel cell vehicles, hydrogen storage is a 

crucial challenge.5 Many materials, such as metals/alloys, carbons, inorganic compounds, 

and organic compounds, have been explored for hydrogen storage in the past fifty 

years.6–12 However, reaching the US Department of Energy’s ultimate target of 6.5 wt% 

H2 storage at the complete-storage-system level for light-duty fuel cell vehicles remains a 

challenge.13 

Due to their excellent chemical tunability, high surface area, and versatile 

porosity, metal-organic frameworks (MOFs) have been a very active research area in the 

past twenty years for gas adsorption and separation, including hydrogen storage.14–18 

Several groups reported the synthesis of MOF structure with record-high hydrogen 

adsorption performance.19,20 Especially, the M2Cl2(btdd) MOF comprising M(II) cations 

and bis(1H-1,2,3-triazolo[4,5-b],[4’,5’-i])dibenzo[1,4]dioxin (btdd) linkers has gained 

attention as adsorbents for small gas molecules. For example, Oppenheim et al. found 

Ni2X2(btdd) (X = OH, F, Cl) as CO, H2, and C2H4 adsorbents,21 and Rieth et al. reported 

a record-high ammonia adsorption rate on M2Cl2(btdd) MOFs (M = Mn, Co, Ni, Cu).22,23 

Recently, Long and coworkers reported that the mixed-valence V2Cl2.8(btdd) has 

the ideal hydrogen adsorption enthalpy falling within the optimal range of -15 to -25 

kJ/mol at ambient temperature.24  They further used density functional theory, with a 

cluster model consisting of one V(II) and one V(III) and triazoles as ligands, to 

understand the V-H2 interaction.24 Such truncated representation can be a cost-effective 
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way to approximate the 3D crystalline structure of the real MOF material. Still, it may 

miss some crucial factors from the actual 3D structure, the pore confinement, and the real 

linkers. Moreover, it is unclear how varying the transition metal would affect the metal-

dihydrogen interaction. 

3.3 Results and discussion 
 

To understand how the number of d electrons in the metal M and the presence of 

mixed valent M ions influence the M-H2 interaction in the M2Clx(btdd) MOFs, herein, we 

carry out DFT+U calculations using a periodic model representing the real MOF structure 

to study H2 adsorption. Both the parent composition of M2Cl2(btdd) with M(II) and the 

V-based composition of M2Cl2.8(btdd) with both M(II)/M(III) have been considered for 

M being all 3d transition metals.15 We also analyze the adsorption trend using projected 

density of states (PDOS) and Bader charge. 

M2Cl2(btdd) and M2Cl2.8(btdd) have the same structure. Their primitive cell 

contains 18 M ions that are connected by btdd linkers (Figure 3-1a): in M2Cl2(btdd), all 

18 ions are M(II); in M2Cl2.8(btdd), there are roughly 11 M(II) and 7 M(III) cations. The 

M(III) ion is coordinated by an extra Cl- ion, while the M(II) ion has an open site that can 

adsorb H2 (Figure 3-1a,b). Using the experimental structure as an initial geometry,24 we 

have further optimized the structures with and without H2 adsorption. Figure 1c shows 

typical H2 adsorption at the M(II) site, using V2Cl2.8(btdd) as an example. One can see 

that H2 adsorbs side-on at the V(II) side with a distance of 2.08 Å from V to the center of 

mass of H2, while the adsorbed H-H distance is 0.77 Å (in comparison with 0.75 Å in the 

gas phase).   
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Table 3-1 compares the key distances from our periodic model with the cluster 

model and the experiment.24 One can see that the values from the present work are in 

better agreement with the experiment for both the V(II)-H2 distance and the V-Cl 

distance before and after H2 adsorption. 

  

Figure 3-1. Optimized structure of H2 adsorption in the V2Cl2.8(btdd) MOF: (a) top view; 

(b) side view; (c) a close-up view of the adsorption site.  
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Table 3-1. Comparison of the present work with the cluster model and the experiment for 

V(II)-H2 distance (V to the center of mass of H2) and the V-Cl distance before and after 

H2 adsorption on V2Cl2.8(btdd).  

Distances 
V-H 

(after H2 adsorption) 

V-Cl 

(after H2 adsorption) 

V-Cl 

(before H2 

adsorption) 

Periodic model 

(present work) 

2.08 Å 2.246 Å 2.458 Å 

Cluster model24 2.12 Å N/A N/A 

Experiment 24 1.97 Å 2.278 Å 2.415 Å 

 

 

The adsorption energy of H2 in V2Cl2.8(btdd) was found to be -39 kJ/mol with 

PBE+U with D3 dispersion correction in the present work. To calculate the adsorption 

enthalpy at 298 K, we performed frequency calculations on H2 molecules adsorbed on the 

V2Cl2.8(btdd) and obtained thermal energy corrections.25 As a result, the adsorption 

enthalpy was found to be -28 kJ/mol at 298 K, in reasonable agreement with the 

experimental enthalpy of adsorption (-20.9 kJ/mol),24 given the usual uncertainties in 

DFT-computed adsorption energetics.26 

The good agreement between our DFT structure/energetics and the experiment for 

H2 adsorption in V2Cl2.8(btdd) justified our use of the crystalline MOF structure to 

simulate the metal-dihydrogen interaction. Thus, we proceeded further by optimizing 

adsorption geometry and obtained adsorption energies of H2 in M2Clx(btdd) for M being 

all 3d transition metals and x = 2 and 2.8. We assumed a saturated scenario where H2 
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molecules adsorb on all open M(II) sites and then obtained the average H2 adsorption 

energy. The results are shown in Figure 3-2. First, one can see that the trends and the 

adsorption energies are similar between x=2 and x=2.8. This can be explained by the fact 

that in both compositions, H2 adsorbs on the M(II) site. Second, the adsorption energies 

of H2 in Sc2Cl2.8(btdd) and Ti2Cl2.8(btdd) are similar to that in V2Cl2.8(btdd), while those 

in Sc2Cl2(btdd) and Ti2Cl2(btdd) are more negative than that in V2Cl2(btdd). The 

strongest adsorption or most favorable adsorption energy is found in Sc2Cl2(btdd). Third 

and more important, there is a drastic drop or cliff between V2Clx(btdd) and Cr2Clx(btdd) 

in terms of M-H2 binding: the adsorption energy changes from -0.41 eV in V2Cl2.8(btdd) 

to -0.10 eV in Cr2Cl2.8(btdd), a ~70% decrease in M-H2 strength. After the drop, the 

adsorption strength remains weak, despite a slight increase in strength to reach a local 

maximum at Fe-Co before decreasing again. Figure 3-2 suggests that Sc2Clx(btdd) and 

Ti2Clx(btdd) are also promising for H2 storage. 



33 
 

 

Figure 3-2. Adsorption energies of H2 in M2Cl2(btdd) and M2Cl2.8(btdd) with M being 3d 

transition metals. 

To elucidate the adsorption energy trend in Figure 3-2 in general and the cliff 

from V to Cr in particular, we have analyzed the local electronic structure at the M(II) 

site. Based on the projected density of states and the spin states, we found that the d 

orbitals of M(II) in M2Cl2.8(btdd) are split in the crystal field, as shown in Figure 3a. In 

other words, from V2Clx(btdd) to Cr2Clx(btdd), the main difference is that the dx2-y2 

orbital is empty in V(II) but occupied in Cr(II). Figure 3b depicts the projected density of 

states (PDOS) for dx2-y2 orbitals of M(II) cations in Sc2Cl2.8(btdd), Ti2Cl2.8(btdd), 

V2Cl2.8(btdd), and Cr2Cl2.8(btdd). Indeed, the M(II) cations of early transition metals (Sc, 

Ti, V) have empty dx2-y2 orbitals, while those of Cr and latter transition metals (Mn, Fe, 
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Co, Ni, Cu, Zn) have filled dx2-y2 orbitals. This can explain the cliff in the adsorption 

energy trend in Figure 3-2 because the empty dx2-y2 orbital can accept electron donation 

from the σ-bonding orbital of H2, while an occupied dx2-y2 orbital repels the σ-bonding 

orbital of H2. 

 

Figure 3-3. (a) Schematic of crystal field splitting of V(II) and Cr(II) d orbitals in 

M2Cl2.8(btdd); (b) projected density of states (PDOS) of the dx2-y2 orbital of M(II) cations 

in M2Cl2.8(btdd) for M=Sc, Ti, V, Cr (top and bottom plots in each panel represent spin-

up and spin-down channels, respectively; Fermi level is set as zero). 

 

To further understand the nature of the bonding interactions, we have plotted the 

charge density difference (Δρ) induced by the adsorption of H2 on V(II) in V2Cl2.8(btdd). 

As one can see from Figure 4a, electron accumulates between V(II) and H2; more 

interestingly, there is also significant electron-density re-distribution around V(III) even 

though it is not directly interacting with H2. We have obtained net charge change (Δq) 

around V(II) and V(III) after H2 adsorption (Figure 3-4a): V(II) becomes sightly oxidized 
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(Δq=0.11 e), while V(III) is slightly reduced (Δq=-0.17 e). In contrast, there is negligible 

net charge change on V(II) after H2 in V2Cl2(btdd) (Figure 3-4b), where there is no 

V(III). This difference indicates a more flexible electron response to H2 adsorption in a 

mixed-ion MOF such as V2Cl2.8(btdd). 

 

Figure 3-4. Charge density difference plot after H2 adsorption: (a) on V(II) in 

V2Cl2.8(btdd); (b) on V(II) in V2Cl2(btdd). Yello, electron density accumulation; cyan, 

electron density depletion. Iso-values are +/- 0.140 e Bohr-3. Net charge changes (Δq 

measured by Bader charge) after adsorption are also given. 

3.4 Summary and Conclusions 

In sum, we have investigated H2 adsorption in M2Clx(btdd) MOFs using periodic 

density functional theory calculations. We confirmed the structure and energy of H2 

adsorption in V2Cl2.8(btdd) and further predicted that the Sc and Ti analogs are equally 

promising for H2 adsorption (adsorption energy ~ -0.38 to -0.50 eV at the PBE+U+D3 

level). Furthermore, we found a drastic drop in H2 adsorption strength from V to Cr, 

which is attributed to the occupancy of the dx2-y2 orbital. In other words, empty dx2-y2 is 

the key to the much stronger binding of H2 at the open M(II) site in M2Clx(btdd) MOFs 

for M being Sc, Ti, and V. Our insights will aim to discover new MOFs with the 

enhanced H2 adsorption. 
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3.5 Computational Details 

DFT calculations were performed using the Vienna ab initio simulation package 

(VASP).27 Electron-ion interactions were described using standard PAW 

pseudopotentials.28,29 The Perdew-Burke-Ernzerhof (PBE) functional30 was combined 

with the Hubbard U parameter (see Table S2 for the different parameters used for 

different transition metals and their sources). The empirical correction method (DFT-D3) 

was chosen to describe the long-range van der Waals (vdW) interactions. Relaxation of 

the atomic position was carried out using the force criterion of 0.05 eV/Å. 

The initial structure of V2Cl2.8(btdd) was taken from ref 24, to which H2 molecules 

are added. The adsorption energies (ΔEads) on different MOFs are calculated using the 

following equation: 

∆𝐸𝑎𝑑𝑠 = (𝐸𝑀𝑂𝐹+𝑛𝐻2 − 𝐸𝑀𝑂𝐹 − 𝑛 𝐸𝐻2)/𝑛 (Eq.  3-1) 

where EMOF+H2 is the total energy of the H2 adsorbed MOF, EMOF, and EH2 represent the 

total energy for an isolated clean MOF and H2 molecule, respectively. 

The charge density differences were calculated from the individual charge 

densities for optimized systems of the MOFs, H2 molecules, and MOF-H2 complexes 

using the following equation: 

∆𝜌 = 𝜌(𝑀𝑂𝐹+𝐻2) −   𝜌𝑀𝑂𝐹 − 𝜌𝐻2
 (Eq.  3-2) 

VESTA31 software was used for the charge density plot. 
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(23) Rieth, A. J.; Tulchinsky, Y.; Dincă, M. High and Reversible Ammonia Uptake in 

Mesoporous Azolate Metal−Organic Frameworks with Open Mn, Co, and Ni Sites. 

2016. https://doi.org/10.1021/jacs.6b05723. 

 

(24) Jaramillo, D. E.; Jiang, H. Z. H.; Evans, H. A.; Chakraborty, R.; Furukawa, H.; 

Brown, C. M.; Head-Gordon, M.; Long, J. R. Ambient-Temperature Hydrogen 

Storage via Vanadium(II)-Dihydrogen Complexation in a Metal-Organic 

Framework. J Am Chem Soc 2021, 143 (16), 6248–6256. 

https://doi.org/10.1021/jacs.1c01883. 

 

(25) Wang, V.; Xu, N.; Liu, J. C.; Tang, G.; Geng, W. T. VASPKIT: A User-Friendly 

Interface Facilitating High-Throughput Computing and Analysis Using VASP 

Code. Comput Phys Commun 2021, 267, 108033. 

https://doi.org/10.1016/J.CPC.2021.108033. 

 

(26) Wellendorff, J.; Silbaugh, T. L.; Garcia-Pintos, D.; Nørskov, J. K.; Bligaard, T.; 

Studt, F.; Campbell, C. T. A Benchmark Database for Adsorption Bond Energies 

to Transition Metal Surfaces and Comparison to Selected DFT Functionals. Surf 

Sci 2015, 640, 36–44. https://doi.org/10.1016/J.SUSC.2015.03.023. 

 

(27) Kresse, G.; Furthmüller, J. Efficiency of Ab-Initio Total Energy Calculations for 

Metals and Semiconductors Using a Plane-Wave Basis Set. Comput Mater Sci 

1996, 6 (1), 15–50. https://doi.org/10.1016/0927-0256(96)00008-0. 

 

https://doi.org/10.1021/JA506230R
https://doi.org/10.1021/ACS.CHEMMATER.8B03276
https://doi.org/10.1021/jacs.1c07449
https://doi.org/10.1021/jacs.8b00313
https://doi.org/10.1021/jacs.6b05723
https://doi.org/10.1021/jacs.1c01883
https://doi.org/10.1016/J.CPC.2021.108033
https://doi.org/10.1016/J.SUSC.2015.03.023
https://doi.org/10.1016/0927-0256(96)00008-0


40 
 

(28) Blöchl, P. E. Projector Augmented-Wave Method. Phys Rev B 1994, 50 (24), 

17953. https://doi.org/10.1103/PhysRevB.50.17953. 

 

(29) Kresse, G.; Joubert, D. From Ultrasoft Pseudopotentials to the Projector 

Augmented-Wave Method. Phys Rev B 1999, 59 (3), 1758. 

https://doi.org/10.1103/PhysRevB.59.1758. 

 

(30) Perdew, J. P.; Burke, K.; Ernzerhof, M. Generalized Gradient Approximation 

Made Simple. Phys Rev Lett 1996, 77 (18), 3865. 

https://doi.org/10.1103/PhysRevLett.77.3865. 

 

(31) Momma, K.; Izumi, F. VESTA 3 for Three-Dimensional Visualization of Crystal, 

Volumetric and Morphology Data. urn:issn:0021-8898 2011, 44 (6), 1272–1276. 

https://doi.org/10.1107/S0021889811038970. 

 

  

https://doi.org/10.1103/PhysRevB.50.17953
https://doi.org/10.1103/PhysRevB.59.1758
https://doi.org/10.1103/PhysRevLett.77.3865


41 
 

Chapter 4. Electron/Hole Mobilities of Periodic DNA and 

Nucleobases Structures from Large-Scale DFT Calculations 

4.1 Abstract 

Electron/hole transfer mechanisms in DNA and polynucleotide structures 

continue to garner immense interest as emerging charge-transport systems and molecular 

electronics. To shed mechanistic insight into these electronic properties, we carried out 

large-scale DFT calculations (up to 650 atoms and 9,440 basis functions) to 

systematically analyze the structural and electron/hole transport properties of fully 

periodic single- and double-stranded DNA. We examined the performance of various 

exchange-correlation functionals (LDA, BLYP, B3LYP, and B3LYP-D). We found that 

single-stranded thymine (T) and cytosine (C) are predominantly hole conductors, whereas 

single-stranded adenine (A) and guanine (G) are better electron conductors. For double-

stranded DNA structures, the periodic A-T and G-C electronic band structures undergo a 

significant renormalization (due to Coulombic repulsion between the nucleobases), which 

causes hole transport to only occur on the A and G nucleobases. Our calculations (1) 

constitute the first study of periodic nucleobase structures using dispersion-corrected 

hybrid functionals with large basis sets (which can be further used as new benchmarks for 

other coarse-grained methods) and (2) highlight the importance of dispersion effects for 

obtaining accurate geometries and electron/hole mobilities in these extended systems. 
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4.2 Introduction 

Deoxyribonucleic acid (DNA) and polynucleotide structures continue to garner 

immense attention in various applications ranging from self-assembled biostructures to 

building blocks for next-generation electronics.1-8 In recent years, DNA has attracted 

significant attention in nanoelectronics and information storage since it can adopt 

complex geometries and is inherently stable in many chemical environments.9-15 Because 

of its one-dimensional structure of π-stacked nucleobases, early experimental efforts were 

intensely focused on the possibility of using DNA as a nanoscale conductor for enhanced 

electrical conductivity and charge transport.16-20 However, subsequent experiments 

provided contradictory results, including suggestions that DNA is a conducting wire,21 

superconductor,22 semiconductor,23 or a wide-bandgap insulator.24-25 The discrepancies in 

these experimental results were attributed to variations in the DNA structures, such as the 

specific base sequence and the specific chemical environment used in the experiments. 

 On the theoretical side, numerous computational studies, including tight-binding 

models,26-27 quantum chemistry calculations,28-30 and QM/MM studies31-33 have been 

carried out on DNA and polynucleotide structures to predict their charge transport 

properties. However, most of these computational studies focused on nucleobase 

oligomers and did not address band structure properties in a fully periodic geometry. As a 

result, these oligomer calculations are only appropriate for small molecular-like sections 

of DNA. They cannot capture the entire electronic transport behavior as a function of 

electron momentum. There have been a handful of theoretical studies on fully periodic 

DNA structures; however, these prior studies either employed semilocal exchange-
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correlation functionals (known to underestimate bandgaps) with minimal basis sets34 or 

used Hartree-Fock calculations (which overestimate bandgaps) on idealized geometries 

extracted from molecular dynamics simulations.35-36 

 To shed additional insight into the electronic properties of DNA and 

polynucleotide structures, we present large-scale DFT calculations (up to 9,440 basis 

functions) to systematically analyze their structural and electron/hole transport properties. 

We also examine the performance of various exchange-correlation functionals, ranging 

from local (LDA), semilocal (BLYP), hybrid (B3LYP), and dispersion-corrected hybrid 

(B3LYP-D) methods on the electronic properties of single- and double-stranded DNA 

structures. It is important to mention that the goal of our current study is not to resolve 

open issues on charge-transport mechanisms in DNA. Rather, the large-scale calculations 

presented in this work can serve as new reference benchmarks that are expected to be 

more accurate than the semilocal or Hartree-Fock calculations discussed previously.34-36 

Most notably, the B3LYP-D calculations in this work constitute the first study of periodic 

DNA and nucleobase structures using dispersion-corrected hybrid functionals for both 

full geometry optimizations and electronic band structures. Using these optimized 

geometries and band structures, we present electron/hole mobilities for various single- 

and double-strand DNA structures. Finally, our paper concludes with an analysis of 

orbitals and charge-transfer mechanisms to rationalize the electronic properties and 

electron/hole transport mechanisms in these complex nucleobase structures. 

 



44 
 

4.3 Computational Method 
 

All of the DFT calculations in this study were carried out with a massively 

parallelized version of the CRYSTAL14 program,37 which can calculate nonlocal 

Hartree-Fock exchange with all-electron Gaussian basis sets and periodic boundary 

conditions. While our work focuses on ground-state electronic properties of periodic 

DNA, previous research by us has shown that the choice of exchange-correlation 

functional can also strongly affect the accuracy of excitation energies in DNA and RNA 

nucleobases.38-39 As such, we evaluated a wide range of exchange-correlation functionals 

to understand their effects on DNA electron/hole mobilities, including (1) LDA (local 

density approximation),40 a semilocal functional derived from the exchange-correlation 

energy of homogeneous electron gas, (2) BLYP (Becke exchange with Lee Yang Parr 

correlation),41 a generalized gradient approximation functional without nonlocal 

exchange, (3) B3LYP,42 a popular 3-parameter hybrid functional that contains a 20% 

fraction of Hartree−Fock exchange, and (4) B3LYP-D,43 a dispersion-corrected version 

of the B3LYP hybrid functional. 

Geometries for all single- and double-stranded DNA structures were optimized 

using a 6-31G(d,p) all-electron basis set with one-dimensional periodic boundary 

conditions along the helical axis. Since each of the phosphate groups along the backbone 

has a -1 charge, a single Na+ cation was added near these groups to ensure charge 

neutrality of the entire periodic system. All the structures examined in this work exhibit a 

full helical turn (i.e., 360°) with 10 nucleotides in a one-dimensional periodic unit cell. At 

these optimized geometries, single-point calculations were performed with a larger 6-
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311G(d,p) basis set with 100 k-points along the one-dimensional Brillouin zone to obtain 

the resulting electronic band structures. It is worth noting that the calculations on some of 

the periodic DNA strands were extremely computationally intensive due to the immense 

size of these systems. For example, the largest of these structures (poly(A-T)) consists of 

650 atoms and 9,440 basis functions and, as such, constitutes one of the most extensive 

quantum mechanical studies of these periodic biological structures to date. 

We briefly outline the deformation potential (DP) formalism44-45 for calculating 

electron and hole mobilities (𝜇𝑒 and 𝜇ℎ, respectively) for each of our DNA structures. 

Within this formalism, the electron or hole mobilities in a one-dimensional (1-D) periodic 

system are given by: 

𝜇𝑒,ℎ =
𝑒ℏ2𝐶

(2𝜋𝑘𝐵𝑇)1/2|𝑚𝑒,ℎ
∗|

3/2
𝐸1

2
, (Eq.  4-1) 

where e is the charge of an electron, kB is Boltzmann’s constant, ℏ is the reduced Planck 

constant, T is the temperature (set to 298 K in this study), and 𝐸1 is the DP constant along 

the 1-dimensional periodic direction. The latter is obtained by calculating the rate of 

change of the valence/conduction band edge with respect to strain. The elastic modulus of 

the system is given by 𝐶 = 1 𝑎0⁄ ∙ 𝜕2𝐸 𝜕𝜀2⁄ , where 𝐸 is the total energy of the system 

and 𝜀 is strain. The effective mass of the electrons and holes (𝑚𝑒 and 𝑚ℎ, respectively) 

was calculated at the conduction band minimum and valence band maximum, 

respectively, using the expression 
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1

𝑚𝑒,ℎ
∗ = ±

1

ℏ2

𝑑2𝜖𝑐,𝑣

𝑑𝑘2
. (Eq.  4-2) 

The positive sign is taken for the (electron) conduction band (𝜖𝑐), and the negative sign 

corresponds to the (hole) valence band (𝜖𝑣). A total of 100 uniformly space points from Γ 

to the X point were used to calculate 𝑚𝑒,ℎ
∗ . 

Finally, the elastic constant 𝐶 was calculated from a contraction-dilation 

displacement of the entire nucleotide strand using the following expression: 

𝐶 = 𝑙𝑜

𝜕2𝐸

𝜕𝑙2
|

𝑙=𝑙𝑜

, 
(Eq.  4-3) 

 

where 𝑙 is the length of the DNA strand under tension/compression, 𝐸 is the total energy 

per unit cell, and l0 is the equilibrium length. The periodic DNA strand was 

stretched/compressed at 0.5%, 1.0%, and 1.5% intervals with single-point energies 

calculated at each step. These seven data points (∆𝑙 𝑙𝑜⁄  = 0, 土0.005, 土0.01, 土0.015) 

were then used to generate dilation-energy curves to obtain the elastic constant. 

4.4 Results and Discussion 

4.4.1 Benchmark Calculations on Nucleotide Base Pairs 

Before calculating electron/hole mobilities of the various DNA strands, we first 

assessed the accuracy of the LDA, BLYP, B3LYP, and B3LYP-D functionals for 

predicting nucleotide interaction energies when compared to the S22 benchmark 

dataset.46 In particular, the S22 set contains several DNA nucleobase monomers (adenine, 

cytosine, guanine, and thymine), stacked pair geometries (adenine-thymine and guanine-
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cytosine), and a canonical Watson-Crick base pair (adenine-thymine and guanine-

cytosine) calculated at a complete-basis-set-extrapolated CCSD(T) level of theory. Figure 

4-1 depicts the molecular structures of the various base pair systems considered in this 

work, and Figure 4-2 compares the interaction energies obtained by the various 

functionals against the CCSD(T) benchmark values from the S22 dataset (numerical 

values and root mean square errors (RMSEs) are reported in Table 4-1).  

 

Figure 4-1. Molecular structures of DNA nucleobase monomers, stacked pairs, and 

Watson-Crick base pairs from the S22 dataset used as benchmarks in this work. The 

carbon, hydrogen, nitrogen, and oxygen atoms are depicted as gray, white, blue, and red 

spheres, respectively. 
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Figure 4-2. Interaction energies (in kcal/mol) of stacked and Watson-Crick pair 

configurations of GC and AT calculated at different levels of theory and compared to 

CCSD(T) benchmark values (denoted as red stars) from the S22 dataset. 

 

Table 4-1. Comparison of interaction energies predicted by LDA, BLYP, B3LYP, and 

B3LYP-D against CCSD(T) reference values from the S22 dataset. 

 Interaction Energy (kcal/mol) 

 LDA BLYP B3LYP B3LYP-D CCSD(T) 

AT Stack -6.42 5.39 3.53 -7.71 -8.10 

AT Pair -22.90 -11.61 -13.09 -17.77 -16.40 

GC Stack -4.65 -0.23 -1.20 -6.24 -7.90 

GC Pair -44.00 -27.77 -30.60 -36.41 -35.80 

RMSE 5.54 9.06 7.38 1.14  
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As can be seen in Figure 4-2 and Table 4-1, the B3LYP-D and LDA functionals 

are in excellent agreement with the benchmark values; however, the BLYP and B3LYP 

methods yield more repulsive energies (i.e., more positive values) with errors larger than 

2.0 kcal/mol. BLYP, a GGA functional, significantly reduces the over-binding tendency 

of LDA, which is exacerbated in monomer pairs (as opposed to stacks) since hydrogen 

bonding is prevalent in pairs but absent in stacks. The B3LYP and BLYP functionals 

underestimate binding energies compared to B3LYP-D since they do not include 

attractive dispersion interactions. While hybrid functionals such as B3LYP have long-

range (nonlocal) effects through Hartree-Fock exchange, they remain local in correlation 

and, therefore, are unable to describe the R−6 asymptotic distance-dependence of 

dispersion forces correctly.47 

The B3LYP functional gives weaker binding energies than the CCSD(T) 

benchmarks, and prior work by Zhang et al. suggested that this under-binding becomes 

more pronounced with increasing molecular size.48  As such, B3LYP will incur 

significant errors for the large periodic strands, as we demonstrate in the next section. 

Based on these benchmark calculations, the B3LYP-D functional most closely matches 

the CCSD(T) results, particularly for the van-der-Waals-stacked monomers. 

4.4.2 Optimized Geometries of Single- and Double-Stranded DNA 

 

With the individual nucleotide benchmarks calculated, we next optimized the 

geometries of various ssDNA and dsDNA systems: periodic adenine (poly(A)), thymine 

(poly(T)), cytosine (poly(C)), guanine (poly(G)), adenine-thymine (poly(A-T)), and 

guanine-cytosine (poly(G-C)). Figure 4-3 depicts magnified views of the optimized 
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geometries for the periodic poly(G-C) strands obtained with the LDA, BLYP, B3LYP, 

and B3LYP-D functionals. As seen in this figure, only LDA and B3LYP-D give 

structurally stable geometries (Cartesian coordinates for all of the B3LYP-D-optimized 

ssDNA and dsDNA structures can be found in the Supporting Information). In contrast, 

both the BLYP and B3LYP functionals produce geometries that are highly distorted in 

which the individual Watson-Crick base pairs are not even aligned in the same plane. 
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Figure 4-3. Geometries of periodic poly(G-C) obtained with the LDA, BLYP, B3LYP, 

and B3LYP-D functionals. Only LDA and B3LYP-D give stable structures, whereas the 

other functionals give unstable and distorted geometries between adjacent Watson-crick 

pairs. 

The structural deformations in these periodic strands are fully consistent with the 

benchmark calculations described in the previous section. In particular, our benchmark 

calculations on individual nucleotides showed that only LDA and B3LYP-D predict 

stable A-T and C-G stacks/Watson-Crick pairs in comparison to the CCSD(T) 

benchmarks. In contrast, both BLYP and B3LYP considerably underestimate these 
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interaction energies. As a result, the under-binding tendencies in BLYP and B3LYP 

become even more pronounced in the periodic systems (since both stacking and Watson-

Crick pairs are now present in the periodic system), leading to the geometric distortions 

seen in Figure 4-3. While Figure 4-3 only depicts the poly(G-C) strands for brevity, we 

observed similar geometric trends in poly(A-T) in which only LDA and B3LYP-D gave 

stable structures. Our results also corroborate previous molecular dynamics simulations 

on a DNA dodecamer, suggesting that the double-helical structure is unstable when 

dispersion interactions are not incorporated.49 

4.4.3 Electron/Hole Mobilities 

With the geometries of all the periodic strands optimized, we now analyze 

electron/hole mobilities for the various ssDNA and dsDNA systems. For clarity, we only 

discuss electron/hole mobilities calculated at the B3LYP-D level of theory since this 

functional simultaneously gives stable geometries and reasonable band gaps50-52 (LDA 

also gave stable geometries in our study but is well known for underestimating 

bandgaps). Table 4-2 presents the lattice parameters, bandgaps, and electron/hole masses 

(required for calculating electron/hole mobilities from (Eq.  4-1)), and   
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Table 4-3 summarizes the electronic charge per nucleobase and the electron/hole 

mobilities of all ssDNA and dsDNA structures (electron/hole mobilities for other 

functionals are given in the Supplementary Information). 

Table 4-2. Lattice parameters, band gaps, and effective masses of holes/electrons of 

various single- and double-strand DNA systems computed at the B3LYP-D/6-311g(d,p) 

level of theory. 

 

  

System 

 

Lattice 

Parameter (Å) 

Band Gap 

(eV) 

𝒎𝒆
∗  

(𝒎𝟎) 

𝒎𝒉
∗  

(𝒎𝟎) 

poly(A) 32.22 3.92 7.39 10.13 

poly(T) 29.70 3.12 32.02 2.00 

poly(G) 31.39 3.66 10.12 50.36 

poly(C) 30.74 3.22 17.86 3.25 

poly(A-T) 31.29 3.23 8.86 17.74 

poly(G-C) 32.45 1.39 22.74 2.69 
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Table 4-3. Electronic charge per nucleobase and electron/hole mobilities of various 

single- and double-strand DNA systems computed at the B3LYP-D/6-311g(d,p) level of 

theory. 

 

Figure 4-4 shows that the highest occupied crystal orbitals (HOCOs) are localized 

on the nucleobase (regardless of nucleobase species) in all of the B3LYP-D-optimized 

ssDNA structures. In contrast, the lowest unoccupied crystal orbitals (LUCOs) are 

primarily found on the Na+ cations and the phosphate backbone. Both of these HOCO 

and LUCO localization patterns are consistent with previous work35-36 which used 

Hartree-Fock calculations and small basis sets. Moreover, since the spatial distribution of 

the HOCO influences the hole mobility, our calculations predict that hole transport in 

ssDNA occurs intramolecularly across the nucleobase stacks, whereas electron transport 

(which is determined by the LUCO) occurs across the Na+ cations and phosphate 

backbone. 

 

System 

 

Electronic Charge per 

Nucleobase (e) 

Electron mobility 

(cm2/V·s) 

Hole mobility 

(cm2/V·s) 

poly(A) -0.26 (A) 18.22 9.72 

poly(T) -0.20 (T) 4.08 22.33 

poly(G) -0.24 (G) 15.77 0.54 

poly(C) -0.18 (C) 4.09 39.81 

poly(A-T) -0.23 (A), -0.24 (T) 40.23 5.14 

poly(G-C) -0.21 (G), -0.17 (C) 9.59 19.38 
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Figure 4-4. HOCOs and LUCOs of ssDNA obtained with the B3LYP-D functional. The 

HOCOs and LUCOs were calculated at isovalues of 0.01 and 0.03, respectively. 

It is worth noting that the ssDNA structures with purine nucleobases (i.e., A and 

G) have a significantly lower hole mobility than the corresponding structures with 

pyrimidine nucleobases (i.e., T and C). This is due to the HOCOs in poly(A) and poly(G) 

being formed from the highest occupied molecular orbitals (HOMOs) of A and G (cf. 

Figure 4-5), which have an antibonding interaction in the helical ssDNA stacked 

geometry.34 Conversely, the ssDNA structures with purine nucleobases have a 

significantly higher electron mobility than the corresponding structures with pyrimidine 

nucleobases. This trend arises from the LUCOs in poly(A) and poly(G) having a larger 

overlap than the corresponding LUCOs in poly(T) and poly(C), as can be seen in Figure 
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4-4. It is also interesting to note that the electronic charge per nucleobase (cf. Figure 4-3) 

is also correlated with the electron/hole mobility in the ssDNA structures. While our DFT 

calculations indicate that the nucleobases in all four of the ssDNA structures are 

negatively charged, nucleobases with the most negative charge (A and G) exhibit the 

highest electron mobilities, whereas nucleobases with the least negative charge (T and C) 

have the highest hole mobilities. Taken together, the HOCO/LUCO interactions and 

electronic charges in these ssDNA structures result in poly(T) and poly(C) being hole 

conductors, whereas poly(A) and poly(G) structures are better electron conductors. 

 

Figure 4-5. HOMOs of A, T, G, and C calculated at the B3LYP-D/6-311g(d,p) level of 

theory. 

 Turning our attention to the dsDNA structures, Figure 4-6 shows that the HOCOs 

on these systems are localized on the A and G nucleobases in the poly(A-T) and poly(G-

C) structures, respectively. As such, our calculations predict that hole transport in dsDNA 

occurs only across the purine (and not the pyrimidine) nucleobases in both these 
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structures. In contrast, the LUCOs are localized on the Na+ cations and the phosphate 

groups (proximal to the pyrimidine bases, C and T), indicating that electron transport 

occurs along the backbone in both structures. To visualize the HOCOs and LUCOs more 

easily, the Supporting Information provides 3D animations of these orbitals for the 

poly(A-T) structure. 
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Figure 4-6. HOCOs and LUCOs of poly(A-T) and poly(G-C) calculated at the B3LYP-

D/6-311g(d,p) level of theory. 
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To understand the electronic interactions in these dsDNA structures more closely, 

Figure 4-7 plots the electronic band structures of poly(A), poly(T), poly(A-T), poly(G), 

poly(C), and poly(G-C) calculated at the B3LYP-D/6-311g(d,p) level of theory. It is 

worth noting that the electronic properties of poly(A-T) and poly(G-C) are more complex 

than their constituents and are not merely superpositions of the individual ssDNA 

poly(A)+poly(T) or poly(G)+poly(C) band structures. In particular, the right-most 

column of Figure 4-7 shows that the A and G purine-type bands are pushed significantly 

upwards in energy within the double-stranded poly(A-T) and poly(G-C) structures. As 

mentioned previously, the nucleobases in all four of the ssDNA structures are negatively 

charged, and the Coulombic repulsion between these nucleobases within the compact 

dsDNA structure results in an upward shift (i.e., a destabilization) of the A and G bands. 

As such, the renormalization of the dsDNA band structures causes the highest-filled 

orbitals to be only localized on the A and G nucleobases, which corroborates the HOCO-

localization trends depicted in Figure 4-6. 
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Figure 4-7. Band structures of poly(A), poly(T), poly(A-T), poly(G), poly(C), and 

poly(G-C) calculated at the B3LYP-D/6-311g(d,p) level of theory. The A- and G-type 

bands are pushed upwards in the double-stranded poly(A-T) and poly(G-C) and cases, 

respectively. 
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Finally, it is worth mentioning that our calculations predict poly(A-T) to be an 

electron conductor, whereas poly(G-C) is a better hole conductor. This trend can be seen 

in Figure 4-6(c) and (d), which show the LUCOs in poly(A-T) having a larger overlap 

than the corresponding LUCOs in poly(G-C). The electronic charge per nucleobase in the 

dsDNA structures (cf. Table 3) also corroborates these trends in the electron/hole 

mobilities. As mentioned in our previous analysis of ssDNA structures, nucleobases with 

the most negative charge exhibit the highest electron mobilities, whereas nucleobases 

with the least negative charge have higher hole mobilities. The total charge per A-T and 

G-C Watson-Crick pair in the poly(A-T) and poly(G-C) structures is -0.47e and -0.38e, 

respectively, which reflects the trends in electron/hole mobilities discussed previously. It 

is interesting to point out that we also observed similar electron/hole mobility trends with 

LDA since this functional also predicts accurate dsDNA geometries (even though LDA 

predicts severely underestimated bandgaps compared to B3LYP-D). In contrast, the 

BLYP and B3LYP results give spurious results for electron/hole mobilities since these 

functionals produced deformed dsDNA geometries (cf. Figure 4-3). As such, these results 

emphasize the importance of including dispersion effects when calculating electronic 

properties on self-consistent optimized geometries (using the same functional) for these 

systems. 

4.5 Summary and Conclusions 

In conclusion, we have carried out large-scale DFT calculations to systematically 

analyze the structural and electron/hole transport properties of fully periodic single- and 

double-stranded DNA. To understand how these periodic nucleobase structures are 
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affected by their optimized geometry and underlying electronic structure, we examined 

the performance of various exchange-correlation functionals, ranging from local (LDA), 

semilocal (BLYP), hybrid (B3LYP), and dispersion-corrected hybrid (B3LYP-D) 

methods. Most notably, the latter calculations constitute the first study of periodic DNA 

and nucleobase structures using dispersion-corrected hybrid functionals for both full 

geometry optimizations and electronic band structures. 

With these optimized geometries and band structures, we used the deformation 

potential formalism to calculate electron/hole mobilities for all of the various ssDNA and 

dsDNA structures. Our analysis showed that poly(T) and poly(C) are hole conductors, 

whereas poly(A) and poly(G) structures are better electron conductors. For the dsDNA 

structures, we found that the poly(A-T) and poly(G-C) band structures are more than just 

the “sum of their parts.” Specifically, Coulombic repulsion between the nucleobases 

results in a significant renormalization of the band structure, which causes the highest-

filled orbitals (and, hence, hole transport) to be only localized on the A and G 

nucleobases. Further analyses of the B3LYP-D orbitals and electronic charges in the 

dsDNA structures show that poly(A-T) is an electron conductor, whereas poly(G-C) is a 

better hole conductor. Our calculations also highlight the importance of including 

dispersion effects when calculating electronic properties for these systems since 

functionals without dispersion will produce deformed dsDNA geometries with spurious 

electron/hole mobilities. 

Finally, while our work focused on optimized structures and electron/hole 

mobilities of single- and double-stranded DNA, we anticipate that our calculations could 
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also be applied to other DNA-based materials and applications. In particular, the self-

consistent geometries, band structures, and electron/hole mobilities from our B3LYP-D 

calculations could serve as new reference benchmarks to parameterize other coarse-

grained DNA models or QM/MM studies,53 which require accurate electronic properties 

as input parameters to enable larger-scale simulations. 
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Chapter 5. Understanding Electrooxidation of Furfural on Cu, 

Co-Spinel Oxides from Density Functional Theory 

5.1 Abstract 

Co-based spinel oxides are promising catalysts for the electrooxidation of 

biomass-derived 5-hydroxymethylfurfural (HMF) to attain high-value chemicals. 

However, the atomistic-level mechanism of the reaction on Co-based spinel oxides is not 

yet well understood due to the complex nature of the HMF electrooxidation reaction 

(HMFOR) involving the combined adsorption of organic molecules and hydroxides on 

the electrode surface. Inspired by a recently reported Cu, Co-spinel oxide (CuCo2O4), 

which shows greatly improved HMFOR activity, we employ periodic density functional 

theory (DFT) calculations to study the atomistic level mechanism of HMFOR and the 

site-specific roles of CuCo2O4. From ab initio atomistic thermodynamics, we find that the 

stabilities of the surfaces at 1 atm H2 and 300K follow the trend of (100) > (110) > (111). 

More importantly, tetrahedral Cu sites are found to adsorb HMF with higher adsorption 

energy than Co sites. Furthermore, we present and compare the energy profile of two 

different pathways of HMFOR at the atomistic level and explain the rate differences in 

the intermediate production shown in the experiment. Our work provides important 

insights into the excellent HMFOR activity of CuCo2O4 and a basis for a further 

mechanistic understanding of HMFOR on CuCo2O4 and other spinel oxides. 
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5.2 Introduction 

Oxidation of abundantly available biomass-derived 5-hydroxymethylfurfural 

(HMF) into value-added chemicals, such as 2,5-furan dicarboxylic acid (FDCA), enables 

the manufacture of a wide variety of valuable chemical products (e.g., medicines, 

polymers1,2, or fine chemicals) without petroleum-based ingredients.3–7 Furthermore, 

HMF electrooxidation reaction (HMFOR) can be coupled with hydrogen evolution 

reaction (HER), replacing oxygen evolution reaction (OER).8 The coupling of HMFOR 

and HER enables achieving hydrogen production and HMF oxidation simultaneously, 

increasing the economic value of the overall electrochemical process.9 For these reasons, 

HMF is considered one of the crucial bio-renewable platform chemicals listed by the U.S. 

Department of Energy.10 There has been an immense interest in developing efficient 

electrocatalysts for HMFOR over the past decade.11 

In this context, Co-based spinel oxides have emerged as HMFOR electrocatalysts 

due to their abundant active sites and tunable defect structures.12,13 Co3O4 is well known 

and widely used electrocatalyst for various oxidation reactions14–16, and many researchers 

attempted to further enhance the electrocatalytic activity of Co-based spinel oxides by 

tuning their structures. For example, replacing tetrahedral Co2+ of Co3O4 with highly 

electronegative metal cations such as Ni2+ can induce octahedral Co3+ to lose its 

coordination with oxygen, thus enhancing the catalytic activity for HMFOR.11,17 

Recently, Lu et al. systematically investigated the catalytic activity of various Co-

based spinel oxides, including Co3O4, CuCo2O4, CoAl2O4, and ZnCo2O4, and concluded 

that CuCo2O4 has record-high catalytic activity with four folds enhanced catalytic activity 
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compared to Co3O4.18 However, despite the defined reaction pathway of HMF oxidation, 

in-depth mechanistic insight is still not yet clear without an understanding of the 

atomistic-level reaction mechanism. 

As a step toward elucidating the atomistic-level mechanism and site-specific roles 

of CuCo2O4 for HMFOR, herein, we employ density functional theory (DFT), starting by 

investigating the most stable CuCo2O4 surface structures. Then we explore the adsorption 

conformation of HMF on the surface, which is a critical step in the catalytic process. 

After that, we further employ ab initio atomistic thermodynamics to calculate the energy 

profile and the atomistic level mechanism of the two possible reaction pathways for 

HMFOR. (Figure 5-1) We elucidate the nature of O-H and C-H activations to produce 

intermediates, water formation, and desorption throughout the catalytic cycle. These 

insights will provide a better understanding of the geometric site-specific roles of surface 

atoms in determining the selectivity and yield of the HMFOR pathway that may allow 

one to design an optimal electrocatalyst. 
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Figure 5-1. The two possible pathways for the oxidation of HMF to FDCA. (DFF: 2,5-

diformylfuran; HMFCA: 5-hydroxymethyl-2-furancarboxylic acid; FFCA: 5-

formylfuran-2carboxylic acid) 

5.3 Computational Method 

We perform spin-polarized DFT calculations using the Vienna ab initio 

simulation package (VASP)19,20 and the ion-electron interaction is described with the 

projector augmented wave (PAW) method21. The PBE functional22,23 with dispersion 

correction (PBE-D3)24 is employed, and a cutoff energy of 520 eV is used. We employ 

Hubbard U (DFT+U) corrections for Co, and U = 3.32 eV is chosen from the Materials 

Project.25 

Three surface cleavages, (111), (110), and (100), with 11 different terminations, 

are examined. Each model consists of 7-9 layers of slabs with 20 Å of vacuum gap along 

the z-direction, and the Brillouin zone was sampled by (2×2×1) Monkhorst-Pack k-point 
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mesh. When calculating surface grand potentials (SGP), the middle three layers of slabs 

are fixed, while the top and bottom layers are allowed to relax. 

The surface termination stability is quantified using SGP energies calculated from 

the following previous work by Wang et al. 26 First, SGP is calculated using the 

following equation: 

𝜔𝑖 =
1

2𝑆
[𝐸𝑠𝑙𝑎𝑏

𝑖 + 𝑃𝑉 − 𝑇𝑆 − 𝑁𝐶𝑜𝜇𝐶𝑜 − 𝑁𝐶𝑢𝜇𝐶𝑢𝑁𝑂𝜇𝑂] (Eq.  5-1) 

where 𝜔𝑖 is the SGP of the termination, and S represents the surface area of the slab 

model. 𝑁𝑖 and 𝜇𝑖 is the number of elements present in the model and the chemical 

potential of the element, respectively. 

Assuming that the PV-TS term is negligible in ambient conditions, (Eq.  5-1 is 

rewritten as: 

𝜔𝑖 =
1

2𝑆
[𝐸𝑠𝑙𝑎𝑏

𝑖 + 𝑁𝐶𝑜𝜇𝐶𝑜 − 𝑁𝐶𝑢𝜇𝐶𝑢𝑁𝑂𝜇𝑂] (Eq.  5-2) 

The chemical potential of each element is calculated from the following equations: 

𝜇𝐶𝑢𝐶𝑜2𝑂4
= 𝐸𝐶𝑢𝐶𝑜2𝑂4

𝑏𝑢𝑙𝑘 = 𝜇𝐶𝑢 + 2𝜇𝐶𝑜 + 4𝜇𝑂 (Eq.  5-3) 

∆𝜇𝐶𝑢 = 𝜇𝐶𝑢 − 𝐸𝐶𝑢
𝑏𝑢𝑙𝑘 (Eq.  5-4) 

∆𝜇𝐶𝑜 = 𝜇𝐶𝑜 − 𝐸𝐶𝑜
𝑏𝑢𝑙𝑘 (Eq.  5-5) 

∆𝜇𝑂 = 𝜇𝑂 − 𝐸𝑂2

𝑔𝑎𝑠
 (Eq.  5-6) 

 

Substituting Eq.  5-3 – 5-6 into (Eq.  5-2 yields the following equation: 
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𝜔𝑖 = 𝜑𝑖 −
1

2𝑆
[(𝑁𝐶𝑜 − 2𝑁𝐶𝑢)∆𝜇𝐶𝑜 + (𝑁𝑂 − 4𝑁𝐶𝑢)∆𝜇𝑂] 

(Eq.  5-7) 

𝜑𝑖 =
1

2𝑆
[(𝐸𝑠𝑙𝑎𝑏

𝑖 − 𝑁𝐶𝑢𝐸𝐶𝑢𝐶𝑜2𝑂4

𝑏𝑢𝑙𝑘 ) − (𝑁𝐶𝑜 − 2𝑁𝐶𝑢)𝐸𝐶𝑜
𝑏𝑢𝑙𝑘 − (𝑁𝑂 − 4𝑁𝐶𝑢)

𝐸𝑂2

𝑔𝑎𝑠

2
] 

(Eq.  5-8) 

On the other hand, when calculating the adsorption energy and thermodynamics 

of the reaction, the bottom four layers are fixed. In comparison, the top three layers are 

allowed to relax together with the adsorbed HMF molecule. The adsorption energies are 

defined by Eads = Esurface+adsorbate – (Esurface + Eadsorbate). The energy of the adsorbate, 

Eadsorbate is calculated by placing an adsorbate molecule in a cubic cell with a side length 

of 20 Å. Partial atomic charges are obtained using Bader charge analysis as implemented 

by Henkelman and coworkers.27 

All the electrochemical reactions are assumed to occur in an alkaline condition, 

according to the experiment.18 Under assumptions of equilibrium of the following 

reaction, 

𝐻2𝑂 → 𝑂𝐻− + 𝐻+ (Eq.  5-9) 

The chemical potential of the elements is as follows: 

𝜇𝐻2𝑂 = 𝜇𝑂𝐻− + 𝜇𝐻+ (Eq.  5-10) 

With the Computational Hydrogen Electrode (CHE) approach,  

𝜇𝐻+ + 𝜇𝑒− =
1

2
𝜇𝐻2

− 𝑒𝑈𝑅𝐻𝐸 
(Eq.  5-11) 

Combining equations, we obtain the following equation: 
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𝜇𝑂𝐻− − 𝜇𝑒− = 𝜇𝐻2𝑂
− (

1

2
𝜇𝐻2

− 𝑒𝑈𝑅𝐻𝐸) 
(Eq.  5-12) 

 

 

5.4 Results and Discussion 

We start with optimizing the bulk structure of CuCo2O4, followed by the clean 

surfaces, including (111), (110), and (100). We then examine and compare the stabilities 

of HMF adsorption conformations on the most stable surface. 

5.4.1 Bulk CuCo2O4 

Bulk CuCo2O4 has a space group of Fd3m, with Cu and Co occupying tetrahedral and 

octahedral sites, respectively (Figure 5-2). The experimental28 and calculated lattice 

parameters of bulk CuCo2O4 are listed in Table 1. One can see that the calculated values 

agree well with the experimental values. 

 

Figure 5-2. Bulk CuCo2O4. Cobalts occupy octahedral sites, and Coppers occupy 

tetrahedral sites. Cu, green; Co, blue; O, red. 
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Table 5-1. Comparison of experimental28 and calculated lattice parameters of the bulk 

CuCo2O4. 

Lattice Parameter a (Å) b (Å) c (Å) 

Experimental28 8.14 8.07 8.14 

Calculated 8.12 8.12 8.12 

 

5.4.2 Clean Surfaces 

Low Miller-index surfaces are usually considered first in surface science studies 

due to their higher stabilities than higher index surfaces. Here, we consider three surface 

cleavages: (111), (110), and (100), and Figure 5-3 shows the structures of these clean 

CuCo2O4 surfaces. 
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Figure 5-3. Top views of clean CuCo2O4 surfaces. Co, purple; Cu, green; O, red. 

 

To evaluate the most stable surface cleavage and termination of CuCo2O4 at the 

experimental HMFOR conditions (1 atm, 300 K), we used ab initio atomistic 

thermodynamics to determine Surface Grand Potential, 𝑆𝐺𝑃(𝑇, 𝑝) as a function of cobalt 

chemical potential (∆µ𝐶𝑜) and hydrogen chemical potential (∆µ𝐻) (or pressure at 

T=300K. Figure 5-4 shows the calculated 𝑆𝑃𝐺 (𝑇, 𝑝) vs. ∆µ𝐶𝑜 relationship: each line 

represents a given surface termination and ∆μO = −0.27 eV at 1 atm, 300K condition is 

highlighted yellow. One can see that (100) surfaces are the most stable, and (111) 
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surfaces are the least stable (Figure 5-4). More specifically, (100) cleavage with O4 

termination is the most stable among all 11 slab models. However, since HMF cannot 

adsorb on Oxygen sites, we focused on the second most stable slab model, Co4O4 

termination, for the HMFOR mechanism. 

 

Figure 5-4. The surface grand potential of 11 surface models. ∆𝜇𝑂 = −0.27 𝑒𝑉 at 1 atm, 

300K condition is highlighted with yellow. 

5.4.3 HMF Adsorption on the CuCo2O4(100) Surface 

 

Since the HMFOR process includes the oxidation of hydroxyl and aldehyde 

groups, different adsorption energies and hydroxide sites on catalysts significantly 

influence the HMFOR activity. Thus, the adsorption of HMF on Cu, Co-spinel oxide is a 

crucial starting point of the HMFOR mechanism. Furthermore, due to the presence of 

both hydroxyl and carbonyl groups, there are a few different conformations that HMF can 

bind to the CuCo2O4 surface. 
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Figure 5-5 shows the optimized structures of HMF adsorbed on CuCo2O4 (100) 

surface. After investigating eight different adsorption conformations, we find the three 

most stable HMF adsorption conformations on CuCo2O4(100). The adsorption is mainly 

due to the coordination effect of O atoms of hydroxyl and carbonyl groups with the Co 

and Cu atoms of the surface. The first two conformations exhibit the hydroxyl group 

adsorbs on the Co and Cu sites (Figure 5-5a and b). In contrast, the final one shows dual 

adsorption, in which the O atom of the hydroxyl group adsorbs on the Cu site and the O 

atom of the carbonyl group adsorbs on the Co site simultaneously (Figure 5-5c). It is 

important to note that in the case of dual adsorption conformation, the hydroxyl group is 

readily dehydrogenated without the assistance of any active oxygen species, 

demonstrating that the activation of the O-H bond is highly favorable in the dual-

adsorbed conformation. (Figure 5-5d) 
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Figure 5-5. HMF adsorption conformation on CuCo2O4 surface. (a) O atom of the 

hydroxyl group adsorbs on Cu and (b) Co sites. (c) O atom of the hydroxyl group and 

carbonyl group adsorb on the Cu and Co sites, respectively. (d) Top view of (c). 
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Table 5-2 summarizes adsorption energies, the distances between the Cu (Co) site 

and the oxygen atom of HMF, and the number of electron transfers (Δq) from Cu (Co) 

from the Bader charge analysis. Adsorption energy is more significant when the hydroxyl 

group of HMF adsorbs on the subsurface Cu site (-1.31 eV) than on the surface Co site (-

0.71 eV), which suggests that Cu sites are more favorable for HMF adsorption. This trend 

is consistent with the experimental observation from ref 18 that tetrahedral sites play an 

essential role in adsorption. Three possible explanations exist for the difference in 

adsorption energy on different metal sites. First, Cu sites have a lower coordination 

number (2) than Co (3). Second, Cu is more electronegative than Co, so Cu forms a 

stronger bond with the electron-rich O atom of the hydroxyl group. Third, Cu-adsorbed 

conformation allows hydrogen atoms on the -CH2 group to form a hydrogen bond with 

adjacent surface O. 

Table 5-2. HMF adsorption energies (𝐸𝑎𝑑𝑠) at the Cu (Co) sites, M-O bond length (rM-O) 

(M = Cu, Co), and partial atomic charge transfer on Cu (Co) from Bader charge analysis 

(Δq). 

Adsorption 

conformation 
Cu-adsorbed Co-adsorbed 

Co, Cu-

adsorbed 

𝑬𝒂𝒅𝒔 (eV) -1.31 -0.71 -0.52 

rM-O (Å) rCu-O: 2.02 rCo-O: 1.97 
rCo-O: 1.90 

rCu-O: 1.99 

Δq (|e|) 
Cu: +0.28 Co: +0.10 Co: +0.087 

Cu: +0.095 

 

5.4.4 Intermediate adsorption on the CuCo2O4(100) surface 

 

Using the same method, we calculate the most stable adsorption conformation of 

intermediates such as HMFCA, DFF, FFCA, and FDCA on the CuCo2O4 (100) surface. 

We systematically investigate all the possible adsorption conformations and conclude that 
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the conformations displayed in Figure 5-6 are the most stable conformation with the 

highest adsorption energies. Most intermediates are most stable when adsorbed on 

subsurface Cu and surface Co sites, except for DFF, which is the most stable when 

adsorbed on two surface Co sites. Unlike other intermediates, DFF has a planar structure 

due to the conjugated π bonds causing higher steric hindrance. Therefore, it is more stable 

when adsorbed on surface Co sites—one carbonyl group is adsorbed on the bridge site of 

Co, and another carbonyl group is adsorbed on the top of Co (Figure 5-6b). Also, it is 

worth noting that DFF has higher adsorption energy than HMFCA, which affects the 

preference between two different HMFOR reaction pathways, which will be discussed in 

more detail in the next section. 

 

Figure 5-6. The most stable adsorption conformations of (a) HMFCA, (b) DFF, (c) 

FFCA, and (d) FDCA on CuCo2O4 (100) surface. 
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Table 5-3. Adsorption energies (𝐸𝑎𝑑𝑠) of the intermediates (HMFCA, DFF, FFCA, and 

FDCA) and M-O bond length (rM-O) (M = Cu, Co). 

 HMFCA DFF FFCA FDCA 

𝑬𝒂𝒅𝒔 (eV) -0.86 -1.20 -1.89 -1.83 

rM-O (Å) 

rCo-O: 2.30 

rCu-O: 2.97 

rCo-O: 1.91 rCo-O: 2.28 

 rCu-O: 1.92 

rCo-O: 2.11 

rCu-O: 2.15 

 

5.4.5 HMF to DFF oxidation reaction 

Because HMF possesses both hydroxyl and carbonyl groups, HMFOR comprises 

two steps of oxidation: oxidation of the hydroxyl group into the carbonyl group and 

oxidation of the carbonyl group into the carboxylic acid group. Accordingly, there are 

two different pathways of HMF oxidation into FDCA, depending on which reaction step 

occurs first. For example, hydroxyl group oxidation can occur first, forming DFF, 

followed by carbonyl group oxidation, oxidizing into FFCA, which we refer to as 

pathway I. On the other hand, pathway II refers to the reaction that carbonyl group 

oxidation occurs first, forming HMFCA, and after that, the hydroxyl group is 

subsequently oxidized to form FFCA (Figure 5-7). To reflect the experimental conditions 

(1.0 M KOH) from ref 18, we assume reactions occur in alkaline conditions, allowing 

hydroxides to be the oxygen source. 
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Figure 5-7. Two possible reaction pathways for HMF oxidation 

We start investigating the first part of pathway I, HMF oxidizes into DFF. As 

mentioned in the previous section, the most stable HMF adsorption conformation is the 

hydroxyl group adsorbed on the Cu site. 

In the first dehydrogenation step, as shown in Figure 5-8, adsorption of HMF is 

formed by adsorption of the O atom of the -CH2OH group on the top side of the Cu site. 

Then the OH- adsorbs on an adjacent Co site and captures the dissociated hydrogen from 

O-H in the -CH2OH group and H2O is generated. The first step of O-H bond scission 

(HMF* + OH* → DFF-H* + H2O*) on the Cu site, with the assistance of OH*, is 

endothermic by 1.33 eV. 

In the second dehydrogenation step, the -CH2O group of generated DFF-H* is 

attacked by OH-, which could capture the dissociated hydrogen from the -CH2O group 

and, similarly to the first step, generate an H2O molecule. The C-H bond scission (DFF-

H* + OH* → DFF + H2O) is exothermic by 1.67 eV. It is found that the oxidation of 

HMF to DFF on the CuCo2O4 surface is an exothermic process by 0.34 eV. 
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Figure 5-8. Schematic drawing of the complete catalytic cycle of oxidation of HMF to 

DFF on the CuCo2O4 (100) surface. 

5.4.6 DFF to FFCA Oxidation Reaction 

Then we move on to the second part of pathway I, DFF oxidizes into FFCA. As 

mentioned in the previous section, the most stable adsorption conformation of DFF is of 

which both carbonyl groups adsorb on the Co sites. 

As shown in Figure 5-9, the OH- adsorbs on an adjacent Co site and attacks the 

carbonyl group in the first oxidation step. The first step of OH addition (DFF* + OH* → 

FFCA-H*) on the Co site, with the assistance of OH*, is exothermic by 0.05 eV. 
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In the second dehydrogenation step, the -CHOOH group of generated FFCA-H* 

is attacked by OH-, which could capture the dissociated hydrogen from the -CHOOH 

group and, similarly to the first step, generate an H2O molecule. The C-H bond scission 

(FFCA-H* + OH* → FFCA + H2O) is endothermic by 0.14 eV. It can bed found that the 

oxidation of DFF to FFCA on the CuCo2O4 surface is an exothermic process by -1.94 eV. 

It is important to note that the DFF formation reaction pathway is mainly 

endothermic. In contrast, the DFF oxidation into the FFCA reaction pathway is mostly 

exothermic except for the C-H dehydrogenation step, which indicates that DFF is 

oxidized into FFCA as soon as formed. Therefore, our results agree well with 

experimental results showing that a negligible amount of DFF is detected throughout the 

HMF oxidation reaction.18 
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Figure 5-9. Schematic drawing of the complete catalytic cycle of oxidation of DFF to 

FFCA on the CuCo2O4 (100) surface. 

5.4.7 HMF to HMFCA 

Next, we move to the first part of pathway II, where HMF oxidizes to HMFCA. 

Since HMFCA formation involves oxidation of the carbonyl group, the HMFCA pathway 

starts from dual adsorption conformation—the hydroxyl group adsorbs on the Cu site, 

and the carbonyl group adsorbs on the Co site simultaneously. 

The overall reaction pathway is similar to the second part of pathway I. As shown 

in Figure 5-10, the OH- adsorbs on an adjacent Co site and attacks the carbonyl group in 

the first oxidation step. The first step of OH addition (HMF* + OH* → HMFCA-H*) on 

the Co site, with the assistance of OH*, is exothermic by 0.07 eV. 
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In the second dehydrogenation step, the -CHOOH group of generated HMFCA-

H* is attacked by OH-, which could capture the dissociated hydrogen from the -CHOOH 

group and, similarly to the first step, generate an H2O molecule. The C-H bond scission 

(HMFCA-H* + OH* → FFCA + H2O) is exothermic by 1.19 eV. 

The reaction energies of the first hydroxide addition step are both marginal (-0.05 

eV and +0.07 eV) in both pathways I and II. However, the second dehydrogenation step 

reaction energy is -1.19 eV for pathway II, which is highly exothermic compared to 

pathway I (+0.14 eV). This energy profile indicates that pathway II is more 

thermodynamically favorable in this reaction. 

 

 
Figure 5-10. Schematic drawing of the complete catalytic cycle of oxidation of HMF to 

HMFCA on the CuCo2O4 (100) surface. 
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5.4.8 HMFCA to FFCA 

Lastly, we move on to the second part of pathway II, HMFCA oxidizes to FFCA 

(Figure 5-11). The overall reaction pathway is similar to the first step of pathway I. 

However, the hydroxyl group is readily dehydrogenated when HMFCA is adsorbed on 

the surface. Therefore, in the first dehydrogenation step, the OH- available in the solvent 

captures the dissociated hydrogen from O-H in the -CH2OH group, and H2O is generated. 

The first step of O-H bond scission (HMFCA* + OH* → FFCA-H* + H2O*) on the Co 

site, with the assistance of OH*, is exothermic by 0.39 eV. 

In the second dehydrogenation step, the -CH2O group of generated DFF-H* is 

attacked by OH-, which could capture the dissociated hydrogen from the -CH2O group 

and generate an H2O molecule. The C-H bond scission (HMFCA-H* + OH* → FFCA + 

H2O) is endothermic by 0.46 eV. It can be found that the oxidation of HMF to DFF on 

the CuCo2O4 surface is an exothermic process by 0.64 eV. 
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Figure 5-11. Schematic drawing of the complete catalytic cycle of oxidation of HMFCA 

to FFCA on the CuCo2O4 (100) surface. 

     The first part (oxidation of HMF* forming DFF*) in the DFF pathway and the 

second step (oxidation of HMFCA* forming *FFCA) in the HMFA pathway are highly 

possible to be the rate-determining step for each reaction route in the viewpoint of 

thermodynamics. (Figure 5-12) One can note that a slightly lower energy difference for 

the rate-determining step in the reaction of the HMFCA pathway than that in the DFF 

pathway may indicate that the oxidation of HMF is more inclined to the HMFCA 

pathway (HMF-HMFCA-FFCA-FDCA). These results agree with experimental 

observations showing that only a negligible amount of DFF but a more considerable 

amount of HMFCA is detected throughout the HMFOR.18 

Furthermore, one of the most significant endothermic steps of both pathways is 

shown to be OH- adsorption, which presents 1.15 eV (HMFCA pathway) and 1.61 eV 
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(DFF pathway). According to experimental results 49, the overpotential needed for HMF 

oxidation on CuCo2O4 is 1.23-1.35 eV. Therefore, we can anticipate that the 

overpotential is not enough to overcome the barrier of the DFF pathway, which again 

agrees well with the experimental result showing limited DFF production. 

 

Figure 5-12. Pathway-dependent energy profiles for the HMF oxidation into FFCA on 

CuCo2O4 surface 

 

5.5 Summary and Conclusions 

To shed light on the activity of HMF oxidation reaction (HMFOR) on CuCo2O4, 

we have studied the adsorption of atomic hydrogen on the low-Miller-index surfaces of 

CuCo2O4, including (111), (110), and (100), by using periodic DFT. From the calculated 

surface grand potential, we predict that (111), (110), and (100) surfaces are the most 

stable. Furthermore, from ab initio atomistic thermodynamics, we find that the stabilities 

of the surfaces at 1 atm H2 and 300K follow the trend of (100) > (110) > (111). The 

critical feature of HMF adsorption on the (100) is that Cu sites can adsorb the O atom of 

the hydroxyl group of HMF. 
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First, we revealed that Cu plays a vital role in adsorption by calculating the 

adsorption energies of HMF on various conformations. Furthermore, by calculating the 

energy profile of HMFOR on CuCo2O4 following both HMFCA and DFF pathways, we 

reveal why only a negligible amount of DFF is detected in the experiment. First, DFF has 

high adsorption energy on the surface. Second, the HMFCA pathway is 

thermodynamically more favorable. Lastly, DFF is likely to be oxidized into FFCA as 

soon as DFF is formed because HMFCA→ DFF pathway is exothermic, while the DFF→ 

FFCA pathway is highly endothermic. These insights open a door for a further 

mechanistic understanding of HMFOR on CuCo2O4 and other spinels. 
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Chapter 6. Harnessing Semi-Supervised Machine Learning to 

Automatically Predict Bioactivities of Per- and Polyfluoroalkyl 

Substances (PFASs) 

 

6.1 Abstract 

Due to their bioactive and persistent bioaccumulative properties, many per- and 

polyfluoroalkyl substances (PFASs) pose significant health hazards. However, assessing 

the bioactivities of PFASs is both time-consuming and costly due to the sheer number 

and expense of in vivo and in vitro biological experiments. To this end, we harnessed 

new unsupervised/semi-supervised machine learning models to automatically predict the 

bioactivities of PFASs in various human biological targets, including enzymes, genes, 

proteins, and cell lines. Our semi-supervised metric learning models were used to predict 

the bioactivity of PFASs found in the recent Organisation of Economic Co-operation and 

Development (OECD) report list, which contains 4730 PFASs used in a broad range of 

industries and consumers. Our work provides the first semi-supervised machine learning 

study of structure–activity relationships for predicting possible bioactivities in various 

PFAS species. 
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6.2 Introduction 

Since the 1930s,1 per- and polyfluoroalkyl substances (PFASs) have been used in 

several consumer products (including fire-fighting foams) due to their outstanding 

stability and water/oil-repellant properties.2 However, these compounds pose significant 

risks to the environment and biosystems. The presence of PFASs in surface water and 

groundwater can result in exposure to organisms, subsequently leading to accumulation 

in the body, with adverse effects on the liver, kidneys, blood, and immune system.2,3 

Because of these harmful effects, there is a pressing need to identify and understand the 

bioactivity of PFAS-based compounds that can adversely affect human health. 

For these reasons, several international groups, including the Organization for 

Economic Cooperation and Development (OECD), United States Environmental 

Protection Agency, Food and Drug Administration, European Chemicals Agency, 

European Food Safety Authority, and Ministry of Ecology and Environment (China) 

continue to monitor PFASs that are produced in the global market.4,5 According to a 2018 

OECD report, more than 4,700 PFASs currently exist as manufacturers bring new forms 

of PFASs into industrial and consumer products (it is worth pointing out, however, that 

not all 4,700 structures exist in commerce). Nevertheless, among the vast varieties of 

PFAS molecules, the potential hazards of these new forms remain largely unknown. 

  Due to the sheer number of PFAS species, in vivo and in vitro biological 

experiments are both time-consuming and costly. As such, the construction of predictive 

and reliable quantitative-structure activity relationship (QSAR) models6–8 is essential for 

assessing the bioactivities of these contaminants (even for PFAS species that are yet to be 
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made). Specifically, a QSAR model that can accurately predict the bioactivities of PFASs 

can be harnessed to screen several of these contaminants, saving immense time and 

experimental resources. While there have been prior machine learning studies on PFAS 

molecules,65,66 most of these approaches used supervised learning techniques to suggest 

general structure-bioactivity correlation trends based on their target-specific predictions 

on bioactivity. (i.e., the focus was on aggregate data for all targets as opposed to 

analyzing chemical trends specific to each target). 

In this work, we present a new QSAR model using semi-supervised metric 

learning techniques to assess which functional groups affect bioactivities toward specific 

biological targets. Semi-supervised learning is a different machine learning approach that 

has the advantages of both supervised and unsupervised learning. It can be used on a 

dataset with primarily unlabeled data and only a few labeled data. Like unsupervised 

learning, it can also automatically cluster unlabeled data. Our approach is integrated with 

molecular docking calculations to predict possible bioactivities of PFAS molecules based 

on their chemical functional groups and specific biological targets (e.g., genes, proteins, 

or cell lines). Our approach first combines dimension reduction methods with clustering 

methods to classify PFASs based on their molecular structures. We then apply a semi-

supervised metric learning method to improve clustering performance. Finally, we use a 

molecular docking approach to shed light on the physicochemical reasons for their 

bioactivity. Our study provides the first unsupervised/semi-supervised learning approach 

for screening potentially bioactive PFAS molecules beyond conventional supervised 

learning or QSAR approaches. 
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6.3 Computational Method 

 
Figure 6-1. Machine-learning-based workflow for QSAR construction and application to 

PFASs. 

Our QSAR machine-learning framework utilizes four sequential steps followed 

by a reasoning step: (1) collecting a training data set from verified open-source databases, 

(2) encoding those compounds into molecular fingerprints, (3) clustering the model to 

predict chemical properties based on the molecular fingerprints and assessing the 

performance of the models, (4) evaluating the clustering by choosing the optimal model 

and finding the molecular groups that play essential roles in developing bioactivity based 

on the clustering, and (5) molecule docking to rationalize the role of the molecular 

groups. 

Starting with our first step, we obtained our data sets from comprehensive open-

source databases, including PubChem's BioAssay,11 Maximum Unbiased Validation,12 

Toxicology in the 21st Century,13 beta-secretase 1,14 and Blood-brain barrier penetration 
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data sets,15 which are available from the Supporting Information of ref 10. We used two 

different data sets with varying screening criteria as provided in ref 10: (1) CF data set 

includes substances containing at least one −CF− moiety (62043 molecules), and (2) 

C3F6 data set includes substances containing perfluoroalkyl moiety with three or more 

carbons (1012 molecules). For both data sets, we used bioactivity data against 26 

biological targets.  

Encoding the compounds to molecular fingerprints followed next in our 

framework. We used the extended connectivity fingerprint (ECFP) featurization16 with a 

default diameter of 4 (i.e., ECFP4), thus considering a maximum of four neighbors. 

ECFPs are topological molecular characterization that was developed for substructure 

and similarity searching. By encoding molecular structures into fingerprints, we obtained 

a binary array with a constant length of 2048, making it a convenient input for the 

unsupervised/semi-supervised learning models. Furthermore, since the simplified 

molecular-input line-entry system (SMILES) sequences for all PFAS molecules are 

available in the form of a line notation for describing the structure of chemical species, 

they can be readily converted into fingerprint-based representations using RDKit.17 

Then, we applied (1) unsupervised learning and (2) semi-supervised learning 

methods to the generated fingerprints. Our QSAR method trained machine learning 

models to predict the bioactivities of PFAS molecules by first (a) reducing the fingerprint 

data sets dimension and then (b) clustering them.  
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For the first half of this step, (1) unsupervised learning model, we used (a) 

dimension reduction methods to lay the high-dimensional fingerprint input data into a 2-

dimensional space. Two different dimension reduction methods, (i) Principal Component 

Analysis (PCA) followed by t-Distributed Stochastic Neighbor Embedding (t-SNE) and 

(ii) UMAP (Uniform Manifold Approximation and Projection for Dimension 

Reduction),18 were used on our fingerprint data. While t-SNE is a widely-used dimension 

reduction technique for many types of data analysis, research shows UMAP exhibits 

better clustering performance, especially for large data sets.18 Thus, we decided to use 

both and compared the clustering performance of the techniques. 

After the dimension reduction procedure, we used the scikit-learn19 library to 

execute three different (b) clustering methods: k-means, Density-Based Spatial Clustering 

of Applications with Noise (DBSCAN), and Hierarchical DBSCAN (HDBSCAN). 

Computational models use all three clustering methods to group data points into clusters 

based on similarity. While k-means clustering is relatively more time-efficient, DBSCAN 

and HDBSCAN can efficiently handle outliers and noisy data sets. Since each method 

has clear advantages, we used all three techniques and evaluated their performances. By 

combining dimension reduction and clustering methods, we grouped various PFAS 

structures based on their similarities and visualized them in a 2-dimensional space.  

The second half of our QSAR model used (2) a semi-supervised metric learning 

algorithm to group/classify molecules with similar bioactivities automatically. Metric 

learning has two main advantages: (i) its predictions are more efficient/accurate since the 

model distinctly separates new molecular representations according to their bioactivities; 
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(ii) it automatically generates a vector-shaped representation from the molecular 

fingerprint and can be directly integrated with conventional dimension reduction 

methods. 

The final clusters were selected based on the best Silhouette score, which 

analyzes the distances of each data point to its cluster and neighboring clusters.20 In short, 

a higher Silhouette score guarantees better performance in clustering. Then we identified 

which substructures or molecular functional groups played essential roles in determining 

the bioactivity of the molecules.   

Lastly, we conducted several molecular docking calculations using Autodock21 to 

elucidate the physicochemical reasons for the bioactivity trends obtained from our QSAR 

model (i.e., using ligand-protein binding conformations to rationalize the role of chemical 

substructures in inducing bioactivity on biological targets.)  

6.4 Results and Discussion 

6.4.1 Unsupervised learning 

In this section, we compare the performance of each machine-learning algorithm 

in classifying/clustering the PFAS molecules based on their bioactivity. The parameters 

for each model are optimized for the best performance (i.e., highest Silhouette score). As 

mentioned in the methods section, we tested six unsupervised learning models by 

combining two different dimension reduction methods (PC t-SNE and UMAP) with three 

different clustering methods (k-means, DBSCAN, and HDBSCAN). The combination of 
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k-means clustering and the UMAP model exhibited better performance (with a Silhouette 

score of 0.577) than other machine-learning methods.  

 Figure 6-2 displays the distribution of bioactivities based on the molecular 

structures. First, the molecular structures were converted into constant-length arrays by 

ECFP. Next, the vector representations were projected onto a 2-dimensional space using 

the PC t-SNE dimension reduction methods (molecules grouped closer together indicated 

structural similarity). These molecules were subsequently clustered into ten groups using 

k-means clustering, an algorithm that classifies data into a given number of distinct 

clusters. 
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Figure 6-2. Distribution of the molecules in the C3F6 data set. The molecular structures 

were visualized by PC t-SNE. Each point is a molecule, and the colors of the points are 

clusters classified using k-means clustering. 

We found that 90.6%, 76.9%, and 70.0% of molecules in Cluster 1 are bioactive 

on CYP2C9, CYP2D6, and CYP3A4, respectively. CYP2C9, CYP2D6, and CYP3A4 are 

members of Cytochrome p450 enzymes (Cyps) involved in metabolism by oxidation of 

xenobiotics in the human body. Cyps are major phase-I xenobiotic-metabolizing enzymes 

induced by many environmental xenobiotics and drugs.22 Also, 42.9% of molecules in 

Cluster 4 are bioactive on ATXN, a DNA-binding protein.23,24 We only demonstrate 

targets with the top 4 true-positive rates; 90.6%, 76.9%, 70.0%, and 42.9%. True positive 

rate is the probability that an actual positive (bioactive molecule) will be predicted 
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positive (bioactive). Table 6-1 shows the maximum common substructures of the 

clusters. Both clusters, 1 and 4, have the common functional group 1,3-

Bis(trifluoromethyl) benzene. 

Table 6-1. Cluster number, accuracy, and maximum common structure that are most 

likely to be found in bioactive molecules toward each target. 

 
Target Cluster True-Positive Rate Common Substructure 

CYP2C9 1 90.6% 

 

CYP2D6 1 76.9% 

CYP3A4 1 70.0% 

ATXN 4 42.9% 

 
 

Even though our unsupervised learning approaches could automatically classify 

PFASs into a reasonable number of clusters, it is essential to note that not all 26 targets 

gave a high performance in clustering (i.e., only ATXN, CYP2C9, CYP3A4, and 

CYP2D6 showed reasonable accuracy). From this result, we were able to infer that the 

bioactivity of PFAS against ATXN and Cyps have the strongest correlation with the 

molecular structures. 

Furthermore, a larger data set (CF3 data set: 62,043 molecules) did not have a 

higher clustering performance than a smaller data set (C3F6 data set: 1,012 molecules) 
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since traditional unsupervised learning clustering methods, including k-means clustering, 

work better when applied to smaller data sets.25 Because the CF3 data set is 50 times 

larger than the C3F6 data set and screened based on less rigorous criteria, we expect it to 

be more challenging to handle with unsupervised learning techniques. 

For example, Figure 3a shows the bioactivities of molecules toward keratin18 

(K18), an intermediate filament protein.26 Our unsupervised machine learning failed to 

successfully cluster the PFAS molecules based on the bioactivity toward K18, 

demonstrating a true-positive rate of only 55.9%. Similarly, Figure 3c shows the 

bioactivity toward CYP2C9 using unsupervised learning. Only 4.0% of the cluster 

showed bioactivity. These results highlight the inherent limitation of purely unsupervised 

learning for molecular structures. Since bioactivities are sensitive to minimal changes in 

molecular structures, they exhibit a mixed distribution in the molecular structure space. In 

other words, a pair of similar-structured molecules can have entirely different 

bioactivities, which are commonly referred to as activity cliffs in cheminformatics.27–29 

To overcome our PC t-SNE and UMAP results limitations, we utilized a 

combination of metric and semi-supervised learnings to produce a more distinct 

separation between bioactive and inactive molecules toward K18, which can be seen in 

Figure 3b, demonstrating a true-positive rate of 79.2%. Similarly, Figure 3c shows the 

bioactivity toward CYP2C9 using unsupervised learning. Again, only 4.0% of the cluster 

showed bioactivity. Finally, Figure 3d shows the semi-supervised clustering, where 

99.7% of a cluster's molecules are bioactive (i.e., a true positive rate of 99.7%). 
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It is not surprising that semi-supervised learning demonstrated significantly 

higher performance for PFAS QSAR tasks since it uses partially labeled data. In contrast, 

an unsupervised learning model takes unlabeled data as input. Furthermore, the 

performance difference is more drastic with larger data, considering that traditional 

unsupervised learning clustering methods, including k-means clustering, work better 

when applied to a smaller data set.25 Metric learning combined with semi-supervised 

learning uses partially labeled bioactivity data as input data, placing molecules with 

similar bioactivities closer and opposite bioactivities further away. On the other hand, 

unsupervised learning tries to predict bioactivities solely based on the chemical structure, 

making it extremely difficult to complete an appropriate QSAR task.  
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Figure 6-3. 2-dimensional space distribution of molecules in the CF3 data set. Each point 

represents a molecule that is either bioactive (red) or inactive (blue) towards (a, b) K18 

and (c, d) CYP2C9. The molecules are visualized on a 2-dimensional space using (a, c) 

PC t-SNE (unsupervised) or (b, d) semi-supervised metric learning. 

6.4.2 Semi-supervised Metric Learning 

Figure 6-4 displays true-positive ratios and classifications between 

bioactive/inactive molecules on four representative targets that show the best 

performance in the CF dataset using semi-supervised metric learning (for example, in 
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Figure 6-4Error! Reference source not found.a, we obtain a true-positive ratio of 9

7.3% by computing 
number of molecules containing esters and are also bioactive

number of ester−containing molecules in the cluster
). Using the 

Maximum Common Structure (MCS) module in the RDKit software package on 

bioactive molecules, we found that the ester functional group is the critical substructure 

that causes bioactivity on Cyps (Figure 6-4a, b, and c) and ATXN (Figure 6-4d). 
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Figure 6-4. Distribution of molecules in the CF dataset using semi-supervised metric 

learning. Each point represents a molecule that is either bioactive (red circular edges) or 

inactive (light blue circular edges) towards (a) CYP2C9, (b) CYP3A4, (c) CYP2D6, and 

(d) ATXN. The olive green-filled circles represent molecules having the substructure 

depicted in the plot; i.e., (a, b) ester groups, (c) phenylprimidyl groups, and (d) 4-benzyl-

2-(4-fluorophenyl)-1,2-thiazole. The pink-filled circles in (c) represent molecules with 

phenylethanone. The percentage value represents the ratio of the number of bioactive 

molecules within the identified substructure. Table S3 lists the predicted substructures for 

specific targets.   
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We used structural alerts to cross-check the validity of the predicted substructures 

that play a crucial role in bioactivity. Within the bioinformatics community, structural 

alerts are molecular functional groups associated with a particularly adverse outcome, in 

our case, bioactivity.67,68 We cross-referenced the CheMBL dataset to our machine 

learning results since it contains structural alert information for some PFAS molecules.69 

As mentioned previously, the ester group was found to be the critical structure that 

induces interaction with Cyps.70,71 

 

6.4.3 Interactions between PFAS and targets 

We carried out molecular docking calculations with Autodock21 to rationalize the 

underlying molecular causes of bioactivities in PFAS and predict their interaction with 

target enzymes. The Supporting Information gives additional details of our molecular 

docking calculations. We successfully docked all PFASs into the active sites of the 

targets and binned the binding affinity results based on their bioactivity with the target. 

Figure S5 displays one of the bioactive structures with the ester group of the CYP2C9-

PFAS complex, methyl 4-[2-propyl-1-({[4-trifluoromethyl)phenyl]sulfonyl}amino)-2-

hexen-1-yl]benzoate. 

To verify the correlation between the Autodock binding affinities and their 

bioactivity, we performed a dimension reduction procedure using unsupervised learning 

on the CF dataset, which consists of molecular structures with binding affinity data (see 

Figure 6-5). We used unsupervised learning here to make the point that unsupervised 

learning underperforms when only structural data is provided. Specifically, if the 
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classification accuracy is improved with additional feature inputs, those features must 

contain some information to discriminate among the population.72,73 In other words, if the 

inclusion of binding affinity data enhances the clustering accuracy, it provides another 

co-descriptor for bioactivity. Indeed, Figure 6-5b and a show that descriptors consisting 

of chemical structures and binding affinity data give a better separation/distinction 

between active and inactive molecules compared to the unsupervised learning results 

based only on chemical structures.  

 
Figure 6-5. Clustering/classification of molecules predicted with unsupervised learning 

(dimension reduction) on CF datasets containing (a) chemical structures and (b) chemical 

structures and binding affinities with CYP2C9. Each point represents a molecule that is 

either bioactive (red) or inactive (blue) towards CYP2C9. 

 

6.4.4 Bioactivity Predictions on OECD Dataset 

In 2018, the Global Perfluorinated Chemicals Group74 within the OECD published 

a list of 4,730 PFASs to develop regulatory approaches for reducing the use of 
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perfluorinated substances in products. However, researchers have yet to discover the 

bioactivities of the molecules in the list. Using the QSAR model developed in this work, 

we give predictions and a rationale for the bioactivities of molecules in the OECD list. 

We performed molecular docking calculations on molecules containing the ester 

group among the OECD list to verify similar binding conformations. Of the 4,730 PFASs 

in the OECD list, 414 have an ester functional group. In particular, the ester-containing 

molecules in the OECD list bind strongly with Fe2+ of the HEME group (an active site of 

Cyp enzyme), which is similar to the binding interactions that we observed in the CF 

dataset. Therefore, we expect a large portion of the 414 ester-containing molecules 

among the OECD list to form strong bonds with Fe2+ of the HEME group with a similar 

conformation, leading to bioactivity toward Cyp enzymes. Furthermore, based on our 

docking calculations, 87.7% of these 414 molecules have a stronger binding affinity than 

-5 kcal/mol (the average binding affinity is -5.77 kcal/mol), which falls in the range of 

the mean binding affinity of the bioactive molecules from the CF dataset. 
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Figure 6-6. (a) OECD dataset classified by PC t-SNE and clustered based on the k-means 

clustering method. The orange and yellow dots represent ester-containing molecules. The 

colors closer to red (yellow) represent a higher (lower) concentration of bioactive 

molecules. (b) PFAS molecules included in the OECD list are grouped into 40 clusters. 

Each point represents a molecule, and clusters 13, 25, and 39 denote a high ratio of ester-

containing groups. 
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We then clustered the OECD dataset into 40 clusters using the k-means clustering 

method. Using both the clustered results (Figure 6-6b) and the distribution of ester-group-

containing molecules (Figure 6-6a), we found that clusters 13, 25, and 39 contain ester 

functional groups. Analyzing the CF dataset, we found that the ester group plays a 

possible role in bioactivity toward Cyp enzymes; that is, molecules in these clusters have 

a high probability of being bioactive against CYP2C9 and CYP3A4. 

6.5 Summary and Conclusions 

In summary, we have developed a new QSAR model validated with CheMLB 

structural alerts and molecular docking calculations, which constitutes the first 

application of semi-supervised metric learning for predicting/rationalizing bioactivities in 

PFASs. Using a semi-supervised metric learning algorithm, our machine-learning-based 

QSAR model accurately identified specific substructures, such as ester-containing 

groups, that play a possible role in determining bioactivities. With our semi-supervised 

learning approach, we obtained a distinct classification between bioactive and inactive 

molecules, resulting in an accuracy of up to 97.3% in the CF dataset. We also used semi-

supervised metric learning to automatically classify/cluster and predict functional groups 

that could possibly play a role in bioactivity. 

In addition, our machine learning model proposed a few significant substructures 

that could induce bioactivity, which were subsequently examined with molecular docking 

calculations. Most importantly, our machine learning predictions on bioactivities can 

provide a more efficient screening of potentially bioactive PFASs that can be used to 

complement in vitro assessments. All of our machine learning algorithms are publicly 
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available, and we anticipate that researchers can further extend our methodology to 

screen other contaminants or analyze the potential bioactivity of PFAS molecules. 
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Chapter 7. Harnessing Neural Network for Predicting XANES 

Spectroscopy of Amorphous Carbon Materials 

7.1 Abstract 

X-ray absorption spectroscopy (XAS) provides a wealth of information about the 

local structure of materials. Recently, significant advancement has been made in the 

development of machine learning models for predicting local environments of absorbing 

atoms from XAS. However, existing studies have primarily focused on crystalline 

systems, while less has been paid to more complex and disordered systems. In this work, 

we develop a neural network model for predicting XAS spectra of amorphous carbon (a-

C) using the local structural descriptor as a sole input. In addition, we compared the 

performance of different structural descriptors, including the Local Many-Body Tensor 

Representation (LMBTR), Atom-Center Symmetry Function (ACSF), and Smooth 

Overlap of Atomic Positions (SOAP). We find that the use of LMBTR yields the highest 

accuracy, and the inclusion of both bond length and bond angle information is necessary 

for accurate XAS prediction. Furthermore, among the three representations, LMBTR 

offers a unique advantage in interpretability as the input components can be easily 

associated with specific structural features. We also extend our model to predict not only 

local structure features of a-C, such as bond lengths and angles but also its global 

chemical composition from XAS spectra. 

7.2 Introduction 

Historically, the interpretation of XANES spectra is primarily qualitative and 
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relies on semi-empirical rules.1,2 Due to the desire to rapidly characterize spectra for 

arbitrary local environments, data-driven methods for XAS are now enjoying great 

interest across various communities; for a general overview, we recommend a review 

by Timoshenko and Frenkel. These methods attempt to exploit all of the information 

contained within a spectrum, as opposed to the subset that a heuristic describes, and are 

enabled by the high availability of theoretical data and the promise of high-throughput 

experimental XAS data. ML models have been used to automate the analysis of 

experimental XANES and EXAFS data to gain insights into system properties and 

behavior. Previous work has demonstrated the feasibility of classifying specific 

structural properties, such as oxidation number and coordination, from said spectra via 

ensemble learning. Recent work has also used artificial neural networks and random 

forests to focus on coordination alone. For example, Timoshenko et al. developed a 

NN model to predict the coordination number of Pt nanoparticles3. They used the same 

approach to predict the radial distribution function of metals from XANES spectra.4 

There were also several attempts to extract the coordination environment of the 

absorbing site from XANES spectra. For instance, Zheng et al. trained an ensemble of 

weak learners to predict the coordination environment of metals from XANES 

spectra.5 Carbone et al. applied a Convolutional NN classifier to predict the 

coordination number of transition metal oxides from XANES spectra,6 and Liu et al. 

used a similar model for copper oxide clusters.7 Torrisi et al. used a random forest 

model to extract coordination number, nearest neighbor distance, and Bader charges 

from XANES spectra of transition metal oxides.8 
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To interpret XANES spectra, one needs to address two classes of problems. 

First, the forward problem simulates XANES spectra from given the atomic 

arrangement. Using electronic structure theory, the forward problem can be solved by 

simulating XANES spectra which is a powerful tool yet requires immense 

computational cost. Therefore, with the recent increased popularity of Machine 

Learning (ML) in materials science, ML techniques opened a new way to perform 

inexpensive simulations of XANES spectroscopy. For example, Rankine et al. used a 

Deep NN to predict XANES of arbitrary Fe systems based on local structural features.5 

Carbone et al. used a Message-Passing NN to simulate XANES of Oxygen or Nitrogen 

in small molecules from the QM9 database.6 These efforts present ML models which 

accurately simulate XANES spectra of a given chemical structure with minimum 

computational cost. 

Most of the inverse problem ML approaches aim to predict coordination number 

because they are mainly focused on metals,8,9 metal oxides,10 nanoparticles,13 or small 

molecules6 of which the coordination number identifies local atomic arrangements. In 

contrast, only a handful of studies focused on amorphous systems,14 which require de- 

tailed information (i.e., bond length, angles, and coordination numbers) to describe the 

local environment fully. Furthermore, it is worth emphasizing that the ML approach is 

particularly beneficial for amorphous materials. The immense computational cost is 

required to calculate XANES spectra from first principles due to the large lattice box. 

Among many amorphous materials, we focus on amorphous carbon (a-C) 

materials in this work. For the last few decades, a-C materials have been extensively 
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used in various applications such as surface protective film or coatings15–17 due to their 

low cost and high mechanical and chemical stability.18 More recently, in addition to 

the properties mentioned earlier, there has been emerging attention to its high 

electronic conductivity,19 which makes it an attractive candidate for anode material for 

batteries.20–22 However, the biggest hurdle of utilizing a-C materials is that it is 

difficult to identify the structure due to a lack of long-range order, having XANES as 

an ideal tool for determining the detailed structure.23,24 In this work, we first apply ML 

techniques to simulate XANES spectra, given structures of a-C materials. First, we 

constructed and trained an NN model using a database with 12,528 a-Cs and various 

densities to predict the XANES spectra of given structural features. Second, we 

introduce the inverse ML algorithm to predict global and local structural components, 

such as bond length, bond angles, coordination numbers, and chemical composition, 

given XANES spectra. Lastly, we discuss the performance of three different structural 

descriptors (i.e., Local Many-Body Tensor Representation (LMBTR), Smooth Overlap 

of Atomic Position (SOAP), and Atom-Centered Symmetry Function (ACSF) by 

evaluating the performance of ML models with a detailed analysis of feature 

importance. 

7.3 Computational Method 

7.3.1 Dataset 

The overall procedure we followed is as described in Figure 1. We first 

generated a dataset of a-C materials from molecular dynamics (MD) simulations to 

train the NN model. Then, melt-quench MD simulations with Gaussian approximation 
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potential (GAP)25 were performed to obtain a-C structures at different densities. The 

simulation protocol from Ref 26 was employed. First, a simple-cubic lattice of 216 

carbon atoms was generated at the densities of 1.5, 2.0, 2.5, 3.0, and 3.5 g/cm3. Next, 

the structures were heated to 9000 K and held at a constant temperature for 3 ps. Then 

the liquid carbon was cooled and held at 5000 K for 3 ps. Finally, the structures were 

quenched and annealed at 300 K for 3 ps. The simulations were carried out using 

LAMMPS27 linked with the QUIP package.28 A timestep of 1 fs and a Nose-Hoover 

thermostat was used in all the simulations. 

 

A dataset of 58 configurations of a-C structures with various densities was sampled 

from the previously mentioned molecular dynamics simulations. Each structure 

contains 216 C atoms, achieving 12,528 local Carbon structures. The corresponding 

XANES spectrum was generated from the first principles for each system, applying 

Fermi’s golden rule approximations.29 We employed constrained-occupancy DFT 

calculations within the excited electron and core-hole (XCH) approach.29,30 We 

Figure 7-1. Schematic drawing of procedure 
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simulated X-ray photon absorption and production of a core hole by placing the 

associated excited electron in the lowest available empty state of the system. We 

approximated the higher-energy excited states utilizing the unoccupied part of the 

Kohn-Sham DFT eigenspectrum within the consequent XCH self-consistent field. 

DFT-calculated-XANES spectra were preprocessed as we shifted the energy levels and 

smoothened the spectra to represent spectra from experiments using well-known 

carbon structures (i.e., diamond and highly oriented pyrolitic graphite) as a benchmark. 

We used a gaussian filter for smoothening, and the parameters are optimized to achieve 

the best fitting for the benchmark. 

7.3.2 Structure Representation 

When choosing a structural descriptor, the most important criterion is whether 

the ML model can accurately predict the desired property using the descriptor as an 

input. The optimal descriptor vastly differs depending on many factors, such as types 

of systems, models, and complexity of the problem. To rigorously determine the most 

suitable structural representation for a-C, we constructed ML models using each 

descriptor to compare the mean absolute error (MAE). Among many proposed ways of 

representing periodic structures such as Coulomb Matrix (CM),31 Bag of Bonds 

(BoB),32 Smooth Overlap of Atomic Positions (SOAP),33 Many-Body Tensor 

Representation (MBTR),34 and Atom-Center Symmetry Function (ACSF),35 we 

selected SOAP, Local MBTR (LMBTR), and ACSF because we are only interested in 

local properties of absorbing sites. In other words, for the prediction of local XANES 

spectra, local structure representations (i.e., LMBTR, SOAP, and ACSF) are the most 
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suitable. In brief, ACSF represents distance and angular symmetry functions for each 

atom in a system. SOAP describes the local environment of a center atom by placing 

Gaussian-smeared atomic densities on atoms. Lastly, LMBTR is a descriptor that 

groups interactions by interatomic distances and angles. 

7.3.3 Machine Learning Construction 

First, we employed the Artificial NN model for the forward prediction (i.e., 

simulating the XANES spectrum given the chemical structure). The NN model is 

constructed using the Tensorflow36 library with the Keras37 framework. NN is a well-

known composite function that can be trained to represent a relationship between 

inputs and outputs by tuning the weights of the nodes.38 Due to its feasibility, NN has 

been used in many applications to predict various chemical properties.11,39 

The forward NN model we employed comprises an input layer of 1400 neurons (size 

of LMBTR array) and an output layer of 100 neurons (size of XANES array). In addition, 

two dense hidden layers exist between the input and output layers, with 700 and 400 

neurons. Each hidden layer uses the soft plus activation function, and batch normalization 

and dropout are applied in each hidden layer. 

Second, for the inverse prediction (i.e., predicting the local structure of a given 

XANES spectrum), we extracted three critical structural features of an a-C: 

hybridization, bond lengths, and bond angles. Therefore, we first utilized a classifier 

model to predict the coordination number (hybridization) of each carbon using XANES 

spectra. We employed four different models (i.e., Random Forest Classifier, Linear 

Support Vector Classifier (SVC), Multinomial Naive Bayes (NB), and Logistic 



127 
 

Regression) from sklearn40 to find the optimal classifier model and compared the 

accuracy. Then, based on the predicted hybridization, we developed a NN model to 

predict all bond lengths and angles of absorbing sites. The inverse NN model comprises 

an input layer of 100 neurons (size of LMBTR array) and an output layer of 1-6 neurons 

(depending on the coordination number of the center atom). In addition, there is one 

dense hidden layer between the input and output layers, with 50 neurons using the 

Scaled Exponential Linear Unit (SELU) activation function. Our forward and inverse 

NN uses gradients of MAE as loss functions according to the adaptive moment 

estimation (ADAM) algorithm calculated within the minibatch size of 32 samples. 

Finally, we evaluated the model performance using K-fold cross-validation with an 

80:20 split. 

Lastly, we made a separate model which predicts the chemical composition of the 

system given global XANES spectra (i.e., the sum of all the local XANES spectra in the 

system). Since various critical physical properties such as hardness or Young’s modulus 

of a material depend on the sp2/sp3 ratio, there have been a few attempts to predict the 

hybridization composition in carbon materials based on XANES spectra.24,41 However, 

the traditional σ∗/π∗ ratio method overestimates sp3 concentrations because it does not 

consider the existence of sp carbon.42 Therefore, in this paper, we developed a NN model 

that predicts the whole composition of sp, sp2, and sp3 carbons in an a-C material.  Due to 

a lack of global 

XANES data (58 global XANES), we constructed 22,000 synthetic global XANES 

by randomly combining 216 local XANES, and our NN model was trained based on the 
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synthesized XANES spectra. 

7.4 Results and Discussion 

7.4.1 Unsupervised Learning 

To understand the structure-XANES feature relationship, we first analyzed the 

general characteristics of XANES spectra of a-C materials. For example, Figure 7-2 

indicates that all the XANES spectra we obtained from DFT calculation mainly exhibit 

two peaks: P1 (∼286 eV) and P2 (∼292 eV). In this context, we focused on the 

quantitative features of P1 and P2, such as peak energies, intensities, and intensity 

ratios. 

Then we performed Principal Component Analysis (PCA) for dimension reduction 

on the XANES spectra. After the PCA dimensionality reduction, each XANES spectrum 

(array size 100) is reduced to a point on a 2-dimensional latent space and aggregated 

into three major groups according to their coordination number (Figure 7-3a). Then we 

further analyzed the PCA results using spectroscopic features (Figure 7-3b and c) and 

Figure 7-2.  Peaks P1 and P2 present a-C XANES spectra are denoted with red and green 

arrows, respectively. Grey lines represent each XANES spectrum from individual carbon, and 

the blue curve represents the average XANES spectrum from carbons with sp, sp2, and sp3 

hybridization. 
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structural features (Figure 7-3c and Figure 7-4). 

One can see from Figure 7-3a and b that P1/P2 intensity ratio is a crucial factor that 

differentiates sp and sp2 carbons. Also, the bond length distribution on the PCA plot 

(Figure 7-3d) is inversely proportional to the P1/P2 peak intensity ratio. As such, sp 

carbons have a high P1/P2 intensity ratio (∼3.0) and short bond length (∼ 1.2 Å; C≡C), 

while sp2 carbons present low P1/P2 intensity (<1) and long bond length (∼1.4 Å; C=C). 

The close relationship between hybridization and P1/P2 intensity ratio is not 

surprising, considering that P1 and P2 are associated with σ∗ and π∗ states, 

respectively.41,43 As such, sp carbons have a stronger P1 intensity than P2, while sp3 

carbons have a pronounced P2 peak. In addition, only P2 exists in the XANES spectra 

of sp3 carbons. 
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Figure 7-3. PCA analysis of XANES spectroscopies. Each point represents XANES 

spectra and color displays (a) coordination number, (b) P1/P2 intensity ratio, (c) P2 

intensity, and (d) minimum bond length. 
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Figure 7-4. PCA analysis of XANES spectra based on bond angles and corresponding 

local environments of a-C materials. Each point represents XANES spectra, and color 

represents the minimum bond angle. Grey balls represent surrounding carbon atoms, and 

yellow balls represent the center carbon atom. The hybridization and the minimum bond 

angle of the center atom are denoted. The left panels are typical configurations of sp, sp2, 

and sp3 carbons, while the bottom panels demonstrate distorted carbon structures which 

majorly exist in the a-C systems. 

On the other hand, bond angle distribution is relatively complicated due to 

distorted structures in a-C materials (Figure 7-4). The majority of the distribution is 

easily interpretable for regular coordination, such as sp carbons with 180⁰, sp2 carbons 

with 120⁰, or sp3 carbons with 109⁰, as shown in the left panels of Figure 7-4. However, 

as previously reported both theoretically26,44–49 and experimentally,50 our a-C structures 
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present various small carbon rings. For example, carbons associated with three-

membered-ring, shown in the bottom panels of Figure 7-4, demonstrate a minimum 

bond angle of 60⁰ (blue points in Figure 7-4). These three-membered carbon rings have 

a significant strain, but the presence of larger carbon rings (i.e., five- to eight-membered 

rings) fused with three-membered rings provides stability. It is worth noting that a-Cs in 

three-membered ring conformations display distinctive features in XANES spectra. For 

example, sp carbons in three-membered rings (panel 4 in Figure 7-4) exhibit 

exceptionally strong P2 intensity (Figure 7-3) compared to ordinary sp carbons (panel 1 

in Figure 7-4). 

On the other hand, sp3 carbons associated with three-membered rings (panel 6 in 

Figure 7-4) have exceptionally weak P2 intensity (Figure 7-3) compared to ordinary sp3 

carbons (panel 3 in Figure 7-4). In short, unlike crystalline systems, the coordination 

number of the center atom does not decisively determine the local environment or 

XANES spectra in the case of amorphous systems. Therefore, bond angle plays a vital 

role in identifying the XANES spectra of a-C materials. 

7.4.2 Supervised Learning 

Using the critical structural and spectroscopic features determined from 

unsupervised learning, we constructed a supervised learning model that can accurately 

simulate the XANES spectrum of a given chemical structure. We employed the NN 

algorithm for our forward prediction based on advantages such as implicitly detecting 

complex nonlinear relationships between dependent and independent variables. 
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A descriptor that can qualitatively describe the structural feature is needed to use 

atomic structural information as an input for the NN model. To find the optimal 

descriptor that can effectively describe a-C materials, we compared the performance of 

ML models using three different structural representations–LMBTR, SOAP, and 

ACSF. As shown in Figure 7-5 and Table 7-1, the MAE of prediction for the overall 

spectra and the spectroscopic feature (i.e., peak energies/intensities) both indicate that 

LMBTR outperforms the other two. 

While ACSF demonstrates lower but comparable performance to LMBTR, 

SOAP significantly underperforms due to the absence of the angle feature. While 

MBTR and ACSF include explicit angle features (angular function), SOAP employed 

from the DScribe package only consists of the interatomic distance feature of the atoms 

within the cutoff radius from the center atom. Furthermore, since there are a variety of 

distorted local environments in a-C systems, various bond angles are possible within 

the same hybridization (Figure 7-4), unlike crystal structures. Therefore, even though 

SOAP has demonstrated outstanding performance in predicting the chemical properties 

of crystalline systems,51 we concluded that it is not the best descriptor for amorphous 

systems. 

In addition to the high performance, LMBTR has the advantage of high 

interpretability because the features can be easily visualized and correspond to specific 

structural properties of the system. More specifically, MBTR is composed of three 

different k-body terms, and each of the terms corresponds to atom species (k=1), bond 

lengths (k=2), and bond angles (k=3). Therefore, each geometric feature can be 
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separately analyzed and interpreted. On the other hand, since ACSF is composed of 

multiple symmetry functions, its interpretation based on geometric features is not as 

simple as LMBTR. Thus, we chose LMBTR as the optimal representation for a-C 

systems. 

As a result, the performance of the NN model on the LMBTR-converted dataset 

is promising. For example, the MAE of the test set maintains 5.74 × 10−4 a.u. while 

requiring only 2 hours on a single-node GPU. Furthermore, the LMBTR-based-NN 

model accurately predicts spectrum features such as peak intensities and energies. For 

instance, P1 intensity prediction achieves MAE smaller than 1.5 × 10−4 a.u. Finally, it 

is worth emphasizing that our NN model can accurately predict significant peaks of 

XANES spectra of random systems such as diamond and graphene, even though they 

are not included in the dataset. 

Table 7-1. MAE of ML model predicting XANES spectra using MBTR, SOAP, and 

ACSF 

 LMBTR ACSF SOAP 

MAE (a.u.) 5.74 × 10−4 7.79 × 10−4 1.184 × 10−3 
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Figure 7-5. XANES spectrum prediction using (a) MBTR, (b) SOAP, and (c) ACSF 

descriptors. Solid lines and dashed lines represent DFT calculated NN predicted XANES 

spectra, respectively. Lower panels display MSE of predicting P1 and P2 intensities and 

energies using each of the descriptors. 
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7.4.3 Feature Analysis 

We proceeded with feature importance analysis to further strengthen our 

hypothesis that the explicit angle feature of MBTR plays a vital role in XANES 

prediction. Feature importance analysis was performed using the optimized ML models 

to understand the relative importance of the structural features predicting XANES 

spectra. The importance of each feature was defined as the change in the MAE of 

predicted XANES spectra after randomly shuffling the values of this feature and 

keeping other descriptors unchanged. In this process, we took benefit of the 

interpretability of MBTR. Since MBTR can be separated into two parts, the bond length 

feature and bond angle feature, we could modify features and evaluate the accuracy of 

each modification. 

Figure 7-6 shows the feature importance analysis results. Even though bond 

length information solely offers reasonable accuracy in simulating general peak 

appearance and peak intensities, the bond angle feature is necessary to achieve a highly 

accurate prediction. Examples of predicted XANES spectra are shown in Figure 7-6a. 

MAE values shown in the figure are the average values obtained from the test set. We 

further calculated MAE values to predict spectroscopic features such as peak intensities 

and positions (Figure 7-6b). Again, the general trend is the same: most accurate when all 

the features are provided and less accurate when only the distance feature is maintained. 

From this result, again, we strengthen our hypothesis that the angle feature plays a vital 

role in predicting XANES spectra; thus, MBTR overperforms SOAP because MBTR 

has an explicit angle feature, while SOAP does not. 
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The shuffling method provides the relative importance of geometric features but 

does not imply which specific values are significantly correlated with spectra features. 

Therefore, thanks to the interpretability of LMBTR, we further analyzed feature 

importance using the automatic gradient method to look closely into the specific range of 

geometric feature values that plays a vital role in determining XANES spectra. Thanks to 

the high interpretability of MBTR, we employed Gradient Tape available in the 

Tensorflow package36 for automatic differentiation. We took XANES features such as 

peak intensity and position (L) and the gradient of L with respect to MBTR (dL/dx). The 

magnitude of gradient values corresponds to the importance of the specific geometric 

value (i.e., bond lengths) toward the XANES features. 

 

Figure 7-6. Feature analysis using the shuffling method. (a) XANES spectra predicted 

using limited constrained structural features. Solid lines and dashed lines correspond to 

DFT calculated, and NN predicted XANES spectra, respectively. (b) MAE of 

predicting spectroscopic features such as peak intensities and energies. 
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Figure 7-7 shows that P1 intensity is positively proportional to the probability 

function of an atom existing at a distance of 1.22 Å (C≡C) and 1.44 Å (C=C) from the 

center atom. On the contrary, P1 intensity is negatively proportional to the probability 

of an atom existing at 1.64 Å (C-C) from the center atom. On the other hand, P2 

intensity is positively proportional to the probability of an atom existing at 1.50 Å (C-

C) and negatively proportional to 1.22 Å (C≡C). For both cases, the probability of an 

atom located farther than 2.0 Å from the center atom does not play an essential role in 

determining XANES peak intensity. This result again emphasizes that the bond order 

of an absorbing site is a critical factor in determining XANES peak intensities. 

7.4.4 Inverse prediction of local XANES 

For the local structure prediction from XANES spectra (i.e., inverse prediction), 

we first predicted the coordination number (hybridization) of each carbon using 

XANES spectra. It is already shown from PCA analysis that the coordination number 

Figure 7-7. Gradient of (a) P1 and (b) P2 intensity with respect to two body interaction terms 

(k2) in LMBTR. 
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is directly correlated with the P1/P2 intensity ratio. Then, we performed four different 

classification methods (i.e., Random Forest Classifier, Linear SVC, Multinomial NB, 

and Logistic Regression) and concluded that Random Forest Classifier offers the most 

accurate prediction (Figure 7-8a). 

The classification results for the test set are shown in Figure 7-8b, indicating that 

most a-C coordination numbers are accurately predicted. However, many sp3 carbons 

are wrongly predicted to be sp2. This may be because of the outlier type (VI) shown in 

Figure 7-4, which is sp3 carbon, but still indicates XANES spectra comparable to sp2 

carbons due to their distorted structures. 

Next, based on the coordination number predicted by the Random Forest 

classifier, we generated a NN model to predict bond lengths and angles. We first need 

to separate the dataset based on their hybridization. They must be trained separately 

because each has different bond lengths and angles. For example, sp carbons need 2 

Figure 7-8. Local XANES inverse prediction. (a) Comparison of hybridization prediction 

accuracies obtained from four different models. (b) Heat map of predicted and actual hybridization 

obtained from Random Forest classifier. 
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bond lengths and 1 bond angle to be predicted, while sp3 carbons have 4 bond lengths 

and 6 bond angles. The results are shown in Table 7-2.  

Table 7-2 shows that local bond lengths can be predicted with high accuracy 

with less than 2% error, which is high enough to indicate the bond order. In contrast, 

bond angle prediction is reasonable but less accurate (< 4%) than distance prediction. It 

is unsurprising, considering that many distorted a-Cs exist in the system, and many 

outliers present complicated angle distributions (Figure 7-4). 

Table 7-2. MAE of local structure prediction from XANES 

 
7.4.5 Inverse prediction of global XANES 
 

Since we predicted local carbon structures given local XANES with high 

accuracy, we made another attempt to predict global structural features given global 

XANES spectra. There- fore, we constructed another NN model trained using 22,000 

synthetic global XANES. The sp:sp2:sp3 ratios are predicted within 0.017% of error. In 

contrast, when using an analytical method to find the optimal ratio of the linear 

combination of average sp, sp2, and sp3 XANES spectra, the composition ratios were 

predicted with 21.8% of MAE, which is significantly inaccurate compared to the NN 

predicted ratio. 

7.5 Summary and Conclusions 
 

Simulating XANES spectroscopy of each absorbing site of amorphous materials 

 sp sp2 sp3 

Bond Angle MAE (◦) 4.43 4.60 4.07 

Bond length MAE (Å) 0.0136 0.0266 0.0249 
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is laborious and time-consuming, with the absence of symmetry and a large lattice box. 

This chapter presents a simple yet powerful NN model that can accurately simulate local 

XANES of a-C given only chemical structure information that requires marginal 

computational cost compared to ab initio methods. Furthermore, the predicted XANES 

spectra agree with DFT calculated XANES with an MAE of only 5.74 × 10−4 a.u. Also, 

spectra features such as peak positions and intensities are accurately predicted. 

We chose LMBTR as a structural descriptor to be used as an input for the NN 

model because (1) MBTR-based NN presents the highest accuracy, and (2) MBTR is 

easily interpretable. In addition, one attractive characteristic of amorphous systems is that 

SOAP significantly underperforms in describing a-C systems due to the absence of 

angular features. From PCA analysis and feature importance analysis, we show that the 

bond angle feature is critical in determining XANES spectra of a-C due to the distorted 

local environment of which structures cannot be solely determined by hybridization or 

interatomic distance features. 

In addition, The most significant advantage of using LMBTR is that interatomic 

distance and angle features can be analyzed separately. Using this advantage, we 

performed feature importance analysis using random shuffling and automatic gradient 

methods, which can only be applied to LMBTR among all structural descriptors. 

We also present a NN model that can predict local structure features such as 

coordination number, bond lengths, angles, and chemical composition given XANES 

(inverse prediction). Unlike crystalline systems or small molecules, all coordination 

numbers, bond lengths, and bond angles are required to describe the local structure of 
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a-C deliberately. In addition, we present the sp:sp2:sp3 ratio extracted from XANES 

spectra using the NN model, which overcomes the limitation of the traditional σ∗/π∗ 

ratio method. Through this process, we successfully tackled interpreting the complex 

XANES-structure relationship of amorphous systems and extended the application of 

ML-XANES predictions to amorphous systems. 

Future work could improve accuracy by generating a larger and more balanced 

dataset (balanced number of sp, sp2, and sp3 carbons). In addition, we anticipate that 

our findings can be used to explore the XANES spectra of amorphous materials. 

Finally, we also expect our results to ultimately offer the possibility of building an ML 

model for the fully automated conversion of XANES to atomic positions at a minimum 

computational cost. 
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Chapter 8. Summary and Outlook 

 In this dissertation, we utilized a combination of density functional theory (DFT) 

and machine learning (ML) techniques to investigate the chemical properties of various 

materials. Initially, we focused on studying periodic systems, specifically the metal-

organic framework (MOF), and determined the factors contributing to its hydrogen 

storage capacity. Our DFT calculations revealed the correlation between charge 

delocalization, d orbital occupancy, and hydrogen adsorption energy. We anticipate that 

our insights aim to discover new MOFs with enhanced hydrogen adsorption. 

Additionally, we analyzed the structural and electron/hole transport properties of 

single- and double-stranded DNA. We utilized the deformation potential formalism to 

compute the electron/hole mobilities of various single-stranded and double-stranded 

DNA structures. Our findings indicated that poly(T) and poly(C) are effective hole 

conductors, while poly(A) and poly(G) structures are better at conducting electrons. 

Moreover, by analyzing the B3LYP-D orbitals and electronic charges in the double-

stranded DNA structures, we discovered that poly(A-T) functions as an electron 

conductor, while poly(G-C) is a more effective hole conductor. We anticipate that our 

findings can help develop DNA-based microelectronics. 

We then investigated the HMF electrooxidation reaction on Cu,Co-spinel oxides 

and discovered the role of Cu in the adsorption process. Also, by calculating the energy 

profile of HMFOR on CuCo2O4 following both HMFCA and DFF pathways, we 

explained why only a tiny amount of DFF is detected in experiments. We anticipate that 

our findings can help develop an electrocatalyst for HMF oxidation. 
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In the latter part of the dissertation, we employed ML techniques to extend our 

study to a more significantly large number of molecules with diverse variations. Firstly, 

we trained deep neural networks using the Density Functional Theory (DFT) data of 

PFAS, allowing for the accurate and efficient prediction of their bioactivities based on 

their chemical structure, thus advancing our understanding of the structure-property 

relationship. Then, using a semi-supervised metric learning algorithm, we automatically 

classify and cluster functional groups that could play a role in bioactivity prediction. As a 

result, we anticipate that our model can provide a more efficient screening for PFASs that 

can be used to complement experimental assessments. 

We also developed a simple yet powerful NN model that can accurately simulate 

local XANES of amorphous carbons, given only chemical structure information. The 

model only requires information about the chemical structure and is computationally 

inexpensive compared to ab initio methods. Furthermore, the predicted XANES spectra 

are consistent with those obtained from DFT calculations, and it can accurately predict 

spectral characteristics such as peak positions and intensities. We anticipate that our 

finding provides a more efficient analysis of spectroscopy that can be used to 

experimental measurements. 

In future works, we anticipate solving inverse prediction using machine learning 

to predict materials' atomic structures from desired chemical properties. For example, we 

expect that directly predicting possible amorphous carbon structures from XANES 

spectroscopy can be achieved using graph neural network techniques. 
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Also, the ML approach can be beneficial for accelerating molecular dynamics 

calculations by training the deep neural network model using the ab initio molecular 

dynamics simulations. Using this deep neural network-based molecular dynamics, we can 

explore chemical reactions in large systems such as batteries with more extended time 

scales. 

Overall, this dissertation comprehensively investigates various materials using 

DFT and ML techniques, providing insights into their chemical properties and structure-

property relationships. We anticipate that the multiple roles of ML applied in 

computational chemistry and materials science research shown in this dissertation will be 

far more extended in future works. In this dissertation, we present that ML can be applied 

to accelerate exploring structure-property relationships. It can also be used to interpret 

complex systems with a large supercell which would be computationally expensive if we 

only rely on DFT calculations. In short, machine learning combined with first-principles 

calculations enables investigation of larger systems with cheaper computational costs. 
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