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Abstract of the Dissertation

Traceable and Precise Displacement

Measurements with Microwave Cavities

by

John Pandelis Koulakis

Doctor of Philosophy in Physics

University of California, Los Angeles, 2014

Professor Károly Holczer, Chair

The difficulty of making accurate, repeatable, sub-nanometer displacement mea-

surements has limited the progress of nanotechnology and surface science. Scan-

ning probe microscopy, an important set of tools for characterizing nanoscale

structures, is capable of atomic resolution imaging, but has yet to realize its full,

metrological potential. This work evaluates the feasibility of using microwave

cavities to address this need. Accurate and stable RF frequency references have

become ubiquitous and are an attractive option for realizing traceable distance

measurements through the resonant frequency of microwave cavities operating in

TEM modes. A method of measuring the resonant frequency of such cavities capa-

ble of sensing picometer displacements is developed. The concept is demonstrated

with a variable-length, 10 GHz coaxial cavity, and proves to have a resolution of

60 fm Hz−1/2, and a range of 10 µm. Independent measurements with an interfer-

ometer verify that the device is capable of displacement measurements accurate

to 1% without external calibration, and with non-linearity < 5×10−4 of the mea-

sured range. Appropriate mechanical design can extend the range and improve

the accuracy. Incorporating this system into scanning probe microscopes would

allow them to measure sub-atomic distances confidently.
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CHAPTER 1

Introduction - The Frequency-Distance Encoder

As technology shrinks there is an increasing need for systems that can accurately

and reproducibly measure nanoscale distances [1, 2]. The growing importance and

wealth of surface science has brought about changes in conventional instruments,

and the development of new tools, to deal with its special needs — reduced diffrac-

tion volume, loss of periodicity, weakened cohesion, increased contamination, etc.

About 30 years ago, an important group of instruments emerged — scanning

probe microscopes (SPM) — that is particularly well adapted to characterize sur-

face properties at nanoscale distances. However, its metrological accuracy lagged

far behind what was customary for bulk lattice measurements, typically ∼ 1% of

interatomic distances, or a few picometer.

Historically, early SPMs used piezo actuators that did not incorporate position

sensors. General practice was to rely on known characteristics of the sample to

roughly calibrate the axes [3]. Often, bulk crystallography data was used to assign

dimensions to images, despite the fact that the reason to study surfaces is to infer

the difference from the bulk1. This practice has occasionally led to the mislabeling

of surface atoms and the misinterpretation of images. Improved SPMs incorporate

sensors capable of sub-nanometer resolution into closed-loop positioning stages

to minimize the effects of hysteresis, piezo creep, and drift [5, 6]. Independent

calibration with interferometers, certified reference artefacts2, or other means is

1One of the most striking examples is the 7x7 reconstruction of the Si(111) surface, resolved
by Binnig [4].

2A comprehensive list is available at http://www.nanoscale.ptb.de/nanoscale/nanoscale-
standards.html.
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required. Closed-loop positioning is, however, commonly turned off when atomic

resolution is desired, due to the relatively large sensor noise.

More recently, there has been significant effort at national metrology institutes

(NIST, NPL, PTB) to develop the next generation of high-stability SPM capa-

ble of traceable, high-resolution, displacement measurement [7, 8]. Attempts to

realize truly metrological SPM have traditionally employed integrated laser in-

terferometers [3, 9–11]. Unfortunately, due to a combination of positioning noise

and/or nonlinearities associated with fringe interpolation [12], metrological SPMs

have not yet been able to reliably measure surface lattice parameters. Some have

suggested mapping out non-linearities with x-ray interferometry [13, 14], while

others [15, 16] have taken different approaches. Progress towards achieving a

target uncertainty of 10 pm in the next generation of optical interferometers is

described in [17].

This work investigates the possibility of using a microwave cavity as a self-

calibrated distance sensor - coined the “frequency-distance encoder.” With the

proper choice of mode, the resonant frequency will depend only on the length of

the cavity, with the speed of light as the only conversion factor. A measurement of

the cavity resonant frequency will then uniquely determine the distance between

the cavity ends, to a precision equal to that of the frequency measurement. RF

frequency standards disciplined to atomic transitions provide stability and trace-

ability [18] to the definition of the meter. It will be shown in this dissertation

that the technique is capable of achieving the desired accuracy.

Part I is a description and evaluation of a method of measuring the cavity

resonant frequency relative to the frequency of an oscillator, providing a feedback

signal for closed-loop control of the frequency-distance encoder. Chapter 2 is a

general overview of frequency control methods, one of which is chosen for use with

the frequency-distance encoder. Chapters 3 and 4 develop the theory of the lock

while chapter 5 covers the hardware and its performance. The technique is capable
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of detecting length/frequency fluctuations of the cavity down to the level of the

frequency noise of the oscillator. A frequency noise-floor of 0.04 Hz Hz−1/2 has

been demonstrated using common sources, corresponding to a distance noise-floor

of 60 fm Hz−1/2 for a 10 GHz cavity. The bandwidth of the measurement is only

limited by the cavity linewidth, and can be megahertz if desired. In closed-loop,

the cavity length can be set by changing the frequency of the source. The length

inherits the stability and accuracy of the frequency reference, provided proper

cavity design. With recent advances in phase-lock loop technology, the frequency

can be stepped with ∼ 10 µHz precision (length steps of 15 am) while maintaining

the stability of the frequency reference.

In part II, the focus shifts to the design and performance of the realized

frequency-distance encoder. To best serve as a frequency-to-distance converter, a

microwave cavity should provide two parallel reference planes, preferably coincid-

ing with the location of two cavity walls, whose separation defines the length to be

controlled. It is also important that a mode exists where the resonant frequency is

related to the length through only the speed of light. A common example of a cav-

ity with the desired properties is the coaxial resonator, whose theory is presented

in chapter 6.

Coupling to microwave cavities is typically done through an iris joining a

waveguide to the cavity or via a loop of wire entering the cavity. For this ap-

plication, it is important that the coupling structure has a minimal effect on the

cavity resonant frequency. Details of the coupling structure employed are given

in chapter 7, and its effect on the resonant frequency is discussed in section 11.3.

To make the cavity length tunable, it must be cut in a way that allows moving

the two reference planes apart, while keeping them parallel and minimizing any

perturbation to the resonant mode. In a coaxial cavity operating in the funda-

mental TEM mode, there is no current that crosses the plane exactly half way

between the cavity ends. This permits slicing it in that plane without disturbing
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the mode. Moving the cavity halves apart will leave a gap between the pieces

and perturb the mode. But, if the gap is small, the perturbation can be ignored.

The mechanical design of the frequency-distance encoder is described in chapter

8, and the effect of the gap is discussed in detail in section 11.1.

The setup and general performance of the frequency-distance encoder is pre-

sented in chapter 9 and environmental influences are discussed in chapter 10.

Chapter 11 is an evaluation of the largest effects that alter the frequency-to-

distance conversion, and may contribute systematic errors to length measure-

ments. The frequency-distance encoder is shown to be self-calibrating to an ac-

curacy3 of 1%, with non-linearity less than 5 × 10−4 of the measured range. Its

resolution is 60 fm Hz−1/2, and its mechanical bandwidth can be as large as 8 kHz.

Such a device would allow quantitative study of surface atomic structure if incor-

porated into an SPM.

3Calibrating with an independent source can improve the accuracy.
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Part I

The Microwave

Pound-Drever-Hall Lock
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CHAPTER 2

Introduction to Automatic Frequency Control

Automatic frequency control (AFC) is needed to generate a feedback signal for

the frequency-distance encoder. Various methods of AFC are presented here, one

of which is chosen for further development in the subsequent chapters.

The concept of AFC has been around since the early 20th century [19]. A

frequency discriminator, typically a relatively stable resonator or cavity, is em-

ployed to measure a microwave frequency. The signal produced by the various

AFC schemes described below is a voltage proportional to the frequency differ-

ence between the oscillator and cavity. Traditionally, this signal is fed back to lock

the oscillator to the cavity, thereby stabilizing it. However the inverse, locking the

cavity to the oscillator, may also be worthwhile if a stable oscillator is available.

Among the earliest methods of AFC was the traditional frequency modulation

technique [20] shown in figure 2.1a. Microwave is directed to a frequency-matched

cavity resonator while a frequency modulation (FM) is applied to the source with

a modulation frequency (typically ∼ 70 kHz) much smaller than the resonance

width of the cavity. The response to this modulation is separated from the back-

reflected microwave signal with the help of a lock-in amplifier referenced to the

FM frequency, yielding a signal that is proportional to the first derivative of the

cavity absorption as a function of frequency. The integrated error signal is fed

back to control the frequency of the microwave source to complete the AFC loop,

in a typical bandwidth of ∼ 1 kHz. This technique has been widely used in fields

as diverse as Electron Paramagnetic Resonance (EPR) and FM radio receivers.
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(a) Traditional AFC (b) Pound Lock

(c) DC-AFC (d) Pound-Stein-Turneaure

Figure 2.1: Simplified block diagrams of the most commonly encountered auto-
matic frequency control (AFC) circuits. Abbreviations above: Oscillator (osc.),
variable phase-shifter (var. ph.), circulator (circ.), cavity (cav.), detector (det.),
mixer (mix), variable attenuator (var. att.).

With this technique, the FM modulation must be slow compared to the linewidth,

which limits the bandwidth that is achievable. A variation of this method is to

modulate the cavity frequency instead of the oscillator frequency [21] to achieve

the same result.

Another classic method is the so-called “Pound” lock [22] and its variations

[23]. Figure 2.1b is a block diagram of the classic Pound lock1 adapted for modern

components. The oscillator output is split. Part is used as a reference, and the

other part is directed to a frequency-matched cavity resonator. The key realization

of Pound was that the phase of the back-reflected microwave contains information

about the location of the cavity resonance. This phase is measured by comparing

1Pound describes two version of AFC, the DC lock and the AC lock. The AC version is
described here.
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the back-reflected microwave to the reference. Pound originally included a form of

amplitude modulation in order to increase the signal-to-noise ratio of his detection

scheme, but with modern components, this is no longer necessary. Removing the

amplitude modulation and replacing the detector with a mixer yields the “DC-

AFC” circuit of figure 2.1c. For proper operation, the two arms of the Pound lock

need to be set in quadrature. As the two arms are physically different transmission

lines, differential variations in length can adversely affect the stability of the lock.

This concern is eliminated in the form of Pound stabilization developed to a

high degree by Stein and Turneaure [24, 25] among others [26, 27], herein referred

to as the Pound-Stein-Turneaure (PST) lock, figure 2.1d. Stein and Turneaure fre-

quency modulate the source at a frequency much larger than the cavity linewidth.

The generated sidebands travel the same path to the cavity as the carrier. As the

modulation is much greater than the cavity linewidth, the sidebands are imme-

diately reflected from the cavity coupler and serve as a reference to measure the

phase change of the back-reflected carrier.

Soon after, this technique was adapted to optical frequencies, and became

well-known as the “Pound-Drever-Hall (PDH) laser stabilization technique.” Dr-

ever and Hall [28, 29] used the PST scheme to lock/stabilize lasers to Fabry-

Perot resonators. The PDH frequency-stabilizing technique is fundamental in the

construction of ultra-stable lasers and became an indispensable tool of current

atomic-physics research. It is widely discussed and understood in the scientific

literature (see for example [30]), taught in undergraduate laboratory classes, and

used at top level research institutes.

It is somewhat surprising that the microwave version, the original PST lock,

never got traction, wide recognition, or much use in its native field. One of the

reasons may be that frequency modulation faster than the linewidth of room

temperature cavities was difficult to realize. A cavity with a Q of 1,000 at 10 GHz

would have a linewidth of 10 MHz requiring frequency modulation greater than ∼
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100 MHz. The community that did use the PST lock was limited to those working

with superconducting cavities, having exceedingly narrow linewidths ∼ 100 Hz

where the speed requirement was not so stringent. They also fully understood

and took advantage of the fact that the reference and carrier of the PST lock

traveled the same path.

Chapters 3-5 describe our modern realization of the PST lock and contain a

detailed analysis of its performance. As the term “PDH” lock has become ubiqui-

tous, the modern implementation of the PST lock will herein be referred to as the

“Microwave Pound-Drever-Hall lock” (µPDH). Current realizations of the PST

lock use devices that did not exist during its original development, and provide

capabilities and features that were not originally possible. Vector modulators, for

instance, provide an alternative to the pure phase/frequency modulation origi-

nally employed. With advances in Phase-Locked-Loops (PLL) and Direct Digital

Synthesis (DDS), microwave sources can be phase-locked to stable, frequency ref-

erences while maintaining the ability to step the frequency with high resolution.

The subsequent chapters will describe how to convert the synthesized frequency

to a stable and precise length, through a microwave cavity.
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CHAPTER 3

Microwave Reflection off of a Cavity

In this chapter, a summary of cavity theory is presented, and notation employed

throughout the text is introduced. Readers familiar with the topic are encouraged

to skip ahead and refer back as needed for clarification on symbols used.

3.1 The Reflection Coefficient

The heart of the PDH signal is the cavity reflection coefficient, Γ. A wave traveling

down a waveguide is incident onto a cavity as depicted in figure 3.1. Most of the

wave is immediately reflected from the coupler (iris shown), and a small fraction

enters the cavity. The field builds up in the cavity, and part of it leaks back

out into the waveguide. In steady state, the reflected signal is the sum of the

immediately reflected field and the cavity leakage field, and is described by the

complex reflection coefficient Γ.

Altman, [31], gives Γ as1,

Γ = − r − e−ν+iµ

1− re−ν+iµ
, (3.1)

where r2 is the reflectivity of the coupling structure, µ = 2k1L is the phase con-

tributed by a round trip pass through the cavity of length L, k1 is the propagation

1The notation has been changed from [31], where r =
√

1− k2. The real number k represents
the coupling through the iris. The real number r is always greater than zero. The π phase
change upon reflection, which would result in a negative r in some notation, has been included
separately. See also appendix A for a derivation of |Γ| in terms of the scattering parameters of
the coupling structure.
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Wave Guide

Cavity

IrisE0

G E0

L

Figure 3.1: Reflection off a microwave cavity is described by the reflection coef-
ficient Γ, which is a function of the difference between the source frequency and
the cavity resonant frequency, the cavity Q, as well as the coupling between the
waveguide and the cavity.

constant in the cavity, ν = 2k2L is the round trip loss within the cavity, and k2 is

the attenuation constant in the cavity. For later convenience, various forms of Γ

and its magnitude are given here,

Γ =
−r(1 + e−2ν) + e−ν(1 + r2) cosµ+ ie−ν(1− r2) sinµ

(1− re−ν)2 + 4re−ν sin2 µ
2

, (3.2a)

|Γ|2 = 1− (1− r2)(1− e−2ν)

(1− re−ν)2 + 4re−ν sin2 µ
2

. (3.2b)

These equations can be written more elegantly in terms of ρ = − ln r,

Γ =
− cosh ν + cosh ρ cosµ+ i sinh ρ sinµ

cosh(ν + ρ)− cosµ
, (3.3a)

|Γ|2 =
cosh(ν − ρ)− cosµ

cosh(ν + ρ)− cosµ
, (3.3b)

= 1− sinh ν sinh ρ

sinh2 ν+ρ
2

+ sin2 µ
2

. (3.3c)

One might recognize 4re−ν

(1−re−ν)2
= 1

sinh2 ν+ρ
2

as being the equivalent of the coefficient

of finesse for optical cavities.
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Figure 3.2: The cavity resonances appear as dips in the reflected power as a
function of frequency. In terms of the frequency-like parameter µ, the linewidth
is 2δµ and the resonances are spaced by 2π.

3.2 Conditions for No Reflection and the Coupling Coef-

ficient

Setting equation (3.3b) equal to zero gives the conditions for no reflection,

cosµ = cosh(ν − ρ). (3.4)

The only way this equation can be satisfied is if ν = ρ (round trip cavity loss is

equal to the losses through the coupler), and µ = 2πm, with m an integer. For

cavities of interest, m will be small, typically 1.

The cavity coupling coefficient, β is commonly defined in terms of the mini-
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mum2 power reflected, |Γmin|2, [32, 33] through,

Γmin =
β − 1

β + 1
, (3.5a)

⇒ β =
1 + Γmin
1− Γmin

. (3.5b)

The cavity is undercoupled for β < 1, overcoupled for β > 1, and critically

coupled at β = 1. Notice that the magnitude |Γmin| is the same for both β = x

and β = 1/x. The minimum value of Γ is at µ = 2πm regardless of ν and ρ, and

is

Γmin = −
sinh ν−ρ

2

sinh ν+ρ
2

. (3.6)

Solving for the coupling coefficient gives,

β =
tanh ρ

2

tanh ν
2

≈ ρ

ν
, (3.7)

where the approximation holds for small ρ and ν, valid for most practical cavities.

3.3 Cavity Linewidth and Q

The cavity linewidth 2δµ, shown in figure 3.2, is found from equation (3.3c). The

half-width δµ that sets (3.3c) equal to the average of its extreme values yields,

δµ = arccos

[
1

cosh(ν + ρ)

]
, (3.8a)

= gd(ν + ρ) ≈ ν + ρ. (3.8b)

In proceeding from (3.8a) to (3.8b), we have taken advantage of the identity

cos[gd(x)] = 1/ coshx, where gd(x) =
∫ x

0
dζ

cosh ζ
is the Gudermannian function [34].

2Γmin is negative for undercoupled cavities. There is also a subtlety here regarding where
the reference plane for Γ is chosen - the difference between the detuned-open and detuned-short
planes discussed in [32]. The form of the equation presented here is chosen to be consistent with
the convention employed throughout.
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Figure 3.3: A log-log plot of the inverse halfwidth as a function of ν+ρ, the cavity
round-trip losses.

Let µm = 2πm be the center of the resonance of interest. In the limit that

δµ� 2π (always true for practical cavities), the cavity Q can be calculated,

Q =
µm
2δµ

=
πm

ν + ρ
for δµ� 2π. (3.9)

The Q calculated here is what is commonly referred to as the “loaded Q,” QL, and

can be easily decomposed into the “unloaded Q,” QU = πm/ν, and the “external

Q,” QE = πm/ρ. From the form of equation (3.9), it is clear that the Q’s obey

the relation 1/QL = 1/QU + 1/QE. Q/m as a function of ν+ ρ is plotted in figure

3.3.
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In terms of δµ and β, Γ can be written,

|Γ|2 = 1− 4β

(1 + β)2

1

1 + sin2 µ
2
(cot2 δµ

2
− 1)

, (3.10a)

≈ 1− 4β

(1 + β)2

1

1 + (µ−µm)2

δµ2

, (3.10b)

= 1− 4β

(1 + β)2 + (µ−µm)2

δµ20

(3.10c)

where the second and third lines holds for δµ � 2π and (µ − µm) � 2π. In the

third line, the loaded halfwidth δµ has been replaced with the halfwidth of the

unloaded resonator δµ0 = ν. In this form, it is clear that the cavity mode curves

can be described by the universal curves shown in figure 3.4a.
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Figure 3.4: Universal curves describing the reflection coefficient of high Q res-
onators. The family of curves defined by equation (3.10c) is shown in panel (a)
for various coupling coefficients. The phase of the reflection coefficient is plot-
ted in panel (b). The abscissa of both panels is scaled by the halfwidth of the
unloaded resonator.
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3.4 Geometric Understanding of Γ

Γ can be written in the form of a circle in the complex plane,

|Γ− Z|2 = R2, (3.11)

where Z is the location of the center of the circle and R is its radius, as shown in

figure 3.5. Z and R are both real, and given by,

Z = − sinh ν

sinh(ν + ρ)
, (3.12a)

R =
sinh ρ

sinh(ν + ρ)
. (3.12b)

When β = 1, Z = R and the circle intersects the origin. For β < 1, the circle

excludes the origin, and for β > 1 the circle includes the origin. Polar plots of

Γ are shown in figure 3.6 for various β in the limit of high Q. A Smith chart is

superimposed over the background for reference.

The Γ circle is parametrized by µ. As µ varies over a period of 2π, the entire

circle is traced, going slowly when away from resonance and quickly when near

it. Figure 3.7 shows the position of Γ along the circle for 0.25 increments of

(µ − µm)/δµ0. It is clear that dΓ/dµ is largest near the resonance. In terms of

the angle spanning the circle, θ, Γ can be written,

Γ = Reiθ + Z, (3.13)

where θ is measured counterclockwise from the positive real axis and is given by,

sin θ =
sinh(ν + ρ) sinµ

cosh(ν + ρ)− cosµ
, (3.14a)

cos θ =
−1 + cosh(ν + ρ) cosµ

cosh(ν + ρ)− cosµ
. (3.14b)
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Figure 3.5: The geometric relationship between Γ, Z, and R is shown. As µ goes
through a full 2π period, Γ traces a circle in the complex plane, whose center and
radius are Z and R respectively. The figure is drawn for ν = 0.12 and ρ = 0.1.
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3.5 Changes in Γ

Many types of cavity perturbation measurements are closely related to how Γ

changes near a resonance. Changes in µ due to a change in the source frequency,

the cavity length, or the dielectric constant of a sample inserted in the cavity

result in a change in the imaginary part of Γ. Changes in ν due to a change in

losses within the cavity (the presence of an electron paramagnetic absorption line

for example), result in a change of the real part of Γ. The relevant change in

Γ is determined by the intended application. In general, the change in Γ near a

resonance due to a change in µ or ν, ∆µ or ∆ν respectively, is given by3,

∆Γ|µm =
sinh ρ

cosh(ρ+ ν)− 1
(−∆ν + i∆µ), (3.15a)

=
2β

(1 + β)2 tan δµ0

(−∆ν + i∆µ). (3.15b)

Critical coupling and high Q maximizes δΓ|µm yielding,

∆Γ|µm,β=1 =
−∆ν + i∆µ

2δµ0

. (3.16)

The sensitivity to changes in both ν and µ is proportional to the inverse linewidth.

3In proceeding from the first to the second line, the identity sinh gd−1x = tanx is used.
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CHAPTER 4

µPDH Theory

The theory of an optical Pound-Drever-Hall lock is well-known and understood

[28–30] and most of the theory applies just as well for the microwave version. This

chapter is not about rehashing old results, but rather about 1) understanding the

differences that may arise due to the wildly different devices used, 2) understand-

ing how the PDH signal may be altered when its setup is not ideal, and 3) taking

advantage of the flexibility of the components available at microwave frequencies

to develop techniques that may have been far more difficult at optical frequencies.

The primary purpose of the re-derivation of the PDH signal is to understand

the effects that come in due to imperfections in the setup. For example, how does

the (non)-orthogonality of the carrier and sum of the sidebands affect the signal?

What is the expected effect of any amplitude imbalance between the sidebands?

What can be gained from being able to fine-tune the cavity coupling, and how

good does the coupling have to be? How much larger than the cavity linewidth

does the modulation frequency have to be? To answer these questions, a more

general derivation of the PDH signal is needed than is usually encountered.

The chapter concludes with introducing a single-sideband lock and quadrature

detection technique that is easily implemented with the µPDH bridge. Both the

real and imaginary components of the cavity reflection coefficient can be simulta-

neously measured, which has applications beyond a simple cavity lock.
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4.1 Modulation: Phase and Vector

4.1.1 Phase modulation

The mathematical form of a wave undergoing phase modulation is,

E = E0e
i(ωt+z cos Ωt), (4.1a)

= E0e
iωt

∞∑
p=−∞

ipJp(z)eipΩt, (4.1b)

where z is the modulation depth and Ω is the modulation frequency. In the

second line the exponential has been expanded in terms of Bessel functions, Jn

[35]. Typically, z is chosen so that most of the power is in the carrier and the

two nearest sidebands, and the higher order terms ignored. Graphically, phase

modulation can be represented as in figure 4.1. In a phasor diagram of the field in

the frame rotating at the carrier frequency ωt, the (unmodulated) carrier appears

as a constant vector along the real (in-phase) axis. A pure phase modulation is

represented by sweeping this constant-magnitude vector back and forth through

an angle of ±z, or sweeping the black vector over the blue region in the figure.

4.1.2 Vector modulation

Vector modulation is a Cartesian form of modulation. The incoming wave is

passed through a 90◦ splitter, to form “in-phase” (I ) and “quadrature” (Q) com-

ponents. The amplitude of each component is independently adjusted propor-

tionally to its baseband input, resulting in amplitudes “A” and “B” in each arm

respectively. The waves are added back together, and can sum to produce any

vector in the phasor plot. Written mathematically, with tanφ = B/A, the wave
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Figure 4.1: Comparison of phase and vector modulation for the purposes of a
µPDH lock. The red vector along the real axis represents the instantaneous sig-
nal. If it is phase modulated, its length remains fixed, as it sweeps over the blue
region. The Fourier decomposition of this motion contains every harmonic of the
modulation frequency, with relative amplitudes determined by the modulation
depth. If the signal is vector modulated by keeping A constant and varying B
sinusoidally, its projection along the real axis remains constant, as its projection
on the imaginary axis varies sinusoidally. The resultant vector sweeps over the
combined blue and purple areas. The Fourier decomposition of the vector modu-
lated motion contains only the carrier and two sidebands at plus and minus the
modulation frequency.
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Figure 4.2: A vector modulator splits the input signal into quadrature components
(black vectors). The amplitude of both components is independently adjusted,
resulting in amplitudes A and B respectively. The two components are then
recombined to produce the output (red vectors).

exiting the vector modulator is,

E0e
−iπ/4eiωt →E0e

iωt(A− iB) (4.2a)

=E0

√
A2 +B2 ei(ωt−φ). (4.2b)

The arbitrary phase e−iπ/4 is added to the input so that the I and Q channels lie

on the real and imaginary axes. This is shown graphically in figure 4.2.

4.1.3 Creating a carrier and two sidebands for µPDH locking

To achieve optical PDH locking, lasers are usually phase modulated. As shown

above, the result of a pure phase modulation contains the carrier, and sidebands at

plus and minus all multiples of the modulation frequency whose amplitude ratio is

determined by the modulation depth. With a vector modulator, a similar sideband

structure can be created, with no higher order sidebands, and the additional

freedom of being able to independently adjust the carrier and sideband powers.

This can be done by fixing one channel, say the I channel (A→ A0 is constant),
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(a) Carrier orthogonal to sum of sidebands
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(b) Carrier at an arbitrary angle with the
sum of the sidebands

Figure 4.3: Panel a) is a phasor diagram showing the carrier (black vector along
I axis) and two counter-rotating sidebands (red vectors) as created by the vector
modulator. The sum of the sidebands (black vector along Q axis) is always
orthogonal to the carrier. Panel b) shows an angle ξ between the carrier and
the sum of the sidebands created by applying a DC level to both channels. This
angle should be zero for optimal performance of the µPDH signal, and would
not intentionally be created. However, group delay effects can lead to it being
non-zero, and the DC levels could be adjusted to cancel it out.

and sinusoidally varying the other channel (B → B1 sin Ωt). Mathematically,

E0 e
−iπ/4 eiωt → E0 e

iωt(A0 − iB1 sin Ωt) (4.3a)

= E0 e
iωt(A0 −

B1

2
eiΩt +

B1

2
e−iΩt). (4.3b)

The Q component oscillating along the imaginary axis can be written as a sum

of two sidebands at frequencies of ω −Ω, and ω + Ω, and represented graphically

as two oppositely-rotating vectors, as in figure 4.3a.

The difference between the vector modulated version and the pure phase mod-

ulation done in optics is depicted graphically in figure 4.1. The phase modulated

signal sweeps only the blue area, whereas the vector modulated signal sweeps the

combined blue and purple regions.

In the example just given, the carrier and sum of the two sidebands are always

orthogonal, figure 4.3a. If, however, DC voltage is applied instead to the same
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channel as the modulation, the carrier and the sum of the sidebands will be

parallel. Further, by applying a DC voltage to both channels (with modulation

only on one), any angle between the carrier and sum of the sidebands can be

produced, as in figure 4.3b. Explicitly, A → A0 and B → B0 + B1 sin(Ωt + ψ),

and

E0 e
−iπ/4 eiωt → E0 e

iωt(A0 − i(B0 +B1 sin(Ωt+ ψ)) (4.4a)

= E0 e
iωt

(√
A2

0 +B2
0e
−iξ − B1

2
ei(Ωt+ψ) +

B1

2
e−i(Ωt+ψ)

)
, or

(4.4b)

E0 e
−iπ/4eiξ eiωt → E0 e

iωt

(√
A2

0 +B2
0 −

B1

2
eiξ ei(Ωt+ψ) +

B1

2
eiξ e−i(Ωt+ψ)

)
,

(4.4c)

where the last line follows by pulling an extra phase ξ = arctanB0/A0 into the

input so that the output is rotated to keep the carrier lying on the real axis.

The phase shift ψ defines the relative “turn on time” of the modulation and the

carrier. The sum of the sidebands is orthogonal to the carrier for all values of ψ.

The phases ξ and ψ are helpful in understanding the effects of group delay, and

how to combat them, discussed in section 4.3.

4.1.4 Creating a carrier and a single sideband

For single sideband locking, a carrier and a single sideband is needed. This can be

generated by applying an out-of-phase sinusoidal signal to the I and Q channels,

and applying a DC offset to one or both. The simplest example is A → A0 +

B1 cos Ωt and B → ±B1 sin Ωt. Then,

E0 e
−iπ/4 eiωt → E0 e

iωt(A0 +B1 cos Ωt∓ iB1 sin Ωt) (4.5a)

= E0 e
iωt(A0 +B1 e

∓iΩt), (4.5b)
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so the upper or lower sideband can be selected by setting the I and Q channels

±90◦ out of phase.

4.2 The Microwave Pound-Drever-Hall Signal

After modulation of the type described in section 4.1.3, the microwave incident

on the cavity has the form given by (4.4c),

E = <[Ece
iωt + Ese

iξei(ω+Ω)t − Eseiξei(ω−Ω)t]. (4.6)

Here, the amplitude constants in (4.4c) have been renamed to Ec, the amplitude of

the carrier, and Es, the amplitude of the two sidebands. The arbitrary phase ψ has

been set to π. As before, ω is the carrier frequency, Ω is the modulation frequency,

and ξ is the angle between the carrier and the oscillating-sum of the sidebands, as

depicted in figure 4.3b. It will be shown that ξ determines the amount that the

real part of the reflection coefficient influences the µPDH signal. After reflection

off the cavity, each term is multiplied by the corresponding reflection coefficient,

given by (3.3a), and the field incident on the diode has the form,

E = <[EcΓ0e
iωt + EsΓ+e

iξei(ω+Ω)t − EsΓ−eiξei(ω−Ω)t], (4.7)

where Γ0, Γ+, and Γ− are shorthand for Γ(ω), Γ(ω+Ω), and Γ(ω−Ω) respectively.

The time-averaged (over period 2π/ω) power incident on the diode is,
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P ∼ 1

2
(E2

c |Γ0|2 + E2
s |Γ+|2 + E2

s |Γ−|2)

−E2
s [(=[Γ+]=[Γ−] + <[Γ+]<[Γ−]) cos(2Ωt)

+(<[Γ+]=[Γ−]−<[Γ−]=[Γ+]) sin(2Ωt)]

+EcEs[(<[Γ0]<[Γ+] + =[Γ0]=[Γ+]) cos(Ωt+ ξ)

−(<[Γ0]<[Γ−] + =[Γ0]=[Γ−]) cos(Ωt− ξ)

+(<[Γ+]=[Γ0]−<[Γ0]=[Γ+]) sin(Ωt+ ξ)

+(<[Γ−]=[Γ0]−<[Γ0]=[Γ−]) sin(Ωt− ξ)].

(4.8)

The constant terms serve as a bias. The 2Ω terms are the result of the beating of

the two sidebands, and contain no information about the reflection coefficient of

the carrier. The terms that oscillate at Ω are the result of the sidebands beating

with the carrier, and contain the relevant information. The diode operates in the

square-law regime and produces a signal proportional to the incident power. This

signal is mixed with a local oscillator of the form sin(Ωt+ θ) and low-pass filtered

to produce the µPDH signal ε,

2ε

EcEs
∼ cos θ cos ξ

[
−<[Γ0](=[Γ+] + =[Γ−]) + =[Γ0](<[Γ+] + <[Γ−])

]
(4.9a)

− cos θ sin ξ
[
<[Γ0](<[Γ+] + <[Γ−]) + =[Γ0](=[Γ+] + =[Γ−])

]
(4.9b)

+ sin θ cos ξ
[
<[Γ0](<[Γ+]−<[Γ−]) + =[Γ0](=[Γ+]−=[Γ−])

]
(4.9c)

+ sin θ sin ξ
[
−<[Γ0](=[Γ+]−=[Γ−]) + =[Γ0](<[Γ+]−<[Γ−])

]
. (4.9d)

The µPDH signal is contained in the second term of line 4.9a. In a perfect setup,

θ and ξ are both be zero, and the modulation is much larger than the cavity width,

so that =[Γ+] = =[Γ−] = 0, <[Γ+] = <[Γ−] = −1. The ideal signal is,

ε

EcEs
∼ =[Γ0] = 4Q

β

1 + β

f − f0

f0

, (4.10)
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where β is the coupling coefficient defined in section 3.2.

All of the remaining terms are relatively small, and can be arranged by order of

smallness in terms of perturbations from the ideal setup. Some are worth pointing

out, and their magnitude is estimated in section 11.5.

The first term in line (4.9b) should be a concern. It puts a restriction on the

(non)-orthogonality of the carrier and sum of the sidebands (angle ξ) that depends

on the degree of coupling,

<[Γ0] sin ξ � =[Γ0] cos ξ. (4.11)

The presence of this term would very clearly lead to locking off resonance, even if

θ is properly set.

The first term in line (4.9c) shows how the cavity coupling and sideband im-

balance (different amplitude) would combine to produce an out-of-phase signal in

θ, which would result in locking off resonance if θ is not set properly. Although

the sideband imbalance is not written explicitly, it is straightforward to see that

it would result in different coefficients on the <[Γ+] and <[Γ−] terms, whose dif-

ference would then be non-zero. This effect is clearly visible and is discussed in

section 5.3.

Similarly, the first term in line (4.9a) should be zero if the sidebands are

balanced because =[Γ+] = −=[Γ−], however any imbalance would lead to a finite

value. Fortunately, =[Γ±] can be made smaller by increasing the modulation

frequency. As the amplitude of this term depends on three parameters not being

proper (sideband imbalance, cavity coupling, and modulation frequency), it can

safely be ignored.
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4.3 The Effects of Group Delay

In practice, after the microwave has been properly modulated, it passes through

one or more filters, discussed in section 5.2. However, filtering may have the

unintentional effect of changing the relative phase of the sidebands and carrier.

Other devices, such as waveguides, circulators, or amplifiers, may do the same. In

this section, group delay effects on the µPDH signal are investigated.

Any linear, time-invariant system can be characterized by its transfer function,

defined to be the ratio of the output to the input,

H(iω) =
Vout(iω)

Vin(iω)
= |H(iω)|eiφ(ω), (4.12)

where φ(ω) = argH. The group delay is then defined,

τ = −dφ(ω)

dω
. (4.13)

Let τ0, τ+, τ− be the group delays for the carrier and the plus and minus sidebands

respectively. Equation (4.6), in the more general form given by (4.4c), is then

modified to,

E = <[Ece
iω(t+τ0) + Ese

iξeiψei(ω+Ω)(t+τ+) − Eseiξe−iψei(ω−Ω)(t+τ−)]. (4.14)

Recall that ξ describes the angle between the carrier and the sum of the two

sidebands, defined in figure 4.3b, which should as close to zero as possible. The

arbitrary phase ψ describes the “turn on time” of the modulation relative to the

carrier, as discussed in section 4.1.3. Note that with the transformations,

ξ′ = ξ − ωτ0 +
ω

2
(τ+ + τ−) +

Ω

2
(τ+ − τ−), and (4.15a)

ψ′ = ψ − Ωτ0 +
ω

2
(τ+ − τ−) +

Ω

2
(τ+ + τ−), (4.15b)
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equation (4.14) can be re-written as,

E = <[Ece
iω(t+τ0) + Ese

iξ′eiψ
′
ei(ω+Ω)(t+τ0) − Eseiξ

′
e−iψ

′
ei(ω−Ω)(t+τ0)]. (4.16)

In other words, the presence of group delay cause three effects, two which do

not affect the signal, and one that does. First, t→ t + τ0, is an arbitrary overall

time shift. Second, there is a shift in the apparent time the modulation was turned

on relative to the carrier. These two effects are inconsequential. The third effect

is to change the angle between the sum of the sidebands and the carrier. This is

more serious because the µPDH signal becomes sensitive to the real part of the

reflection coefficient. When considering the effects of group delay, the quantity

that must be minimized to preserve a clean µPDH signal is given by (4.15a).

4.4 Single Sideband Lock

The ability to easily create a single sideband with a vector modulator opens the

possibility of a quadrature detection scheme that measures both the real and

imaginary components of the cavity reflection coefficient. As the sideband rotates

around the phasor diagram, its projection along the real and imaginary axes

samples the two components of the reflection coefficient. With the proper two-

channel lock-in detection, both signals can be recovered.

Modulation is performed as described in section 4.1.4. The microwave incident

on the cavity has the form given by equation (4.5b),

E = <
[
eiωt

(
Ec + Ese

∓iΩt)] . (4.17)

After reflection off the cavity, each term is multiplied by the corresponding am-
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plitude reflection coefficient, and the field incident on the diode has the form,

E = <
[
eiωt

(
EcΓ0 + EsΓ∓e

∓iΩt)] . (4.18)

For simplicity, set Γ∓ = −1. The low frequency components of the power incident

on the diode are,

P ∼ 1

2
[E2

c |Γ0|2 + E2
s − 2EcEs(<[Γ0] cos Ωt∓=[Γ0] sin Ωt)]. (4.19)

The diode signal is taken to a quadrature mixer. All that remains is to set the

phase of the local oscillator so that the real and imaginary parts of the reflection

coefficient are separated. This is done in several steps. Recall that the single

sideband modulation was done by driving the I baseband input with signal of

the form A0 + A1 cos Ωt and the Q baseband input with a signal of the form

±B1 sin Ωt, with A1 = B1. To choose the proper LO phase, A1 is temporarily set

to zero. The modulation is now the same as for the standard double sideband

PDH. The LO phase is chosen so that one of the quadrature mixer outputs is

maximized, and the other is zero. The channel with the maximum signal is now

sensitive to =[Γ0]. When A1 is set equal to B1 again, this channel will remain

sensitive to =[Γ0], and the second channel will be sensitive to <[Γ0]. The =[Γ0]

signal can be used the same as before, for locking or other purposes. The <[Γ0]

signal contains information which was not available in the double sideband version.

This can be used, for example, to detect the quadrature EPR signal - the

dispersion and absorption signals will be cleanly separated. In the frequency-

encoder application, the quadrature signal would detect changes in the cavity

coupling, which could be used in a second feedback loop to keep the coupling

fixed if needed.
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CHAPTER 5

µPDH Hardware and Performance

The previous two chapters dealt with the theoretical understanding of generating

the µPDH signal. In this chapter the hardware needed to implement it is described

in detail. The performance is evaluated and a comprehensive analysis of the

system signal-to-noise ratio is given.

5.1 Simplified Hardware Description

When properly set up, the µPDH error signal is given by equation (4.10),

ε ∝
√
PcPsQ

δf

f
, (5.1)

where ε is the response to a frequency difference of δf , Q is the cavity quality

factor, and Pc and Ps are the carrier and sideband power respectively. As fluctua-

tions in the length of the cavity are indistinguishable from frequency fluctuations

of the source, the cavity cannot be stabilized better than the frequency noise of

the source. Thus, the best-case noise spectrum of the µPDH signal in Hz Hz−1/2

is the frequency noise spectrum of the source. Optimal microwave circuit design

comes down to minimizing the close-in frequency noise of the transmitter, and

setting the carrier and sideband power levels high enough to make the receiver

noise negligible in comparison.
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Figure 5.1: Block diagram of a 1-3 GHz µPDH lock.

5.1.1 Low frequency µPDH lock

A block diagram of a low-frequency (1-3 GHz) µPDH bridge is shown in figure

5.1. For clarity, only functionally relevant parts are shown. Other units, such as

amplifiers, attenuators, isolators, filters etc. whose only purpose is to set signal

levels and conditions assuring the optimal functioning of the interconnected, are

not shown. In general, these elements need to be set to match the characteristics

of the actually selected components during the construction process.

All signal sources are phase-locked directly, or via multiple stages, to a 10 MHz

Rubidium clock reference assuring 11 digit absolute precision. The working fre-

quency of the source can be chosen in the 1-3 GHz frequency range by selecting

a low phase-noise VCO from the many models available on the market. Avail-

able single chip DDS/PLL units (such as the AD9540 or AD9956) can be used

to turn the selected VCO into a digitally controllable (with 48 bit precision) mi-

crowave source that is phase locked to the Rubidium clock and has better than

1 Hz stability.

The selected source serves as a local oscillator for an IQ (or vector) modula-
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tor. Proper modulation of the source is critical in implementing the µPDH lock.

Thanks to advances in the cell-phone industry, recently available IQ modulators

have become excellent devices to modulate 1-3 GHz microwaves. Chips such as

the AD8340/1 or AD5373, for example, can produce arbitrary modulation at up

to 230 MHz. For a µPDH lock, the carrier modulation needs to be as described

in section 4.1.3 - the sum of the sidebands should be orthogonal to the carrier so

that the error signal is sensitive to the carrier’s phase and not its amplitude. This

can be accomplished by applying a DC voltage to one of the baseband inputs (the

I for instance) and driving the other (Q) at the modulation frequency f1. The

Fourier spectrum of such a signal contains only three lines, at f0 and f0±f1, with

the required phase relationship. In addition, the power level of the carrier and

sidebands is independently adjustable. This is in contrast to a phase-modulated

spectrum, which contains all the harmonics of the modulation frequency with

relative amplitude set by the modulation depth.

A dual channel DDS (see Analog Devices AD9958 for example) is used to gen-

erate the modulation frequency f1 on both outputs, with independently adjustable

phase (14 bit/ 0.02◦ resolution) and amplitude. The first output of the DDS is

connected to the Q input of the IQ modulator through a bias-tee (not pictured)

to generate the sidebands.

A four-port circulator directs the modulated microwave to the resonant cavity

and diverts the back-reflected signal to a broadband, high-bandwidth detector

diode. The signal-of-interest is carried in the diode output at frequency f1. It is

filtered (not pictured) and connected to the RF input of a mixer. The mixer LO

signal is supplied by the second channel of the DDS, whose programmable phase-

offset feature allows finding and precisely adjusting the LO phase for optimal

detection of the f1 component. The low-pass-filtered IF output is the µPDH error

signal.
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Figure 5.2: Block diagram of a higher-frequency (9-11 GHz pictured) µPDH lock.
A fixed-frequency source is used to upconvert the modulated microwave generated
by the transmitter portion of the low-frequency bridge of figure 5.1 to a higher
frequency.

5.1.2 High frequency µPDH lock

10 GHz and higher frequency µPDH locks can be constructed with little modi-

fication to the basic architecture of the above-described low frequency bridge as

shown in figure 5.2. A fixed-frequency source that is 1.5-2 GHz away from the

intended working frequency is chosen based on its close-in phase noise character-

istics. It is phase locked to the Rb reference and used as a local oscillator for

an up-converting mixer, whose intermediate frequency input is connected to the

signal generator part of the low-frequency bridge. The RF output of the mixer is

amplified and filtered by a 1 GHz band-pass filter (not shown), removing every-

thing but the working frequency and sidebands. The receiver arrangement is very

much the same as for the low-frequency version.

Devices that can vector (or phase) modulate a 10 GHz signal directly (and at

the required speed) exist, but amplitude and phase imbalances lead to asymmetric

sidebands, resulting in an additional component to the diode signal that is at the
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modulation frequency, but out-of-phase with the signal-of-interest. This leads to

more stringent coupling requirements (see equation (4.9)) and complicates setting

the optimal phase of the LO. At higher frequencies, the devices simply do not

exist and up-conversion is the only option.

5.2 Detailed Description of a 10 GHz µPDH Bridge

Figure 5.3 shows a detailed block diagram of the realized 10 GHz µPDH bridge.

The general layout is the same as that shown in figure 5.2, but figure 5.3 shows

all of the components used in practice.

The transmitter intermediate frequency is provided by a ZCommunications

ZRO1820A1LF 1.8 GHz VCO, chosen for its low free-running phase-noise1. An

AD9956 evaluation board transforms this VCO into a digitally controllable fre-

quency source, with its on-board DDS and PLL. Part of the VCO output (divided

by 8) is used to clock the DDS, which generates a frequency that depends on its

48-bit tuning word. The DDS output is compared to a 100 MHz reference by the

PLL, whose output voltage drives the VCO frequency. In this mode of operation,

the DDS clock frequency is adjusted so that the DDS output is always 100 MHz.

As the DDS output frequency can be set with 48-bit precision, the VCO frequency

can be digitally set to a resolution of ∼ 10−5 Hz. For all practical purposes, the

VCO can be considered continuously sweepable. The 100 MHz reference is gen-

erated by a Wenzel SC-cut crystal oscillator that is phase-locked to a Stanford

Research Systems PRS10 Rubidium oscillator, providing long-term stability. Its

output is taken to a distribution amplifier, and disseminates to several devices.

As the VCO is phase-locked to the reference, the close-in phase noise of the ref-

erence should be as low as possible2, or at least lower than the noise of the PLL

1The VCO free-running phase noise is specified as -88 dBc Hz−1 at 1 kHz offset, -
118 dBc Hz−1 at 10 kHz offset, and -140 dBc Hz−1 at 100 kHz offset. Its tuning sensitivity
is 5 MHz V−1.

2The 100 MHz Wenzel oscillator is specified to have a free-runing phase noise of -
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components. In this setup, the noise of the PLL is the limiting factor, discussed

in section 5.5.

The VCO output is amplified and drives the RF input of an AD8341 vector

modulator. 0-0.5 V DC is applied to the I baseband input to set the carrier level

between -17 dBm and 14 dBm. The Q baseband input is driven by channel 1 of a

two-channel DDS (AD9958), with both channels running at 77 MHz. The AD9958

is clocked by a 400 MHz signal generated by quadrupling one of the distribution

amplifier outputs. The amplitude of each sideband incident on the cavity can be

set from -18 dBm to 0 dBm in 6 dB steps, by setting the appropriate bits within

the chip. In typical operation, the carrier is set to 12 dBm and the sidebands to

-12 dBm.

A Wenzel 8 GHz multiplied crystal oscillator3 (MXO) serves as an LO for

the up-converting mixer whose IF input is driven by the output of the vector

modulator. An isolator prevents back-reflections from the mixer from pulling the

frequency of MXO. The RF output of the mixer contains the carrier at 9.8 GHz

with the vector-modulation sidebands at 9.8 ± 0.077 GHz, as well as the analog

at 6.2 GHz. A 9.5± 0.5 GHz bandpass filter passes rejects the set of lines around

6.2 GHz. A second isolator prevents back-reflections from the bandpass filter

from reaching the mixer and creating unwanted mixing products. High mixer

LO-RF isolation is important because the LO leakage generates a large spur in

the microwave spectrum that mixes with broadband noise and can degrade the

signal-to-noise ratio of the µPDH signal. Another approach is to choose a narrower

bandpass filter that can remove the LO frequency as well.

125 dBc Hz−1 at 100 Hz offset, -155 dBc Hz−1 at 1 kHz offset, and -170 dBc Hz−1 at 10 kHz
offset. It is phase locked to the Rubidium reference in a 100 Hz bandwidth.

3The 8 GHz Wenzel MXO is specified to have a free-running phase noise of -57 dBc Hz−1 at
10 Hz offset, -87 dBc Hz−1 at 100 Hz offset, -107 dBc Hz−1 at 1 kHz offset, and -129 dBc Hz−1

at 10 and 100 kHz offsets. It is phase locked to the 100 MHz Wenzel oscillator in a bandwidth
of 60 Hz.

38



F
ig

u
re

5.
3:

D
et

ai
le

d
b
lo

ck
d
ia

gr
am

of
th

e
re

al
iz

ed
10

G
H

z
µP

D
H

b
ri

d
ge

.

39



The 9.8 GHz signal is then amplified and filtered by two band-reject (notch)

filters at 9.8±2×0.77 GHz. The notch filters remove noise at the image frequencies

of the carrier and are crucial in maximizing the signal-to-noise ratio. These should

be narrow enough not to cause significant group delay effects at the sideband

frequencies. This completes the description of the transmitter portion of the

bridge.

A 4-port circulator, with high port-to-port isolation, directs the microwave

to the cavity. Since better than 50 dB coupling is required (see below, figure

5.12), poor circulator port-to-port isolation would imply that by “critically cou-

pling,” the cavity reflection is actually adjusted to cancel out the circulator leak-

age. Changing the frequency would upset this balance, as would length changes

in the path to the cavity.

A standard X-band rectangular TE102 EPR measuring cavity with a loaded Q

of 2585, whose mode curve is shown in figure 5.4, is modified to make it tunable.

The front-plate optical window was replaced with a structure where a rectangular

piezo-block bends the cavity wall inward upon extension. Such modification allows

about 150 kHz frequency tunability with a 5-10 kHz bandwidth - sufficient to

hold the cavity in lock under normal laboratory conditions for several hours. A

somewhat more elaborate solution takes advantage of the fact that the sample

access of almost every commercial EPR cavity is a through hole of about 10-

11 mm diameter. There is plenty of space for a metal cylinder, mounted on a

mechanical stage, to be inserted into the cavity. Note that the metal cylinder will

not penetrate into the cavity more than 1-2 mm; depending on the cavity mode,

the corresponding frequency change is several hundred MHz. This metal cylinder

is used as a rough, manual adjustment to set the cavity frequency near the source

frequency, whereas the piezo is used to keep the cavity under lock.

The circulator directs the back-reflected microwave to a Herotek DDS218 bi-

ased Schottky diode detector operating in the square law regime, with a sensi-
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Figure 5.4: A standard TE102 EPR cavity mode curve. The cavity loaded Q is
2585 when critically coupled.

tivity of 2200 mV mW−1 and a Tangential Signal Sensitivity (TSS) of -53 dBm

at 100 µA bias. The diode signal goes to a preamplifier and is filtered to remove

the 2f1 beating of the sidebands before being taken to the RF input of the down-

converting mixer. The LO is provided by the second channel of the AD9958,

whose programmable-phase feature allows finding the proper phase setting. The

low-pass filtered IF output is the µPDH signal which is optionally taken to a dig-

ital feedback controller that drives the tuning piezo of the cavity to lock it to the

source.

5.3 Tuning the System

To set up the µPDH lock, the source and cavity are coarse adjusted to roughly

the same frequency to within a couple hundred kilohertz. The cavity coupling is

adjusted with the variable size iris between the waveguide and cavity that is built

into most EPR cavities to achieve better than 50 dB coupling. Critical coupling
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(a) Phase-Frequency Plot (b) µPDH signal sensitivity

Figure 5.5: The optimal sensitivity of the µPDH signal requires that the phase of
the local oscillator of the down-converting mixer is set properly. The error signal
is shown in panel (a) as a function of microwave frequency and LO phase. The
optimal phase is selected based on the largest change in error signal when the
frequency is swept through the cavity. Panel (b) shows the cross section of the
phase-frequency plot at the optimal phase. The slope of this line is the sensitivity
of the µPDH signal.

has three purposes: 1) A large carrier power can be used without saturating the

detector diode, 2) it cancels many noise sources to first order, and 3) it minimizes

the effects of asymmetric sidebands.

The sideband power level is chosen to be as large as possible while keeping the

diode operating in its square-law regime and without saturating the preamplifier

with the large 2f1 beat signal. As the 2f1 beat signal is proportional to Ps and

the f1 signal is proportional to
√
PcPs, increasing Ps lowers the dynamic range of

the detector. The carrier power is chosen high-enough so that the signal-to-noise

ratio is limited by the source frequency noise.

For optimal performance of the system, the relative phase of the 2 channels

of the DDS (the phase of the local oscillator of the down converting mixer) must

be properly set. The optimal phase is found by repeatedly sweeping the VCO

frequency over the cavity while stepping the phase of the LO. Plotting the error

signal against the phase and VCO frequency results in the phase-frequency plot
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Figure 5.6: An erroneous signal is produced when the large-amplitude 2f1 com-
ponent of the diode signal is mixed by the local oscillator at f1, shown in the
phase-frequency plot above. In generating the plot, the carrier power is purposely
set low so that the artificial signal can be seen clearly. Adding a filter after the
preamplifier removes this artificial signal.

in figure 5.5a. For every phase setting, the slope of the signal is calculated at its

zero crossing. The phase resulting in the maximum slope is the optimal phase.

The cross section of the phase-frequency plot at the optimal phase (dotted line in

figure 5.5a) is shown in figure 5.5b. The slope of this line is the sensitivity of the

instrument.

The filter after the preamplifier is necessary, because if the 2f1 component is

not removed from the signal, an erroneous mixing signal is produced. Removing

the filter and setting a low carrier power (so that the 2f1 component is the only

harmonic reaching the mixer) results in the phase-frequency plot in figure 5.6.

That signal is added to the wanted one when the filter is not in place.

The cavity coupling can also alter the appearance of the phase-frequency plot

as shown in figure 5.7. As predicted by equation 4.9, this is caused by the side-

bands having slightly different amplitude (about 0.5 dB asymmetry in this case).

Panel 5.7a displays the complex cavity reflection coefficient plotted in various

ways, showing that the cavity is overcoupled. Panel 5.7b is the phase-frequency

plot measured while the cavity was in this overcoupled position. Figures 5.7c and
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5.7d are the analog when the cavity is critically coupled, and figures 5.7e and 5.7f

are the analog when the cavity is undercoupled. The red curves on the right side

of figures 5.7b, 5.7d, and 5.7f are the cross sections of the phase-frequency plots

along the red dotted lines in the figures, located at the cavity resonant frequency.

The amplitude of this sin curve is proportional to the real part of the reflection

coefficient, and changes sign when the cavity goes from over to under coupled.

To lock the cavity to the source, the error signal is amplified, filtered, and

taken to the cavity piezo. The frequency fluctuations of the cavity are suppressed

within the bandwidth of the feedback loop, and any fluctuations of the source

are imposed on the cavity. The open and closed loop noise spectra of the error

signal are presented in figure 5.8 for various gain levels in the loop. The onset of

oscillation is visible in the high gain curve.
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(a) Overcoupled Reflection Coefficient (b) Overcoupled Phase-Frequency Plot

(c) Critically Coupled Reflection Coefficient (d) Critically Coupled Phase-Frequency Plot

(e) Undercoupled Reflection Coefficient (f) Undercoupled Phase-Frequency Plot

Figure 5.7: The cavity coupling influences the phase-frequency plot as shown
above. A small difference in the sideband amplitude makes the µPDH signal
sensitive to the real part of the reflection coefficient if the phase of the down-
converting mixer LO is not set properly.
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5.4 Signal-to-Noise Optimization

The µPDH technique measures the frequency difference between the microwave

source and the cavity. Any frequency fluctuations of the source cannot be dis-

tinguished from those of the cavity and therefore the best-case cavity stability

that can be hoped for is equal to that of the source. The µPDH bridge should be

designed with equal or better quality than the source, so that it does not degrade

the best-case performance.

The best-case stability of the cavity can be calculated from the phase noise of

the source, typically specified by Lφ(fm), the single-sideband phase-noise power

spectral density relative to the carrier per hertz, where fm is the frequency offset

from the carrier. The frequency-noise power spectral density Sf (fm) is related

to the (double sideband) phase-noise power spectral density Sφ(fm) = 2Lφ(fm)

Figure 5.8: The open and closed loop noise spectra of the µPDH signal. In closed
loop, the error signal is driven to zero within the bandwidth of the loop. The
bandwidth increases with loop gain until the onset of oscillation, visible in the
high gain curve.
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through Sf (fm) = f 2
mSφ(fm) [36]. The µPDH noise spectrum in Hz Hz−1/2 is

equal to
√
Sf (fm) = fm

√
2Lφ(fm) when it is source frequency-noise limited. For

example, our source has Lφ(fm) = -91 dBc Hz−1 at fm= 1 kHz offset from the

carrier. The corresponding cavity frequency fluctuation is 0.04 Hz Hz−1/2.

Other sources of noise may prevent one from reaching the frequency-noise

limit. These can be categorized broadly into receiver or transmitter noise. The

receiver noise level is due mainly to the diode detector and the preamplifier. These

can be made insignificant by increasing the Q
√
PcPs product so that the detected

frequency-noise power is larger than the receiver noise. Then, if the transmitter

contribution is negligible, the ultimate signal-to-noise limit for the given source

has been achieved.

5.4.1 Transmitter noise, and the noise spectra

In the fabricated system, the overall signal-to-noise limit is determined by the

transmitter; the receiver is negligible. To understand how the transmitter con-

tributes noise, it is necessary to look at the microwave spectrum in detail. Figure

5.9a shows the spectrum of microwave power that reflects off the cavity when the

carrier and cavity are aligned. The carrier is visible in the middle, but has been

reduced in amplitude due to cavity absorption. Two sidebands are symmetric

about the carrier at ±77 MHz. Two dips in the broadband noise spectrum are

visible at ±2 × 77 MHz and are due to the notch filters removing noise at those

frequencies. Several spurs are also visible. A closeup of the reflection around the

cavity is shown in figure 5.9b. The dip is due to the cavity absorbing broadband

microwave noise and the spike in the middle is the carrier reflection.

Figure 5.10a shows the signal-to-noise spectrum, and figure 5.10b shows the

noise spectrum, of the open-loop error signal. The spectra are the same, except

for division by the sensitivity. Nonetheless, both figures are useful in identifying
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Figure 5.9: Spectrum of microwave power reflecting off the cavity. The sidebands
and notch filters can be seen in panel a), which shows the reflection over a 500 MHz
bandwidth. A close-up around the cavity is shown in panel b).
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(a) Signal-to-noise spectrum

(b) Noise spectrum

Figure 5.10: The signal-to-noise spectrum (a) and the noise spectrum (b) of the
open-loop µPDH error signal. The different colored curves correspond to different
carrier power levels, all measured with a sideband power of 0.01 mW. Both spec-
tra are useful in identifying the various noise sources, as the dependence on the
carrier power is visible in the noise spectrum, but drops out of the signal-to-noise
spectrum. At high carrier powers the frequency noise limit of the source is reached
(blue and red curves). At low carrier powers, other noise limits are reached, shown
by the labeled dotted lines in the figures (green and black curves).
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the noise sources contributing at different power levels (discussed below). For

example, the frequency-noise limit, having the same proportionality to Pc as the

signal, appears as a power-independent curve in the signal-to-noise spectrum,

figure 5.10a. The vector modulator and spurious signal noise floors, however, are

not proportional to Pc and would shift with power if displayed in figure 5.10a.

Instead, they are displayed in figure 5.10b, where they are power independent. To

understand these spectra, it is necessary to consider the different processes that

can result in a diode signal at frequency f1 - particularly all the mixing products

that can result in a frequency f1. These are shown graphically in figure 5.11.

Figure 5.11 is a cartoon of the microwave spectrum before (dashed curve) and

after (solid curve) filtration and reflection off the cavity. Both the cavity and the

carrier are at frequency f0 = 9.823 GHz and the sidebands at frequencies f0± f1.

The cavity absorbs most of the power in the carrier; any reflection is due to the

coupling not being quite critical. The sidebands, being far from the cavity, are

completely reflected. The overall microwave bandwidth is set by a bandpass filter,

1 GHz wide in our system. Close to the signals, the noise power is due to the phase

noise of the source. The broadband noise is due to the vector modulator noise

floor being up-converted to 10 GHz. Two notch filters remove noise at frequencies

f0 ± 2f1. After reflecting off the cavity the microwave is detected, generating a

signal at the modulation frequency f1, among others. The mixing products that

can generate a diode signal at f1 are depicted graphically in the figure.

5.4.2 Source 1: The signal

The useful µPDH signal is the result of the sidebands mixing with the back-

reflected carrier. As discussed above, this contribution is proportional to Q
√
PcPs

and is zero when the carrier is the same frequency as the cavity.
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Figure 5.11: A cartoon depicting the microwave spectrum of figure 5.9a as well as
various mixing products that can result in a diode signal at f1. All these sources
contribute to the signal-to-noise ratio of the system.

5.4.3 Source 2: The frequency-noise limit

The sidebands mix with the cavity-filtered noise around the carrier, which is

primarily due to its phase noise. The carrier phase noise is a combination of

the VCO (reduced by the PLL loop) and the 8 GHz Wenzel MXO phase noise,

with an added contribution from the vector modulator noise floor. As the carrier
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power is reduced, the combined phase noise power of the VCO and MXO is also

suppressed in proportion to the carrier power. The noise power added by the

vector modulator, however, is constant and becomes the dominant contributor to

the carrier phase noise as its power is reduced.

This process is visible in figure 5.10. At high carrier power levels (greater than

about 4 mW), the signal-to-noise ratio is completely determined by the phase

noise of the VCO and MXO (blue curve in figures 5.10a and 5.10b). For these

high powers, the shape of the spectrum between 1 and 60 kHz is due to the phase-

locked VCO (red, dotted line in figure 5.10a). Above 60 kHz, the shape of the

spectrum is determined by the MXO (black, dotted line in figure 5.10a). The down

turn that begins around 600 kHz is due to the half width of the cavity (∼ 1 MHz)

as well as low-pass filtering at 1 MHz. Lower than 1 kHz, the spectrum reflects

actual cavity drift.

As the power of the carrier is reduced, the vector modulator noise floor becomes

relevant. This is visible in the black and green curves in figures 5.10a and 5.10b

from about 80 kHz and higher, and is traced by the red dashed line in figure 5.10b.

This presumably extends to lower frequencies as well, but it is not visible because

of the spurious signal noise floor, discussed below. The relative contribution to

the noise spectrum of the vector modulator and the MXO can be estimated by

comparing the maximum of the peak at 4 kHz (VCO noise) to the maximum

of the peak at 600 kHz (combined MXO and vector modulator noise). As long

as the MXO is the dominant contributor, the ratio of the peak values will be

power independent. As the carrier power is lowered and the vector modulator

contribution becomes significant, the ratio will change with the power.

The noise power due to VCO and MXO frequency noise is proportional to

Q
√
PcPs. Since this is the same proportionality as the signal, increasing that

product does not improve the signal-to-noise ratio. The contribution of the vector

modulator, however, is neither proportional to Pc nor Ps, so increasing either does
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Figure 5.12: The signal-to-noise spectrum for various levels of coupling. Increasing
the coupling improves the signal-to-noise level until the frequency noise limit is
reached. Any further increase in coupling does not help. This occurs around
50 dB coupling for our system.

help.

5.4.4 Source 3: Sideband phase and amplitude noise

The back-reflected carrier mixes with close-in noise around the sidebands, which

is mostly due to the vector modulator noise floor (because the sideband power is

relatively low). Since the power of the back-reflected carrier drops sharply with

better coupling, this noise source can be suppressed to negligible levels. The

signal-to-noise spectrum as a function of coupling is shown in figure 5.12. The

noise drops as the coupling is increased until the frequency noise limit is reached

at about 50 dB coupling. Increasing the coupling no longer helps after that.
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Figure 5.13: Notch filters can improve the signal-to-noise ratio in the low power
limit.

5.4.5 Source 4: Image frequencies

Any noise present at frequencies f0 ± 2f1 is mixed to f1 by the sidebands. This

can be a large contribution to the noise, especially for low carrier powers. It

is proportional to
√
Ps, but not Q

√
Pc, so increasing Q or Pc improves signal-to-

noise, but increasing the sideband power does not. Adding notch filters at f0±2f1

can reduce this contribution to negligible levels. Figure 5.13 shows the signal-to-

noise spectrum measured both with and without using notch filters. At this low

power, the filters reduce the high noise level (blue curve) by enough to reach the

frequency noise limit (black curve).

5.4.6 Source 5: Spurious signals

This noise is a result of spurious signals mixing with broadband microwave noise

that is offset from it by f1. These spurs are unavoidable with the use of digital
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synthesizers, but can be minimized with proper filtering and/or choosing the right

digitally-synthesized frequency. In this case, the spur that causes the most havoc is

not from the digital synthesis, but rather from insufficient LO-RF isolation in the

up-converting mixer. The amplitude of the 8 GHz line, even after the broadband

filter, dwarfs all other spurs by far. For low carrier powers, this sets the noise

limit for frequencies below 80 kHz (blue, dashed line in figure 5.10b). In this case,

signal-to-noise can be improved by increasing the Q
√
PcPs product, because the

amplitude of the 8 GHz line is independent of it. However, if the limiting spur is

created by non-linearity in some device (mixer, or vector modulator for instance),

the amplitude of the spur may grow with power, and each case must be considered

individually.

5.4.7 Source 6: Sideband imbalance

An imbalance in the sideband power adds a contribution to the diode signal at

f1, but out-of-phase with the signal. This is not a source of noise, but it can

complicate picking the optimal LO phase, as well as increasing the degree of

coupling required to reach the frequency-noise limit. This signal is proportional

to the real part of the cavity coupling coefficient Γ and the sideband asymmetry

∆Ps, and can be reduced by minimizing either one. It is symmetric about the

cavity frequency (as opposed to the anti-symmetric µPDH signal) and makes the

phase-frequency plot look skewed (see figure 5.7). Since it is out-of-phase with

the signal of interest, it is irrelevant once the proper phase is chosen. However,

its presence does require that the phase is chosen more accurately (see section

11.5.3).

55



5.5 Composition of the Frequency-Noise Limit

The source frequency noise is a combination of the frequency noise of the 1.8 GHz

VCO - reduced by its PLL - and the 8 GHz MXO. A detailed breakdown of the

sources of the transmitter phase noise is given in this section.

A 1.8 GHz signal is generated by a fractional-N PLL internal to the AD9956

chip as shown in figure 5.14. The VCO frequency is divided by R = 8 to generate

a clock for the DDS. The DDS and digital-to-analog converter (DAC) generate a

100 MHz signal that is compared to the 100 MHz reference in a charge-pump phase

detector. The low-pass filtered charge-pump output drives the VCO frequency.

The closed-loop, single-sideband phase noise of the VCO is measured with an

Agilent E4440A spectrum analyzer4, shown by the blue dots in figure 5.155. Limits

imposed by the residual phase noise of the DAC and RF divider, and charge-pump

phase detector (taken from the AD9956 datasheet [37]) are plotted in black and red

respectively. Additionally, the phase-noise of the reference oscillator with respect

to (wrt) 1820 MHz6 is shown in purple. It is clear that the closed-loop VCO phase

noise is limited by the internal circuitry of the AD9956, and not the cleanliness

of the reference. The free-running VCO phase noise is also plotted in green in

the figure. Its intersection with the phase-detector noise level indicates that the

optimal loop bandwidth would be roughly 1.5 kHz. The actual loop bandwidth is

closer to 4 kHz, as indicated by the local maximum in the closed-loop VCO phase

noise at that frequency.

4Due to the non-linear processes that naturally limit the oscillation amplitude from growing
indefinitely, AM noise is generally suppressed in oscillators, especially close-in to the carrier.
Consequently, the noise observed on a spectrum analyzer close-in to a signal is predominantly
due to phase-noise. This is doubly true in the case of multiplied sources, as in the MXO, where
the multiplication process enhances phase noise, but not amplitude noise [38].

5Following [39], 1.99 dB is added to the spectrum analyzer measurement to correct for its
effective noise bandwidth as well as its log-scale response.

6The phase noise of an oscillator grows by a factor of N2 when its frequency is multiplied
by N [38]. To take this into account, 20 log(1820/100) dB have been added to the reference
oscillator’s specifications.
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The 8 GHz MXO follows its specifications very closely. Its phase-noise is plot-

ted in figure 5.16 (red-dashed curve) along side the closed-loop VCO phase noise

(blue-dashed curve). When the two signals are mixed to produce the 9.8 GHz sig-

nal, their phase-noise adds to produce the black curve. To generate the VCO and

MXO curves over the 5 decades shown in the figure, data from the specification

sheet of the sources was relied upon when spectrum analyzer measurements were

not available7. For frequencies below 100 Hz and above 70 kHz, the MXO is the

limiting component of the transmitter. In between, the components of the PLL

are limiting.

The frequency-noise limit of the µPDH signal-to-noise ratio is given by
√
Sf =

fm
√

2Lφ(fm). Inserting the black curve of figure 5.16 for Lφ(fm) gives the red

curve in figure 5.17, the frequency-noise limit of our source. It matches the ob-

served spectrum between 1-500 kHz. Below 1 kHz, the spectrum is believed to

be due to actual motion of the cavity (a real signal, not noise). Above 500 kHz,

the deviation is due to low-pass filtering at 1 MHz, as well as the offset frequency

becoming comparable to the cavity half-width.

7The high-quality of the sources made it difficult to measure their phase noise with a spec-
trum analyzer. In some frequency ranges, the spectrum analyzer noise overwhelmed the mea-
surement and the results were not reliable. Data from the source specification sheet was used
to fill in the gaps where needed.
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Figure 5.14: Block diagram of the fractional-N PLL that generates the 1.8 GHz
signal. Reproduced from [37].
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Figure 5.15: The various contributions to the closed-loop VCO phase noise.
Within the loop bandwidth (∼ 4 kHz), the PLL performance is limited by the
DAC residual phase noise and the phase detector noise floor. The 100 MHz Wen-
zel crystal reference is far cleaner than the components within the loop.
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Figure 5.16: The phase noise of the VCO (blue, dashed curve) and MXO (red,
dashed curve) add when they are mixed to produce the overall phase noise spec-
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5.6 Single Sideband Lock

In the traditional PDH and µPDH schemes, the vector sum of the two sidebands

is always orthogonal to the carrier, and therefore the PDH signal is only sensitive

to the imaginary part of the cavity reflection coefficient, =[Γ]. If =[Γ] is the only

relevant information for the application at hand, this is great, because 1) the

detected signal is relatively immune from changes in the cavity coupling and 2)

choosing the phase of the down-converting mixer is straightforward, as described

in section 5.3. However, knowing the real part of the cavity reflection coefficient,

<[Γ], may be useful for some applications.

Thanks to flexibility of the vector modulator, the µPDH scheme can be mod-

ified with minimal hardware changes to measure both =[Γ] and <[Γ]. A block

diagram of such a bridge is shown in figure 5.18. It is largely the same as the

system in figure 5.3, so for simplicity, only changes will be described here. The

2-channel DDS board that generates the modulation frequency is replaced by a

4-channel version of the same board, the AD9959. Channels one and two are

used to generate a single sideband by driving the I and Q baseband inputs of

the vector modulator 90◦ out-of-phase, as described in section 4.1.4. The DC

levels on the the baseband inputs are set so that the carrier lies along the I axis

(this simplifies tuning the detector). The detector is modified by the addition of

a second channel. The amplified and filtered diode signal is split and taken to

two mixers, whose local oscillators are provided by channels three and four of the

4-channel DDS. Setting the local oscillator phases properly is critical in separating

=[Γ] from <[Γ].

Proper phasing is done in multiple steps. First, modulation of the I baseband

input is turned off, reverting to double-sideband detection. A phase-frequency

plot, as in figure 5.5a, is generated for both channels, and the optimal phase for

=[Γ] detection is chosen for both channels as described in section 5.3. The optimal
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phase for <[Γ] detection will be 90◦ off from this, so 90◦ is added to the phase of

one of the LOs. Turning back on modulation on the I baseband input will result

in a full quadrature detection of the cavity reflection coefficient.

As a proof of principle, single-sideband detection was used to measure the

quadrature EPR spectra shown in figure 5.19. The bridge of a Bruker e680 EPR

spectrometer was replaced with the quadrature bridge of figure 5.18. A rectangu-

lar TE102 EPR cavity was modified as described in 5.2 to make it tunable and allow

locking it to the source. The =[Γ] output of the bridge served two purposes. The

low frequency component of the signal locked the cavity to the source in a band-

width less than 5 kHz, while the 100 kHz component (the field-modulation was

100 kHz) was taken to the spectrometer signal channel to give the EPR dispersion

signal. The <[Γ] output of the bridge was taken to a second signal channel to give

the EPR absorption signal. The conditions at which the spectra were measured

are given in table 5.1.
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DPPH PNT Weak Pitch
Microwave Power [mW] 4.5 0.6 12
Field Modulation [G] 0.2 0.2 6
Time Constant [ms] 1.28 10.24 1311
Sampling Time [ms] 5.12 40.96 163.8

Table 5.1: The conditions during measurement of the EPR spectra in figure 5.19

(a) α,α′-diphenyl-β-picryl hydrazyl (DPPH)

(b) Perinaphthenyl Radical (PNT)

(c) 0.0003% pitch in KCl (Weak Pitch)

Figure 5.19: The EPR spectra of three common calibration sources provided by
Bruker, measured with the quadrature bridge of figure 5.18.
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Part II

The Frequency-Distance Encoder
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CHAPTER 6

Coaxial Resonator Theory

For frequency-to-distance conversion with microwave cavities, it is important that

only the cavity length, and not any transverse dimension, influences its resonant

frequency. It is well-known that two-conductor transmission lines can support

transverse electromagnetic (TEM) modes, and that the propagation constant of

these waves depends only on the speed of light in the homogeneous and isotropic

dielectric between them [40]. Shorting the ends of such a transmission line, by

inserting two conducting planes perpendicular to its axis, produces a resonant

cavity supporting modes with the desired properties. A coaxial cavity is the

simplest cavity supporting TEM modes, and a derivation of its Q and the resonant

frequency of the lowest non-TEM mode are given in this chapter.

6.1 Q of the Fundamental TEM Mode

The electric,
−→
E , and magnetic,

−→
H , fields inside a half-wavelength, coaxial cavity

are,

−→
E =

V0

ln b/a

1

ρ
sin kz ρ̂, (6.1a)

−→
H =

−i
η

V0

ln b/a

1

ρ
cos kz φ̂, (6.1b)

where ρ is the cylindrical radial coordinate, z is the axial coordinate, b and a are

the radii of the outer and inner conductors, V0 is the sinusoidal voltage amplitude
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a
b

(a) Electric Field

a
b

(b) Magnetic Field

Figure 6.1: The electric and magnetic fields in a cross-section of the coaxial cavity.

between them, η =
√

µ
ε

is the impedance of the medium filling the cavity, and

k = π/L. The time dependence e−iωt is implied. The fields are shown in figure

6.1. The time-averaged energy in the cavity is,

W =
ε

4

∫
|E|2dV +

µ

4

∫
|H|2dV, (6.2a)

=
πεV 2

0 L

2 ln b/a
. (6.2b)

The time-averaged power absorbed in the conductor is,

Ploss =
1

2σδ

∫
|H|||2ds, (6.3a)

=
2πV 2

0

σδη2

1

ln b/a

[
1 + (

1

a
+

1

b
)

L

4 ln b/a

]
, (6.3b)
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Figure 6.2: Q as a function of the cavity dimensions. The outer and inner radii
are b and a respectively, and L is the cavity length.

where σ is the conductivity of the conductor, δ =
√

2
µcωσ

is the skin depth, and

µc is the magnetic permeability of the conductor. Finally, the cavity Q is,

Q =
ωW

Ploss
, (6.4a)

=
Qmax

1 + L
4 ln b/a

(1/a+ 1/b)
, (6.4b)

where Qmax = Lµ
2δµc

. Q/Qmax as a function of b/a is plotted in figure 6.2 for various

values of L/a. Qmax = 9540 for a gold, coaxial cavity of 15 mm length. Such a

cavity with an inner and outer diameter of 3.5 mm and 11 mm respectively would

have an unloaded Q of 2750. The unloaded Qs of the lowest 10 modes, numerically

calculated in Ansoft HFSS, are given in table 6.1.
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Mode Frequency ( GHz) Q
1 9.991 + i 0.00185 2705
2 16.95 + i 0.00171 4973
3 16.95 + i 0.00171 4973
4 19.98 + i 0.00261 3825
5 24.22 + i 0.00233 5200
6 24.22 + i 0.00233 5200
7 27.75 + i 0.00214 6475
8 27.75 + i 0.00214 6475
9 30.00 + i 0.00320 4685
10 32.70 + i 0.00240 6825

Table 6.1: Numerical calculations of the ten lowest-frequency resonant modes and
unloaded Qs of a gold coaxial cavity of 15 mm length and 3.5 mm and 11 mm
inner and outer diameter respectively.

6.2 TE111 Mode

The TEM waveguide mode has no cutoff frequency; it propagates down to DC

frequencies with a propagation constant that does not depend on the dimensions of

the cavity. It is desirable to operate at a frequency where there are no resonant TE

or TM modes nearby. In a coaxial cavity, after the fundamental TEM resonance,

the next highest mode is the TE111 mode. The resonant frequency of the TE111

mode as a function of the cavity dimensions is derived here.

The propagation constant of the TE11 waveguide mode is β =
√
k2 + k2

c ,

where k = ω/c is the standard plane wave propagation constant, and kc is the

cutoff frequency [41]. Imposing the boundary condition at the z = 0, L planes

gives βL = π. The cutoff frequency is given by the solution to the transcendental

equation,

J ′1(kca)Y ′1(kcb)− J ′1(kcb)Y
′

1(kca) = 0, (6.5)

where J ′1 and Y ′1 are the derivatives of the first order Bessel functions of the first

and second kind respectively. Solving for the resonant frequency gives,

ω2
111 = c2(k2

c + β2), (6.6)
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Figure 6.3: The resonant frequency of the TE111 mode of a coaxial cavity normal-
ized to the frequency of the fundamental TEM mode. The outer and inner radii
are b and a, and L is the cavity length.

and normalizing to the resonant frequency of the TEM mode, ω0 = cπ/L,

ω2
111

ω2
0

= 1 +
k2
cL

2

π2
. (6.7)

Figure 6.3 shows the normalized resonant frequency of the next highest mode as a

function of the cavity dimensions. For the example cavity with dimensions given

above, the next highest resonance is predicted to be at a frequency 1.683 times

higher than the TEM resonance.
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CHAPTER 7

Cavity Coupling Design

Having chosen the cavity and mode to be used, a coupling structure must be

designed that allows electromagnetic energy to enter the right mode. Additionally,

the coupling must be variable in order to achieve the > 50 dB return loss necessary

to optimize signal-to-noise, as discussed in section 5.4.4.

The best coupling structure is to be judged on the basis of 1) its influence on

the resonant frequency of the cavity, 2) the range of coupling tunability, and 3)

the practicality of the design for an eventual application (for instance, the center

may need to be left clear for a laser or fiber to pass). The ideal structure would

be smoothly tunable between say ∼ 10 dB under to ∼ 20 dB over coupled and

display no frequency change over this range. Months were spent modeling and

experimenting with various coupling structures without finding one that met all

the above requirements as well as was hoped. It turns out that it is very difficult

to achieve all three at the same time. There were important lessons learned along

the way that will be discussed in section 7.1. The final structure chosen, presented

in section 7.2, has an excellent tunability range, and is mechanically robust and

repeatable. In addition, it has negligible influence on the cavity resonant frequency

(see section 11.3). There is, however, no clear path down the axis of the cavity,

which may be important for some applications.
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Figure 7.1: One of the early attempts at coupling into a coaxial cavity. The
various pieces are shown individually on the left and assembled on the top right.
The bottom right is a cross section of a model showing the internal structure of
the figure above it. A cut near the shorted end of a semirigid cable is placed above
a cut in the coaxial cavity wall. The amount of overlap of the cuts determines the
degree of coupling.

7.1 Early Attempts

On the order of a dozen different type of coupling mechanisms were modeled in

Ansoft High Frequency Structure Simulator (HFSS), but only a couple made it to

fabrication. The first is shown in figure 7.1. The purpose of building this cavity

was two-fold: 1) test the coupling mechanism and 2) experimentally verify that

the cavity mode is not altered significantly, as indicated by the Q, when the two

halves are moved apart by a bit. There is an incoming semirigid coaxial cable that

is shorted at one end. At the shorted end, a cut is made in the outer conductor,

allowing some magnetic field to leak out. A cut of comparable size is also made

on the outer conductor of the coaxial cavity, near the end. The shorted, semirigid

cable is placed so that the cut in the cable lies above the cut in the cavity so that

the fields couple. By adjusting the overlap of the cuts, the coupling can be varied.

Apart from the fact that the mechanical stability of the design was terrible, the
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Figure 7.2: A more refined attempt at coupling into a coaxial cavity. The various
pieces are shown individually in the top left, and assembled in the center. The
bottom left is a cross section of the model showing the internal structure of the
assembly. The hole that couples the waveguide to the cavity is shown on the right,
which is a face-on view of half the cavity. A copper pill, whose position can be
varied with the visible dielectric screw, can be seen behind the hole.

downfall of the coupling mechanism was that it was too weak. It could never be

brought to an overcoupled state with these semirigid and cavity dimensions. The

mismatch between the semirigid and cavity diameters played a roll (low overlap

of the fields), as did the fact that the hole was cut in the outer wall of the

cavity, where the fields are weaker. This cavity was useful, however, in that

it experimentally verified that a coaxial cavity can be sliced down the middle, and

the two halved moved apart, without a significant degradation in Q.

A second attempt, see figure 7.2, proved much more successful. Here the

incoming coaxial cable is along the same axis as the cavity, and the length scales

of the incoming fields are better matched to the ones of the cavity mode. The

structure starts with a standard N-type connector that ends in a free space coaxial

structure. Then there is a slight diameter transition to get to a size that matches

the cavity. This “oversized coax” region ends at a shorting wall in which a wedge-

shaped hole is cut, joining the coax to the cavity. A copper ring, the “pill” is

placed on the coax side of the hole, which helps concentrate the field, and makes
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the hole appear to be larger. The position of the pill along the hole can be varied to

provide tunability. The highest coupling is when the pill is centered on the wedge,

and decreases as it is moved to the side. Therefore, the size of the hole is chosen

to be as small as possible while still maintaining a small region of overcoupling.

This coupling structure performs extremely well. It has a smooth, repeatable,

and mechanically stable coupling adjustment that can achieve better than 70 dB

matching. The tuning range can be from -6 dB under to greater than -10 dB

over, and there is a 5-6 MHz frequency shift in going from -6 dB under coupled to

critically coupled. Regrettably, there is no clear path down the axis of the cavity,

which might be advantageous in some applications.

Fabricating some of the pieces in this structure is not trivial. The half-cavity

with the coupling hole is especially difficult. Once it has been machined, it is not

easy to go back and change the size of the coupling hole if needed. Therefore, it

is of interest to know the range of coupling change one can expect by altering a

different piece, the diameter of the pill for instance. To this end, a set of pills with

slightly different diameters was fabricated. With no pill in front of the coupling

hole, the cavity is 6 dB undercoupled. As each pill is inserted in front of the

hole, the coupling increases until at some point the cavity is critically coupled.

Continuing past this critically-coupled position overcouples the cavity, and the

coupling increases until a maximum is reached when the pill is centered in front

of the hole. The coupling here is the “maximum coupling” shown in figure 7.3.

As the pill diameter is increased, the coupling increases as well. A change of

over 20 dB in the coupling range was achieved by increasing the pill diameter by

only 0.0118 inch. The resonant frequency change in going from pill removed to

critically coupled was 5-6 MHz for all pills tested, without any measurable trend

as a function of the pill diameter.
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Figure 7.3: The range of coupling of the structure in figure 7.2 can be changed
by altering the diameter of the copper pill placed in front of the coupling hole.
Without a pill in front of the hole, the cavity is 6 dB undercoupled. The points
plotted are the cavity return loss when the pill is centered on the hole, the posi-
tion of highest coupling. Changing the pill diameter provides an easy means of
adjusting the coupling range without having to alter the coupling hole, a delicate
operation. The dielectric that holds the copper pill appears to play a small role
as well, as there is a visible difference in using PEEK instead of delrin.

7.2 Coupling of the Realized Frequency-Distance Encoder

A variation of the coupling structure shown in figure 7.2 was chosen for the

frequency-distance encoder. The final coupling structure is shown in figure 7.4,

with figures 7.5-7.9 filling in the details. Numerical modeling in HFSS helped

determine the final dimensions. The various materials in the model are shown

explicitly in figure 7.5. The dimensions are defined in figure 7.6 and are given

in table 7.1. As shown in figure 7.4e, the coupling structure can be divided into

four regions based on their function: Region A) the semirigid cable, region B) the

diameter transition, region C) the variable coupling, and region D) the cavity.
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(a) Top View (b) Side View

(c) Top View - Transparent (d) Side View - Transparent

(e) Important Regions in Coupling Structure

Figure 7.4: Various views of the cavity coupling structure modeled in Ansoft
HFSS. The white space around the model is a conductor (gold) in which volumes
of vacuum and dielectric (gray, shaded regions), as well as copper (pink), have
been inserted. Figure 7.5 shows a breakdown of the various materials within
the coupling structure. As labeled in panel e), the structure is divided into four
regions based on their purpose. The dimensions of the model are defined in figure
7.6 and are given in Table 7.1. A detail of region C, the variable coupling region,
is provided in figures 7.8 and 7.9.
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(a) Top View - Vacuum (b) Side View - Vacuum

(c) Top View - Copper (d) Side View - Copper

(e) Top View - PEEK (f) Side View - PEEK

(g) Top View - PTFE (h) Side View - PTFE

Figure 7.5: The different materials in the HFSS model. Any empty space sur-
rounding the model is modeled as gold (not pictured). The structure is predomi-
nantly coaxial, with inner and outer conductors formed by the empty space in the
model. The pink, shaded regions correspond to the volumes filled with the mate-
rial in the panel label. The incoming coaxial cable (left side of images) is PTFE
filled (panels g, h). The rest of the coaxial structure is vacuum filled (panels a,
b), except for the coupling pill that is copper (panels c, d), and the PEEK rod
(panels e, f) holding it in front of the cavity coupling hole.
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dsma
Dsma
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Dc
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Lsma Lcone Lc L

A
B

(a) Definition of model dimensions

A

Lp
Dp

dp

t
(b) Top View - Close-up of coupling structure

B
w

θ

(c) Front View - Close-up of coupling struc-
ture

Figure 7.6: The dimensions of the cavity and coupling structure shown in figures
7.4 and 7.5. The values for the dimensions are listed in table 7.1.
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Variable 4 mm design ( mm) 3.5 mm design ( mm)
d 4 3.5
D 11 -
L 15 -
dc 3.3 2.92
Dc (2.3dc) 7.59 6.72
Lc 10 -
w 1.25 1.38
θ 60◦ -
t 0.5 -
dp 1 -
Dp 1.95 1.7
Lp 2 1.75
dsma 0.9 -
Dsma (3.33dsma) 3 -
Lsma 10 -
Lcone 13 -

Table 7.1: Table of dimensions defined in figure 7.6. The coupling structure was
designed for two values of the cavity inner diameter, 3.5 mm and 4 mm, with the
values for each design shown in the corresponding column. A dash in the value
column indicates the value is the same for both designs.

Region A represents a standard, PTFE-filled, semiridged cable that brings the

microwave to the system. The left end of the semirigid cable in the model is the

input and output port; this is the only place energy can enter or leave the system,

other than by being dissipated by ohmic or dielectric losses. HFSS models the

fields at this port as being purely in the TEM mode. The length of region A does

not effect the function of the rest of the structure, and it can be imagined as being

infinitely long.

Region B is a transition region which serves to increase the diameter of the

coaxial cable to facilitate the eventual coupling to the much larger cavity. It is

vacuum filled, and the ratio of the outer to inner diameter is kept fixed as the

overall diameter is increased in order to keep the coaxial cable impedance constant.

At the boundary of regions A and B there is a step in the diameter of the inner

conductor because of the dielectric change from PTFE to vacuum. The ratio of
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outer to inner diameter jumps from 3.33 in PTFE to 2.3 in vacuum so that the

impedance is maintained at 50 ohm in both regions. The diameter change is done

slowly on the scale of the wavelength in order to minimize any reflection. Once

the final diameter is reached, it is held fixed for some length in order to allow any

evanescent modes to decay and purify the TEM mode.

Since the coupling structure would necessarily come after the cavity circulator

in a µPDH setup, it is critical to minimize any reflections that do not come from

the cavity itself. The scattering of the transition from region A through to the

end of region B is tested by modeling it independently of regions C and D, as

shown in figure 7.7a. The scattering coefficients between the input and output

are displayed in figures 7.7b, 7.7c, and 7.7d, where the reflection is seen to be

about −25 dB in the frequency range of interest.

Region C is where the incoming wave couples to the cavity. Due to the complex

geometry here, its structure will be described step-by-step following the images in

figure 7.8 for clarity. The oversized coax comes to an end in a circular grove (semi-

torus) that is tangent to both the inner and outer conductors, and is separated

from the cavity by a thin metallic wall - figures 7.8a, 7.8e, and 7.8i. The semi-torus

serves to concentrate the magnetic field nearest to the cavity and helps minimize

the size of the necessary coupling hole.

An arc-shaped wedge is cut into the thin wall, joining the coax to the cavity

- figures 7.8b, 7.8f, and 7.8j. The bottom edge of the wedge is tangent to the

inner conductor of the cavity, where the cavity magnetic field is highest, and the

diameter of the incoming coax is chosen so that the semi-torus is centered on the

wedge in order to maximize the overlap of the leakage field with the cavity field.

A cylindrical thru-hole is cut perpendicular, but offset, to the axis of the coax

in such a way that it is symmetric about the wedge and concentric with the circle

formed by the intersection of the torus and a plane containing the coax axis -

figures 7.8c, 7.8g, and 7.8k. A short, copper tube, the “pill” (shown in pink in
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(a) Model of Transition, Regions A and B Only

(b) Magnitude of Scattering Coefficients (c) Argument of Scattering Coefficients

(d) Smith Chart with Complex Scattering Coefficients

Figure 7.7: The scattering from the transition from standard, semirigid, coaxial
cable to an oversized, vacuum-filled coax. The reflection from the entire transition
is about −25 dB. The geometry is shown in panel a), where ports 1 and 2 are
defined. The curves in panels b), c) and d), which sometimes lie on top of each
other, are labeled to avoid ambiguity.
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(a) Top 1 (b) Top 2 (c) Top 3 (d) Top 4

(e) Side 1 (f) Side 2 (g) Side 3 (h) Side 4

(i) Front 1 (j) Front 2 (k) Front 3 (l) Front 4

Figure 7.8: Various views of the coupling structure as its complex geometry is
built up step-by-step. Panels a-d are a top view, e-h are a side view, and i-l are
a front view.

81



(a) Pill Centered
Most Over Coupled

(b) Pill Offset
Intermediate Coupling

(c) Pill Removed -
Most Under Coupled

Figure 7.9: The position of the metallic pill in front of the wedge-shaped hole
joining the coax with the cavity determines the degree of coupling between the
two. As the pill concentrates the magnetic field in front of the hole, the cavity is the
most overcoupled when the pill is centered on the hole, and becomes progressively
undercoupled as the pill is moved to either side.

the figures), is supported by a dielectric rod inserted into the cylindrical hole

and is positioned in front of the wedge - figures 7.8d, 7.8h, and 7.8l. The rod

is made of polyetheretherketone (PEEK), chosen for its mechanical and stability

properties1. The pill is of slightly smaller diameter than the cylindrical hole and

does not touch any metal surfaces. The position of the pill along the axis of the

cylindrical thru-hole can be smoothly adjusted and the overlap of the pill with

the hole determines the degree of coupling between the coax and the cavity -

figure 7.9. The pill serves to concentrate the magnetic field in front of the wedge-

shaped hole, and consequently makes the hole appear bigger. This may be a bit

counterintuitive, as one might naively expect that a piece of metal placed in front

of a hole makes the hole appear smaller to an incoming microwave. As a result,

the coupling is greatest when the pill is centered on the gap and decreases as the

1The dielectric constant and loss tangent are taken to be 3.3 and 0.004 at X-band [42].
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pill is moved out in either direction. Thus, there are two positions where the

cavity is critically coupled.

Figure 7.10 shows the scattering parameter S11 of the entire coupling structure,

including the cavity, for various positions of the pill. As seen in figures 7.10e and

7.10f, when the pill is removed, the resonant frequency is 9.9508 GHz and the

cavity is 6 dB undercoupled. The cavity is near critical coupling when the pill is

about 0.5 mm off center from the gap - figures 7.10c and 7.10d. Here the coupling

is better than 35 dB and the resonant frequency is 9.9352 GHz, a 15 MHz shift

from the 6 dB undercoupled position. When the pill is centered, figures 7.10a and

7.10b, the cavity is 20 dB overcoupled and the resonant frequency is 9.93445 GHz.

The 3 dB width of the critically coupled line is about 7 MHz, corresponding to a

Q of 1420. This is a factor of 1.9 down from the unloaded Q calculated in table

6.1, very close to the expected factor of 2 difference. The shift of the resonant

frequency from the unloaded cavity to the critically coupled cavity is 54 MHz.
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(a) |S11|2 - Pill Centered (b) S11 - Pill Centered

(c) |S11|2 - Pill Offset by 0.5 mm (d) S11 - Pill Offset by 0.5 mm

(e) |S11|2 - Pill Removed (f) S11 - Pill Removed

Figure 7.10: The scattering parameters of the cavity as the overlap of the pill and
coupling hole is varied. In panels a and b, the pill is centered on the gap, the most
overcoupled position. At ∼ 0.5 mm to either side of center, the cavity is critically
coupled - panels c and d. When the pill is removed completely, the cavity is the
least coupled - panels e and f.
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CHAPTER 8

Mechanical Design of the Frequency-Distance

Encoder

Figure 8.1: The internal structure of the frequency-distance encoder.

There are several important considerations to take into account in the me-

chanical design of the frequency-distance encoder. 1) The volume of space that

contains any appreciable microwave field must be a faithful reproduction of the

simulated model, described in section 7.2. The biggest deviation from the model

is that the cavity must be cut somewhere in order to tune its length. To mini-
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mize the perturbation to the resonant mode, the cut must be made where there

are no currents in the walls - at the antinode of the electric field, right down the

middle of the cavity. 2) A coarse (0.05-0.3 mm) adjustment of the cavity length

is necessary in order to match it to the frequency of the source. The source is

tunable over a range of ∼ 25 MHz, corresponding to a length of about 40 µm, so

the cavity length needs to be set within this range. 3) A smooth and repeatable

fine-scale (. 10 µm) length adjustment is necessary to lock the cavity to the mi-

crowave frequency. The moving mass should be minimized in order to achieve a

high-bandwidth feedback loop. 4) The two half-cavities need to be aligned to the

required tolerance. Finally, 5) the length and/or motion of the microwave cavity

needs to be transferred to some application to serve a useful purpose. To this

end, it is advantageous to provide mounts on the microwave cavity to make the

relevant points in the application lie within the planes of the microwave cavity

walls. In this way, the precise and stable distance between them can be transfered

to the application.

Figure 8.1 is a model of a frequency-distance encoder designed with an internal

optical interferometer to measure its motion. The physical realization of the device

is shown in figure 8.2. The mechanical design of the device can be separated into

two functionally different components. On one side is the microwave portion

of the device - the microwave input, variable coupling, and the “fixed” half of

the resonant cavity. On the other is the “moving” half of the resonant cavity,

incorporating a mechanical flexture, piezo actuator, and preload structure. The

two halves are passively aligned with a cylindrical tube and are held in place with

end caps that screw onto the outside of the tube.
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8.1 The Fixed Half-Cavity

The microwave input is a standard SMA connector that transitions to a physical

realization of the structure described in section 7.2. The input structure was made

in several pieces, where possible, to simplify the machining. As the shorted end

of the coax input as well as the corners of the resonant cavity hold high current,

they were made out of a single piece of metal to minimize ohmic losses. All pieces

that contain microwave current were machined out of aluminum 7075 and were

subsequently gold plated. The fixed half-cavity assembly is shown in figures 8.2b

and 8.2c.

The half-cavity assembly slides into a hard-anodized aluminum tube so that its

axis is well defined. Dowel pins located on its outer face slide along groves in the

tube, preventing any rotation. The tube has a step in its inner diameter against

which a spacer ring of adjustable thickness is placed, followed by a rubber o-ring.

The half-cavity slides into the tube until it presses against the o-ring, and is held

in place by an endcap that screws onto the outside of the tube. Tightening the

endcap compresses the o-ring, and provides a coarse adjustment of the microwave

cavity length. A PEEK washer between the endcap and the half-cavity protects

the metal surfaces from direct, metal-to-metal rubbing and wear.
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(a)

(b) (c) (d)

(e)

Figure 8.2: The individual components (a), intermediate assemblies (b,c,d), and
completed assembly of the frequency-distance encoder. Figure 8.1 shows the in-
ternal structure.
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8.2 The Moving Half-Cavity

The other half of the microwave cavity is designed for fast, small-scale motion.

Its position within the device is visible in figure 8.1 and can be viewed alone in

figures 8.3a and 8.3b. The half-cavity is machined onto the end of a mechanical

flexture designed to elongate under the force of the piezo. The diameter of the

piece varies along its length because the different regions serve different purposes.

After the cavity, the piece narrows considerably, then taperes back out to the piezo

diameter. This narrow point isolates the cavity from the strain of the flexture

portion, minimizing deformation of the cavity wall. After reaching the piezo

diameter, there is a step change to a much smaller diameter that stays constant

for a few millimeter. This narrow, thin-walled region is designed to elongate

under axial stress, discussed below. Then the diameter increases again and stays

constant for another few millimeter. This region serves to align the half-cavity

with the tube axis via an intermediate piece. A region with a square cross section

follows, and then some threads to hold a nut.

The entire moving half-cavity assembly is visible in figure 8.2d. First a cylin-

drical piezo tube is slid over the flexture until it comes to rest on the flat surface.

A piece follows that presses against the piezo, and aligns the half-cavity axially

within the tube. Then comes a metal washer with a square inner hole that fits over

the square-cross section region of the flexture. A standard-shaped PEEK washer

Property Value Units
Elastic Modulus 7.2 · 1010 N/m2

Poisson’s ratio 0.33 -
Shear Modulus 2.69 · 1010 N/m2

Mass Density 2810 kg/m3

Tensile Strength 5.7 · 108 N/m2

Yield Strength 5.05 · 108 N/m2

Table 8.1: The mechanical properties of aluminum 7075 as used in the Solidworks
finite element study.
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and a bronze nut complete the preload structure. Tightening the nut preloads the

piezo so that it is always under compression. The piezo is not designed to support

any shear stress, and consequently any torque that may be transmitted to it from

tightening the nut could damage it. Because the washer with the square inner hole

cannot rotate relative to the piezo, it cannot transmit any torque, and protects

it. The PEEK washer prevents the two metal surfaces from rubbing when the nut

is tightened and reduces wear. The assembly is inserted into the tube to align it

with the other half-cavity and is held in place by another endcap.

Finite element analysis in Solidworks is used to determine the deflection of the

flexture under load, as shown in figures 8.3b, 8.3c and 8.3d. Aluminum 7075 is

chosen as the flexture material due to its light weight, stiffness, and yield strength,

and is gold plated for passivation and electrical conductivity. A list of its mechan-

ical properties is given in table 8.1. Under a 100 N load, the cavity deflection

is 1.2 µm and the highest stress in the piece is 12.5 × 106 N/m2, a factor of 40

less than the yield strength. The spring constant is therefore 83 N/µm and the

flexture has an elastic range of 48 µm.

The stiffness of the PEEK washer is much higher than the stiffness of the

flexture, and can be ignored. Its stiffness can be approximated using Hooke’s

Law,
F

A
= E

∆t

t
, (8.1)

where F is the force acting over the area of the washer A ≈ 106 mm2, E =

3.6 GPa is Young’s Modulus for PEEK, and t = 1 mm is the thickness of the

washer. The effective spring constant relating force to the change in thickness is

EA/t = 380 N/µm, more than a factor of 4 greater than the spring constant of

the flexture.
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8.3 The Optical Interferometer

In order to measure the motion and performance of the frequency-distance en-

coder, an optical interferometer is placed down the axis of the cavity. A single

mode fiber brings a laser beam to a 3 mm focal length lens assembly, shown in

figures 8.4a and 8.4b, that focuses it onto a metal mirror, figure 8.4c. The assem-

bly consists of a gradient index (GRIN) lens optically bonded to a concave lens,

whose curvature matches a surface of constant phase when the lens assembly is

at the proper working distance. The mirror is formed by evaporating copper or

aluminum onto the polished end of a 1 mm diameter quartz rod. As the glass-air

interface does not have an anti-reflective coating, there is about a 4% reflection at

the surface of the lens that serves as a reference for the interferometer. Some of

the light that reflects from the mirror gets coupled back into the fiber and inter-

feres with the reference beam. As the distance between the lens and the mirror

is swept, there is a sinusoidal variation in the reflected power with a peridicity of

λ/2.

The lens and quartz rod are held within the encoder assembly as shown in

figure 8.1. The rod is attached to the fixed half-cavity in such a way that the

uncoated end of the rod lies close to the plane of the cavity wall. The fiber and

lens are held by a set screw in the moving half-cavity, again trying to set the lens

in the plane of the cavity wall.
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(a) Cross section of the moving half-cavity

(b) Fixed points
and loads

(c) Deformation under load (d) Stress under load

Figure 8.3: The mechanical deformation of the flexture under load as determined
by finite element analysis in Solidworks. The thin wall of the piece is designed to
elongate under the force of the piezo, and provide the ∼ 10 µm range of motion.
In the figures, the green arrows point to the face that is fixed and not allowed to
move while the purple arrows represent the applied load. The material modeled
is aluminum alloy 7075, and there is a 100 N force applied uniformily to the face
perpendicular to the purple arrows. Panels a) and b) show the unloaded shape of
the piece, while panels c) and d) display the loaded shape, with the deformation
scaled by a factor of 3100. The magnitude of the deformation is shown by the
color scale in panel c) while the stress in the material is shown by the color scale
in panel d). Under the 100 N load, the cavity moves by 1.2 µm and the highest
stress in the piece is a factor of 40 less than the yield strength. This implies a
spring constant of 83 N/µm and an elastic range of 48 µm.
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(a) Input fiber and lens assembly

(b) Close-up of lens (c) Copper coated quartz rods

Figure 8.4: An optical interferometer is used to observe the motion of the
frequency-distance encoder. A single mode fiber brings laser light to a lens as-
sembly (a and b), that focuses it onto a copper or aluminum mirror on the end of
a quartz rod (c). There is about a 4% reflection from the glass-air interface that
serves as a reference beam for the interferometer. The transmitted light reflects
off the metal mirror and is partially coupled back into the fiber by the lens, where
it interferes with the reference. The distance between the lens and the mirror
determines whether there is constructive or destructive interference.
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CHAPTER 9

The Frequency-Distance Encoder System

In this section the performance of the frequency-distance encoder is described. Its

range, resolution, and mechanical bandwidth are measured.

9.1 The Microwave Cavity

The first order of business is to characterize the cavity. Its Q is optimized, and

the coupling structure is examined.

9.1.1 Cavity Q

The cavity was connected to a calibrated Agilent 8720ES Network Analyzer and

the coupling screw was adjusted until critical coupling was achieved. Figure 9.1a

shows the mode curve of the critically-coupled cavity on a linear scale. In the first

iteration of the gold plating, the linewidth was measured to be 22 MHz, implying

a Q of 450. From the HFSS eigenvalue calculations in table 6.1, the unloaded Q

is expected to be 2685. When critically coupled, the Q is expected to drop by a

factor of 2 to 1340 - so the measured Q is about 3 times too low.

This factor of 3 discrepancy can be due to the gold plating not being sufficiently

thick, or to the presence of impurities in the gold. In gold plating aluminum, a

layer of nickel is first deposited, followed by the gold. If the gold is too thin then

there are significant losses in the nickel and the Q would be low. An estimate

of the variation in Q that could be expected from such an effect is obtained by
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Figure 9.1: The cavity resonance shown on a linear scale. Panel a) shows the
mode curve with the original gold plating. The linewidth is 22 MHz, implying a
Q of 450. Panel b) shows the mode curve after plating with higher-purity gold.
The cavity linewidth becomes 7.65 MHz, implying a Q of 1280. This is closer to
the expected Q of 1340.

calculating the best and worst case scenarios. A pure gold cavity should have a Q

of 1340, but a pure nickel cavity should have a Q of 33, a huge range of variation.1

To estimate the thickness of gold required, note that the Poynting vector of the

electromagnetic field at the surface of a real conductor has a component pointing

into the conductor, representing the energy flow into it. As both the E and H

fields fall off exponentially with the skin depth, the Poynting vector is proportional

to e−2x/δ, where x is the distance measured into the conductor and δ is the skin

depth. This corresponds to -8.7 dB per skin depth. After four skin depth, the

energy flow into the conductor has dropped by 3.3× 10−4, and after 5 skin depth,

by 4.5×10−5. Thus 4-5 skin depth should be sufficient to preclude any significant

perturbation to the Q. The skin depth in gold at 10 GHz is 0.75 µm, so a gold

thickness of 3-4 µm is required.

To verify the thickness of the plating, one of the gold plated pieces is inserted

into a Nova 600 Scanning Electron Microscope (SEM) and Focused Ion Beam

1The cavity Q of nickel should be a factor of
√
σNiµAu/σAuµNi less than the Q of the

gold cavity, where σx is the conductivity of material x, and µx is its magnetic permeability.
σAu = 4.1× 107 Ω−1m−1 while σNi = 1.45× 107 Ω−1m−1. µAu = 1, however µNi = 600. From
this, a factor of 41 difference is expected, and verified by HFSS eigenvalue calculations.
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(a) Cut in gold-plated surface (b) Close-up of gold layer

Figure 9.2: Focused ion beam images of the original gold plating. Panel a) shows
a plane perpendicular to the surface of the piece that was exposed by ion beam
milling. The lighter colored top layer is the gold, followed by a darker nickel layer.
Panel b) is a close up of the gold layer with thickness measurements shown. As
this is greater than 5 skin depth, it is sufficiently thick.

(FIB) system. An ion beam is used to cut a wedge into the piece, exposing a

plane perpendicular to the surface as shown in figure 9.2a. The lighter colored

top layer is the gold, followed by the darker nickel layer. The nickel is thicker

than the depth of the cut, and therefore the aluminum is not visible in the image.

Figure 9.2b is a close up of the gold layer with thickness measurements shown.

The gold is 4.25 µm thick, or 5.67 skin depth, well above the requirement.

As the gold layer was sufficiently thick, the presence of impurities was sus-

pected. To run an elemental analysis on the sample, it was placed in a Hitachi

S4700 SEM with an Energy-Dispersive X-ray (EDX) probe. The EDX spectrum

is used to determine the elemental composition of the material. Figure 9.3 shows

the x-ray spectrum of the gold layer, at the point labeled “1” in the top left im-

age. The machine identifies the peaks in the spectrum as being due to both gold

and nickel content at point 1. By comparing the amplitude of the peaks, it is

determined that there is ∼ 20% nickel content by atom in the gold layer. Clearly

this is way too high.
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Figure 9.3: SEM image (top left) and EDX spectrum (bottom) of the original
gold plating. Peaks corresponding to gold and nickel are visible in the spectrum.
From the ratio of the peak amplitude, it is estimated that there is 20% nickel by
atom in the plating. This is likely the cause of the Q being a factor of 3 lower
than expected.

The cavity was sent to Metal Surfaces Inc for re-plating. The specification on

the plating was nickel sulfamate plate 0.00005 inch (1.3 µm) minimum thickness

followed by gold 0.0002 inch (5 µm) minimum thickness per MIL-G-45204C Type

III (99.9%), Grade A hardness (soft). The higher purity plating is visually different

than the lower purity plating as shown in figure 9.4. It appears as a dull, matte,

yellow finish as opposed to a shiny metallic finish. FIB SEM images are taken to

verify the thickness of the new layer, shown in figure 9.5. EDX data confirm that

the re-plated surface has a higher purity of gold. The cavity linewidth, shown in

figure 9.1b, is 7.65 MHz, and gives a Q of 1280, within 5% of simulation. The

signal-to-noise ratio of the µPDH signal measured with the cavity was improved

by the higher Q, shown in figure 9.6.
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Figure 9.4: Some gold-plated aluminum pieces from two different batches. The
shiny pieces on the left are from a run that left ∼ 20% nickel in the gold. The
dull pieces on the right are a 24 carat plating, specified to be 99.9% gold.

9.1.2 The next-highest mode

The cavity was designed so that the lowest frequency mode is the TEM mode,

and that it is well separated from the next highest mode in order to prevent

mode mixing. As discussed in section 6.2, the second mode is the TE111 mode.

Figure 9.7 shows the cavity reflection as the frequency is scanned over a range of

10 GHz. The TEM mode is visible at 9.82 GHz, and the TE111 mode is visible

at 16.75 GHz, as expected from the theory of section 6.2.
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(a) Cut in re-plated surface (b) Close-up of cut

Figure 9.5: Focused ion beam images of the re-plated gold surface. Panel a)
shows a plane perpendicular to the surface that was exposed by ion beam milling.
The dark layer towards the bottom is the original nickel layer. Right above it
is the original gold layer, followed by a slightly lighter new layer - the re-plated
gold. Panel b) is a close up of the gold with thickness measurements shown. The
crystalline structure of the purer gold layer contrasts with the porous structure of
the impure layer below.
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Figure 9.6: The µPDH noise spectrum measured with cavities with different gold
plating. The higher purity gold triples the cavity Q, and helps lower the noise
spectrum to the frequency-noise limit.
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Figure 9.8: The cavity mode curve as the position of the coupling screw is changed.
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9.1.3 Cavity coupling

The first test of the coupling structure was to critically couple the cavity. Since

the range of coupling is extremely dependent on the dimensions of the coupling

pill, a set of pills with diameters in the range 0.064-0.076 inch was made. It was

experimentally determined that the pill with 0.071 inch diameter worked best2,

with larger diameters coupling too much, and smaller diameters not enough. The

length of the cavity was set so that the resonance frequency was around 9.82 GHz.

Coupling to 50 dB was straightforward and stable. At about the 60 dB level, it

became sensitive to vibrations and pressure on the cable. 80 dB coupling was

achieved, but only for short periods of time due to drift.

Figure 9.8 shows the cavity mode curve as the position of the coupling screw

is changed. The curves on the right are undercoupled, and shift towards the left

as the coupling is increased. A Lorentzian of the form,

|S11|2 = 1− 1− |Γmin|2

1 + 4 (f−f0)2

δf2

, (9.1)

is fit to the cavity mode curves. Here, f is the frequency, f0 is the cavity frequency,

δf is the Full-Width-at-Half-Max (FWHM), and |Γmin|2 is the reflection minimum.

Recall that Γmin is related to the coupling coefficient β through equation (3.5b).

The variation of the fit parameters with the position of the coupling screw is shown

in figure 9.9. The zero position of the screw is chosen to be at the location of

critical coupling. The oscillations with screw position have a periodicity matching

a full rotation of the screw (80 turns per inch), and indicate that the coupling pill

was not axially symmetric with the screw.

2The 0.071 inch pill was used for the high-Q version of the cavity. For the low-Q version,
the 0.0745 inch pill was needed.
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Figure 9.9: Various cavity parameters as the position of the coupling pill is
changed. The curves are measured with the Q=1280 cavity.
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9.2 The µPDH Signal Measured with the Coaxial Cavity

The µPDH signal is set up as described in section 5.3. The procedure is the same

as it was with the EPR cavity. Since the Q of the coaxial cavity is lower than the

Q of the EPR cavity (1280 compared to 2585), a reduction of signal for the same

microwave power is expected. Increasing the microwave power partially makes up

for this, but there are practical limitations to this. Increasing the carrier power by

changing the DC level on the vector modulator baseband inputs is limited by the

amplitude of spurious signals that grow faster than the carrier power. Increasing

the sideband power is limited by the amplitude of the sideband-sideband beat

signal, which grows faster than the sideband-carrier beat signal, saturating the

preamplifier. In practice the carrier and sideband powers are set as high as possible

without causing noticeable signal-to-noise degradation (about 12 dBm carrier and

-12 dBm sideband power).

The noise spectral density of the µPDH signal measured with the coaxial cavity

is shown by the black curve in figure 9.10. The broad peak at 5 kHz is recognized

as the VCO-PLL phase noise peak. A few 60 Hz harmonics are visible. The

peaks at 20 - 80 Hz are due to a fan in a nearby fume hood and vibrations of some

system components. The µPDH noise spectrum measured using the EPR cavity is

also shown (blue curve) as a best-case comparison. Since it is (mostly) frequency-

noise limited, it is Q and power independent. The noise measured with the coaxial

cavity below 2 kHz is slightly higher, due to the lower Q
√
PcPs product, vibrations

of system components, and low-frequency acoustic noise. The difference between

10-70 kHz is due to mechanical resonances of the coaxial cavity components.

In order to speed up the settling time of the VCO when changing frequency,

the bandwidth of the VCO phase-lock loop was increased as described in appendix

B. After doing so, the µPDH noise spectral density changed considerably, to that

shown in figure 9.11. The noise density at frequencies up to 10 kHz was decreased
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Figure 9.10: The noise spectral density of the µPDH signal measured with the
coaxial cavity (black curve). The spectrum is measured at a carrier power of
15 mW and sideband power of 0.063 mW. The µPDH noise spectrum measured
when using the EPR cavity is also shown for comparison (blue curve).

at a cost of increasing the noise density at frequencies greater than 10 kHz. Since

the bandwidth of the cavity lock will be less than 10 kHz, this is a beneficial

tradeoff for the frequency-distance encoder application. Figure 9.12 shows the

noise in the time domain over a 5 ms period for 1, 3, and 10 kHz bandwidths.

There is 1.6 Hz RMS noise, corresponding to 2.5 pm, in an 0.20-1 kHz bandwidth.
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9.3 The Locked Cavity

The µPDH signal is fed back through a digital feedback controller and high volt-

age amplifier to the piezo to keep the cavity resonant frequency locked to the

frequency of the source. As the source frequency is changed, the cavity follows.

The interferometer is used to independently measure the motion of the cavity.

The feedback is done on an Asylum Research MFP 3D Atomic-Force Micro-

scope controller. The µPDH signal is digitized using a 16-bit, 5 MHz ADC and

taken to a digital signal processor that performs the filtering and proportional-

integral gain feedback control. The signal goes to a 24-bit, 100 kHz DAC, followed

by a high-voltage (-10-150 V) amplifier and taken to the piezo (Piezomechanic

GmbH model HPSt 150/14-10/12).

9.3.1 Tuning range and resolution

The VCO has a tuning range of 20 MHz, corresponding to a distance change of

30 µm. The piezo, however, has an unloaded stroke of roughly 12 µm. In addition,

when the piezo is properly preloaded, its range drops considerably. The stiffness of

the piezo is specified as k1 = 250 N/µm, and as discussed in section 8.2, the spring

constant of the flexture about k2 = 83 N/µm. Therefore, the range is expected to

be reduced by a factor of k1/(k1 + k2) ≈ 0.75 to 9 µm.

Figure 9.13 displays the interferometer signal as the frequency is scanned over

a range of 7.5 MHz, as well as the voltage applied to the piezo in closed-loop. The

signal from both the forward (trace) and reverse (retraces) scans are visible. The

piezo hysteresis curve is visible in the bottom panel of the figure. The range of

motion of the cavity can be deduced from the λ/2 periodicity of the interference

pattern and the known laser wavelength of 1310 nm. There are 18.7 periods

visible in the figure, yielding a range of 12.2 µm. The period is 400 kHz, giving

a frequency-to-distance conversion factor of 612 Hz nm−1 (measured with the low
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Figure 9.13: The interference pattern (above) and piezo voltage (below) during a
full-range, forward (trace) and backward (retrace) sweep of the cavity. The λ/2
periodicity of the interference pattern gives the range of motion as being 12.2 µm.
The closed-loop piezo voltage gives the piezo hysteresis curve.

Q cavity). This is to be compared to the theoretical value 2f 2/c = 642 Hz nm−1,

to be discussed in detail in chapter 11. After further tightening the preload nut

the range of motion dropped by a factor of 2 to about 6.2 µm. The interpretation

is that the preload in the first case was not due to the flexture but to something

softer. After tightening the nut, the piezo was properly seated and loaded against

the flexture and the drop in the range of motion was observed. The factor of two

difference in range implies that k2 ≈ k1. This is likely a more accurate estimate

for the stiffness of the flexture than the one given by Solidworks.

Assuming that the feedback controller is noise free, the resolution of the system

is set by the µPDH noise level discussed in section 9.2, 1.6 Hz or 2.5 pm in a kHz

bandwidth. In principle, the VCO frequency can only be set to discrete frequencies

determined by the fractional-N PLL. However, as the AD9956 chip is used to lock

the VCO to the reference through a DDS, the frequency can be set with 48 bit

resolution. This corresponds to ∼ 10 µHz steps, far better than the µPDH RMS
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Figure 9.14: A sample of the interferometer noise in two different bandwidths over
a 10 ms time interval.

noise level in any practical bandwidth. The range-to-resolution ratio is a few times

106.

9.3.2 Interferometer performance

The laser used in the interferometer is a QPhotonics QFBGLD-1300-5 single-

mode-fiber-pigtailed laser diode at 1310 nm. To measure small-scale distance

changes (less than λ/4), the cavity frequency is chosen so that the interferome-

ter sits on a slope. Multiplying the slope of the curve by the frequency-distance

conversion factor gives the volts-to-distance calibration. A sample of the interfer-

ometer noise is shown in figure 9.14. The RMS noise in 1 kHz bandwidth is about

a factor of 4 larger than the µPDH noise.

Figure 9.15 shows the interferometer noise spectral density compared to the

µPDH noise spectral density. The much poorer low frequency performance of the

interferometer is due to its instability. It constantly drifts on the second to minute
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timescale, and mode hopes occasionally. This is likely due to the 7.6× 10−6 K−1

wavelength stability of the laser discussed in section 10.2.4, and can be reduced

by placing the laser diode in a better controlled environment or stabilizing it by

some other method. The large peaks between 5-50 kHz are mechanical resonances.

They were also visible in the µPDH noise spectrum before the PLL bandwidth

was increased.

Figure 9.16 shows the motion of the cavity as its frequency is stepped back

and forth by 5 kHz. In open loop, there is a 5 kHz step in the µPDH signal as the

setpoint is changed. The settling time of the µPDH signal is discussed in section

9.3.3. The interferometer signal stays flat as there is no motion of the cavity.

The initial spike in the open-loop µPDH signal before it reaches the 5 kHz value

reflects the VCO adjusting to the new set point of the PLL. In closed loop, the

piezo adjusts the cavity length to bring the µPDH signal back to zero, as shown

by its exponential decay. The resultant 8 nm step in the cavity length is visible
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Figure 9.16: The interferometer and µPDH signals as the source frequency is
stepped back and forth by 5 kHz. In open loop, the µPDH signal moves up to
5 kHz and the interferometer signal stays flat as there is no motion of the cavity.
In closed loop, there is a step in the µPDH signal followed by an exponential
decay back to zero as the piezo adjusts the cavity length to match the frequency.
The interferometer signal shows the resultant motion of the cavity, a step of 8 nm.
The interferometer signal was measured though a 10 kHz low-pass filter, while the
µPDH signal was measured through a 100 kHz low-pass filter.

in the interferometer closed-loop curve.

From the measured the µPDH noise, the system should be able to achieve

2.5 pm steps in 1 kHz bandwidth, but unfortunately the interferometer is not

capable of seeing them given its instability and noise. In partial consolation,

40 pm steps are visible in figure 9.17, created by stepping the cavity frequency by

25 Hz.
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Figure 9.17: The closed-loop interferometer and µPDH signals as the source fre-
quency is stepped back and forth by 25 Hz, resulting in 40 pm step in the cavity
length. The signals were measured though 3 kHz low-pass filters.

9.3.3 Locking bandwidth

The frequency-distance encoder cannot change its length faster than the VCO

frequency settles. After optimization of the PLL loop as described in appendix

B, the settling time of the VCO is much faster then the expected mechanical

bandwidth. Figure 9.18 depicts the open loop µPDH signal as the setpoint of

the PLL is stepped by 5 kHz. The VCO frequency overshoots and oscillates a bit

around its final value, similar to the behavior of an underdamped oscillator. The

time constant of the exponential envelope of the oscillations is 8.8 µs. This is a

bandwidth of 18 kHz.

To measure the speed of the mechanical response, the frequency is stepped in

closed loop, and the rise-time of interferometer signal is measured. The response

of the bare-metal flexture is limited to ∼ 2 kHz because of its high Q mechanical

resonant modes. Even at that bandwidth, ringing of ∼ 1 nm amplitude is visible

that decays over several milliseconds. To dampen the ringing, a layer of spray-on
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Figure 9.18: The response of the VCO frequency to a 5 kHz step in the setpoint.
The response is similar to an underdamped oscillator with a natural frequency
of 43 kHz and damping constant of 0.42. The time constant of the exponential
envelope is τ = 8.8 µs.

Figure 9.19: Rubber is added around the cavity flexture to increase damping and
minimize ringing.

rubberized sealant is added around the flexture as shown in figure 9.19. With the

damping, the mechanical step response rise time was 45 µs (3.5 kHz bandwidth),

with significantly suppressed ringing. The bandwidth, however, was not limited

by the mechanics, but by delay in the feedback controller.

Replacing the digital feedback controller with an SRS SIM960 100 kHz analog

PID controller improves the response tremendously, shown in figure 9.20. The time
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Figure 9.20: An analog PID controller improves the time constant of the response
to 20±0.5 µs, or a bandwidth of 8 ± 0.2 kHz. Ringing of about 2 nm amplitude
is visible, indicating additional damping is necessary. The interferometer signal is
viewed through a 100 kHz filter while the µPDH signal is viewed through a 30 kHz
filter.

constant is reduced to 20.0±0.5 µs, corresponding to an 8.0±0.2 kHz bandwidth.

Ringing is visible in the response, indicating additional damping may be helpful.
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CHAPTER 10

Drift Budget

Here is a tally of some of the effects that may cause a drift in the frequency-

distance encoder, despite it being locked to a stable frequency. The drift of the

interferometer measurement is also considered. A summary of the various sources

of drift is given in table 10.1. Experimental measurement of the three largest

effects is subsequently presented.

1Evaluated for lab conditions of p = 100.5 kPa, T = 25 ◦C, and a relative humidity2 of 40%.

Drift Source Frequency Distance
Temp. Coefficient of Resistivity -1.7 kHz K−1 -2.8 nm K−1

Index at 10 GHz due to Temp.1 12 kHz K−1 19 nm K−1

Index at 10 GHz due to tot. Pres.1 -31 Hz Pa−1 -0.047 nm Pa−1

Index at 10 GHz due to Humidity1 -412 Hz Pa−1
H2O -0.63 nm Pa−1

H2O

Expansion of Quartz Rod - -8.4 nm K−1

GRIN Lens Offset (Al Expansion) - 46 nm K−1

Index at 1310 nm due to Temp.1 - -2.6 nm K−1

Index at 1310 nm due to tot. Pres.1 - .0078 nm Pa−1

Index at 1310 nm due to Humidity1 - -.001 nm Pa−1
H2O

Laser Wavelength Stability - -23 nm K−1

Table 10.1: Various sources of drift and their expected magnitude. The frequency
change is for an open loop cavity. The distance change is for a closed loop cavity,
where a positive change means the cavity gets longer.
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Metal ρ · 10−8 (Ω m) 1
ρ
∂ρ
∂T

(K−1) δ (µm) ∂δ
∂T

(nm K−1) Drift (nm K−1)

Silver 1.587 .00375 0.640 1.20 2.40
Copper 1.678 .00401 0.658 1.32 2.64
Gold 2.214 .00367 0.756 1.39 2.78

Table 10.2: Drift due to the skin depth temperature dependence for various con-
ductors. The values for ρ are taken from [43] at T = 293 K. The values for ∂ρ

∂T

are calculated by linearly extrapolating between the values of ρ at T = 293 K and
T = 298 K in [43] and taking the slope.

10.1 Microwave Cavity Drift

10.1.1 Skin depth temperature dependence

The skin depth in metals is given by

δ =

√
2ρ

ωµ
, (10.1)

where ω, ρ, and µ are the microwave angular frequency, the metal resistivity, and

metal permeability respectively. At room temperature, the resistivity typically

varies by a few parts per thousand per degree, which leads to an effective change

in cavity length of twice the change in skin depth (there are two walls). Estimates

for the size of this type of drift are given in table 10.2.

10.1.2 Dielectric constant at 10 GHz

Changes of the index of refraction, n, of the gas within the microwave cavity affect

its resonance frequency though,

df

f
= −dn

n
. (10.2)

Measurements of the index of refraction of dry air and water vapor are given in

[44], [45], and [46]. A convenient formula in [44] gives the refractive index up to
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30 GHz as,

(n− 1)× 106 =
0.776

T
(p+ 48.1

e

T
), (10.3)

where T is the temperature in Kelvin, p is the total pressure (dry air plus water

vapor) in Pascal, and e is the partial pressure of water vapor in Pascal.

From here, several quantities of interest can be calculated, namely the change

of index with respect to total pressure with the temperature and ratio of dry to

moist air held fixed, ∂n
∂p
|T,e/p; the change of index with respect to temperature with

the pressures held fixed, ∂n
∂T
|p,e; and the change of index with respect to the partial

pressure of water vapor with the temperature and total pressure held fixed, ∂n
∂e
|p,T ,

∂n

∂p

∣∣∣∣
T,e/p

= 0.776× 10−6 1

T
(1 + 4.81× 103 e

pT
), (10.4)

∂n

∂T

∣∣∣∣
p,e

= −0.776× 10−6 p

T 2
(1 + 9.62× 103 e

pT
), (10.5)

∂n

∂e

∣∣∣∣
p,T

= 3.73× 10−3 1

T 2
. (10.6)

Evaluating these derivatives for typical lab conditions of p = 100.5 kPa, T =

25 ◦C, and a relative humidity2 of 40% and combining with equation 10.2 gives

the fractional change in frequency as,

1

f

∂f

∂p

∣∣∣∣
T,e/p

= −3.14× 10−9 Pa−1, (10.7)

1

f

∂f

∂T

∣∣∣∣
p,e

= 1.24× 10−6 K−1, (10.8)

1

f

∂f

∂e

∣∣∣∣
p,T

= −4.2× 10−8 Pa−1
H2O. (10.9)

The magnitude of the expected frequency or length change is given in table 10.1.

2The vapor pressure of water is given in [47] as 3.2 kPa at 25 ◦C.
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10.2 Interferometer Drift

10.2.1 Quartz rod

The fused quartz rod is fixed onto a surface coplanar with one wall of the mi-

crowave cavity. Aluminum was evaporated on the opposite end of the quartz

rod, forming one mirror of the interferometer. The rod is 14 mm long and has a

thermal expansion of 0.6× 10−6 K−1, corresponding to a drift of 8.4 nm K−1.

10.2.2 Offset between the GRIN lens and microwave cavity wall

The surface of the GRIN lens is not coplanar with the microwave cavity wall. It

is estimated that the surfaces are offset by ∼ 2 mm because the quartz rod was

fabricated about 2 mm longer than needed. Consequently the GRIN lens had

to be moved back in order to keep the quartz mirror near the focal plane of the

GRIN lens. The piece holding the GRIN lens is made of aluminum, with a thermal

expansion of 23× 10−6 K−1, corresponding to a drift of 46 nm K−1. This may be

partially compensated by the lens expanding in the opposite direction.

10.2.3 Dielectric constant at infrared wavelengths

NIST provides a refractive index of air calculator as part of the Engineering

Metrology Toolbox available on their website3. Based on this data, the sensi-

tivity of the index of refraction at 1310 nm to changes in temperature, humidity,

3http://emtoolbox.nist.gov/Wavelength/Ciddor.asp
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and pressure is estimated as,

∂n

∂T

∣∣∣∣
p,e

= −8.79× 10−7 K−1, (10.10)

∂n

∂p

∣∣∣∣
T,e/p

= 2.61× 10−9 Pa−1, (10.11)

∂n

∂e

∣∣∣∣
p,T

= −0.36× 10−9 Pa−1
H2O. (10.12)

10.2.4 Laser wavelength stability

With a 3 mm long interferometer, the laser wavelength needs to be stable to

3 × 10−7 in order for the measurement to be stable at the 1 nm level. This

corresponds to a wavelength stability of 0.4 pm (68 MHz) for a 1310 nm laser.

The current QPhotonics fiber pigtailed laser diode, model number QFBGLD-

1300-5, operates at a wavelength of 1310 nm and is specified to have a wavelength

temperature coefficient of 0.01 nm K−1. It requires temperature stabilizing to

0.05 K for measurements to be stable at the 1 nm level.

10.3 Measured Sensitivity to the Environment

The microwave cavity and interferometer are sitting in atmosphere and are ex-

posed to the changing lab environment. It is observed that the largest factors

influencing the frequency-distance encoder are humidity, temperature, and air

pressure. In an eventual application, a temperature-stabilized vacuum environ-

ment is almost certainly necessary.

To measure the effects of the environment on the system, the cavity is locked to

a frequency and the interferometer signal, piezo voltage, temperature, air pressure,

and humidity are recorded over several hours. Figure 10.1 displays the various

curves over a 15 hour time-span. It appears that the piezo voltage follows the

temperature most closely, and that the interferometer signal follows the partial
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Figure 10.1: The cavity drift over almost 17 hours along with measurements of
the piezo voltage, temperature, air pressure, and humidity. The interferometer
signal remained on the linear portion of one fringe during the entire time span.

pressure of water vapor the closest.

A quantitative analysis is done by finding the linear combination of changes

in the temperature, water vapor, and pressure curves that best fits changes in

the interferometer and piezo voltage traces. The procedure is described in detail

in appendix C. Figure 10.2a shows the best-fit linear combination to the piezo

voltage, which seems to be a good fit. Figure 10.2b shows the relative contribution

of the various sources, with temperature and humidity contributing roughly the

same amount, and pressure contributing the least. The coefficients are given in
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Figure 10.2: The piezo voltage can be written as a linear combination of the
temperature, water vapor pressure, and total pressure with coefficients given in
table 10.3. Panel a) shows the best fit curve compared to the measured curve.
The contribution of the various effects is shown in panel b).

table 10.3.

Figure 10.3a shows the best fit linear combination to the interferometer curve.

The fit matches reasonably well, but there are noticeable discrepancies that indi-

cate there is an effect that was not included. The wavelength variation of the laser

is suspected to account for the discrepancies, but without a means of measuring

the wavelength to the necessary precision, this remains to be verified. Figure
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Figure 10.3: The interferometer curve can be approximately written as a linear
combination of the temperature, water vapor pressure, and total pressure curves
with coefficients given in table 10.3. Panel a) shows the best-fit curve compared to
the measured curve, while panel b) shows the contribution of the various effects.

10.3b shows the relative contribution of the various sources, with humidity being

the largest contributor by far, and temperature and total pressure contributing

roughly the same amount. The coefficients are also given in table 10.3.

The interferometer curve temperature coefficient of 25.4 nm K−1 is in agree-

ment with what is expected from adding up the temperature-related drift sources
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Variable Piezo Voltage Interferometer Motion
Temperature 9.99 V K−1 25.4 nm K−1

Humidity 0.0161 V Pa−1
H2O 0.631 nm Pa−1

H2O

Total Pressure 0.00188 V Pa−1 -0.029 nm Pa−1

Table 10.3: The coefficients of the temperature, humidity, and total pressure
curves that give the best fit linear combination to the piezo voltage and interfer-
ometer curves.
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Figure 10.4: The µPDH signal as the pressure in the room is stepped by about
20 Pa. The frequency shift of the cavity is determined to be 36± 5 Hz Pa−1.

in table 10.1 (28 nm K−1)4. The humidity coefficient of 0.631 nm Pa−1
H2O matches

the calculated value in table 10.1 to better than a percent. The total pressure coef-

ficient is off by 25% (-0.029 compared to -0.039 nm Pa−1), likely due to inaccurate

estimates of the composition of air.

The total pressure coefficient was also measured by an independent method.

Opening and closing the door to the lab changes the pressure by about 20 Pa.

The pressure and µPDH signals are recorded in figure 10.4 as the door to the lab

is repeatedly opened and closed. Dividing the frequency step by the pressure step,

4The uncertainty in some of the values in table 10.1 is larger than the discrepancy. The
biggest contributors being the uncertainty in the position of the GRIN lens and the laser wave-
length stability coefficient.
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the frequency shift is determined to be 36±5 Hz Pa−1. This is within uncertainties

of the value expected from the known pressure and temperature dependence of

gas permittivity discussed in section 10.1.2.
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CHAPTER 11

The Frequency-Distance Relationship

The frequency-distance relationship for an ideal, unperturbed cavity is,

f =
c

2L
. (11.1)

To use the frequency-distance encoder as a metrological tool that does not require

calibration, it is necessary that this relationship is obeyed as closely as possible.

In this section, the frequency-distance conversion is investigated and compared to

the optimal.

The interferometer is used to independently measure the length change of the
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Figure 11.1: The interference measured as the cavity frequency is scanned. The
frequencies at which the peaks occur are extracted to make the frequency-distance
plot of figure 11.2.
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Figure 11.2: The frequencies at which maxima occur in the interferometer pat-
tern are plotted against the length change of the cavity. For an ideal cavity,
the frequency-distance curve would have a linear coefficient of -642.7 Hz nm−1 at
9.815 GHz.

cavity as its frequency is swept. Many interferometer curves are recorded over the

range of motion of the cavity, as in figure 11.1. The peaks of the interferometer

pattern (spaced λ/2 = 655 nm apart) are selected, and the frequencies at which

they occur are plotted against the distance traveled. Many (10-20) such curves

are averaged to produce a figure like 11.2. Fitting a line to the data gives a slope

of −620 ± 3 Hz nm−1. At the center frequency of the figure, 9.815 GHz, df/dL

would be -642.7 Hz nm−1 for an ideal cavity, giving a deviation of 3.5%± 0.5%.

To estimate the uncertainty in the slope measurement, the sensitivity of the

slope to measurement technique was investigated. Repeating the scan and running

the algorithm to extract the peaks and fit a line results in a standard deviation

of the measurements on the order of ∼ 10−4. Changing the speed of the scan

does not affect the result. In addition, rebooting the bridge and rerunning the

phase-frequency plot algorithm to choose the optimal LO phase does not make
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Figure 11.3: The slope of the frequency-distance relationship for an unperturbed
cavity (blue line) compared to the measured slope (black points) as a function of
frequency for the Q=1280 cavity. The dashed black lines indicate the range of
mechanical repeatability of the measurements. Fitting a line to the data points
gives the second derivative of the frequency-distance relationship as d2f

dL2 = 240±
6 Hz µm−2. The dashed red line indicates the expected slope as a function of
frequency for a gap-perturbed cavity, using the theory developed in section 11.1.
The solid red line indicates the expected slope when the gap and mechanical
bending, section 11.2, are taken into account.

a difference. Removing and re-mounting the fiber GRIN lens changes the mea-

surement on the order of 5 × 10−4. Backlash in the coarse length-adjust knob

makes changes on the 2× 10−3 level. The largest effect comes from disassembling

and rebuilding the entire cavity mechanics, which makes changes on the order of

5× 10−3.
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Measuring df/dL over the range of the VCO frequency results in figure 11.3.

Each point in the figure is measured by taking 2 MHz sweeps centered around the

frequency plotted. The coarse length adjust knob was used to vary the length of

the cavity over the range needed, as the piezo was limited to only a 4 MHz range.

The scatter visible in the points is due to small mechanical changes from moving

the knob, and is much larger than the statistical error of each point, indicated

by the error bars. A curve corresponding to an ideal cavity is also shown for

comparison. Explanations for the deviation are explored in the sections that

follow.

11.1 Effect of the Gap

To make the cavity length adjustable, it was cut down the center. The location of

the cut was chosen based on the fact that there is no current at that location, and

therefore slicing the cavity in half would not perturb the mode as long as the gap

is infinitesimally thin. In this section the effect of a finite gap width on the cavity

resonant frequency is investigated. First, the results of numerical simulations are

presented, followed by an analytical estimate of the perturbation.

11.1.1 Numerical simulations

The discontinuity of the cavity inner and outer conductors is simulated in Ansoft

HFSS in order to quantify its effect on the cavity resonance frequency. Two models

are simulated, one where the center conductor ends at the gap, figure 11.4a, and

one where the center conductor bridges the gap, but is step-discontinuous, figure

11.4b. The outer conductor has a step discontinuity at the gap in both models,

going from 11 mm diameter to 13.5 mm diameter. The cavity is cut out of copper,

and modeled as two distinct halves separated by a thin vacuum layer, as would

be the case in any actual mechanical design. In order to close the structure,
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(a) Discontinuous Center Conductor (b) Step-Discontinuous Center Conductor

Figure 11.4: The cavity models simulated in HFSS to quantify the effect of the
central gap on the resonance frequency. Panel a) shows the model without a center
conductor bridging the gap while panel b) shows the model with a center conductor
bridging the gap. The red edges indicated by the outlined, white arrows indicate
the location of perfectly matched layers (PML) which prevent any reflection of
an incident wave. The gap width w, and its position relative to the center of
the cavity z, are adjustable parameters. The units of the displayed dimensions
are mm.

perfectly matched layers (PML) are added to terminate the space between the

halves, indicated by the red lines, and white arrows in the figures. The gap, of

width w, is not assumed to be centered on the cavity. Its location is given by the

gap-center to cavity-center distance z.

The cavity eigenfrequencies are calculated for w = 0.5, 1, and 1.5 mm and z

between ±1.5 mm in 0.25 mm steps. In actuality, w ≈ 100 µm and z . 100 µm,

but due to the numerical accuracy of the simulation it is not possible to get

meaningful results with such small perturbations and reasonable calculation time.

The approach taken is to find the resonant frequency’s functional dependence on

w and z, and extrapolate to small values.

The results are shown by the markers in figure 11.5, with the unperturbed

resonant frequency indicated by the red line. For a fixed w, the frequency varies
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Figure 11.5: The cavity eigenfrequencies calculated by HFSS for a range of z
and w are shown by the markers above. The cavity resonance frequency can be
expressed in the form of equation (11.2). The parameters A and B are extracted
by curve fitting and are given in table 11.1.

parabolically with z, with positive curvature when the center conductor is dis-

continuous, and negative curvature with the step-discontinuous center conductor.

The perturbation to the resonant frequency is overall smaller when the center con-

ductor bridges the gap, but for small z, there is no difference. The z = 0 points

are plotted as a function of w in figure 11.6. The dependence of the resonant

frequency on w and z can be expressed as,

f = f0 + Aw2 +Bwz2, (11.2)

where f0 = c/2L is the resonant frequency of the gap-less cavity, and values for

the coefficients A and B are found by curve fitting and given in table 11.1. The
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Figure 11.6: The cavity eigenfrequencies calculated by HFSS for z = 0 as a
function of w. The correction to the cavity frequency is quadratic in w, with
coefficient 72± 2 Hz µm−2.

Model A [ Hz µm−2 ] B [ MHz mm−3 ]
Discontinuous Center Conductor 72± 2 215± 10

Step-Discontinuous Center Conductor 65± 2 −25± 3

Table 11.1: The values of the coefficients of equation (11.2), describing the per-
turbed resonant frequency calculated by HFSS and shown in figure 11.5.

uncertainty in the values of A and B is due to their sensitivity to the details of

how the fitting is done. For example, forcing the fits to agree with known limiting

cases changes the result.

To get to the correction to the slope of the frequency-distance curve, note that

dw/dL = 1 and dz/dL = 0. The corrected slope is,

df

dL
=
df0

dL
+ 2Aw +Bz2. (11.3)
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and second derivative,
d2f

dL2
=
d2f0

dL2
+ 2A. (11.4)

Interestingly, the correction to the second derivative does not depend on the

gap width, nor on how accurately it is centered. The measurement of the second

derivative in figure 11.3, gives 240 ± 6 Hz µm−2. Subtracting the unperturbed

second derivative, 84 Hz µm−2, and dividing by 2 gives an experimental value of

A as 78± 3, compared to the numerical simulation value of 72± 2 Hz µm−2.

The correction to the first derivative depends on both the gap width and the

centering accuracy. The gap of the high Q cavity was measured by using the

cavity piezo as a sensor and turning the coarse length adjust knob until the two

halves touched. A voltage jump across the piezo was observed when the cavity

resonant frequency was 9893± 1 MHz. This implies that at a resonant frequency

of 9815 MHz, the gap width is 121±2 µm. By design, it was intended to be about

150 µm. The second term in equation (11.3) is then 2Aw = 17.4 ± 0.3 Hz nm−1

at 9815 MHz.

To estimate z, the depth of the cavity on the moving and fixed halves was

measured with a caliper. The depth in the moving half is 7.65 mm, and the

depth on the fixed side is 7.51 mm. However, the coupling hole makes the fixed

half-cavity effectively deeper. This effect can be estimated from the shift of the

resonant frequency in going from the uncoupled cavity to the critically coupled

cavity1, −9.4±0.2 MHz. Using the frequency-distance conversion of 643 Hz nm−1,

this corresponds to moving the cavity wall back by 14.6 ± 0.3 µm. In effect, the

fixed half-cavity is 7.525 mm deep, and therefore z is estimated to be 60± 10 µm.

The magnitude of the third term in equation (11.3) is then 0.75± 0.25 Hz nm−1.

The prediction of the gap-perturbed frequency-distance slope is shown by the

1The frequency shift of the cavity in going from uncoupled to undercoupled cannot be
measured directly because of the permanently present coupling hole. The value is obtained by
extrapolating the curve in figure 11.9 below to β = 0.
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dashed red line in figure 11.3 as a function of frequency, and is less than 1% away

from the measured values.

11.1.2 Cavity perturbation theory

An approximate formula for the resonant frequency of the gap-perturbed cavity is

derived. Standard microwave cavity perturbation theory [48, 49] gives the change

in frequency of a resonant cavity upon deformation of its boundary as,

ω − ω0

ω0

'
∫

∆V
(µ|H0|2 − ε|E0|2)dv∫

V
(µ|H0|2 + ε|E0|2)dv

, (11.5a)

=
∆Wm −∆We

Wm +We

, (11.5b)

where E0 and H0 are the unperturbed fields, V is the volume of the unperturbed

resonator, and ∆V is the volume removed from the original mode. In the second

line, ∆Wm and ∆We are the changes in the stored magnetic and electric energy

respectively and Wm+We is the total stored energy in the cavity. The unperturbed

fields are given by equation (6.1).

For the problem at hand, the volume within the gap did not exist as part of

the unperturbed mode, and therefore the unperturbed fields cannot be used to

calculate ∆Wm and ∆We. In addition to the volume ∆V scaling with the gap

size, the fields within ∆V must scale with it too. Fortunately, as the gap width

w ∼ 100 µm is much smaller than the wavelength, electrostatic theory can be used

to estimate the electric field within the gap. As it is located at the electric field

maximum, there is no magnetic field, so ∆Wm = 0. ∆We is then calculated from

the electrostatic fields and plugged into equation (11.5b) to give the perturbed

frequency.

An approximate solution for the electric field within the gap is achieved by

separation of variables in the cylindrical coordinates ρ and z (no φ dependance),
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Figure 11.7: Geometry defining the dimensions for solving the electrostatic field
within the gap regions. Dimensions are not to scale, in actuality w � a ∼ b.

with the gap assumed to be centered in the cavity. Figure 11.7 shows the geometry

for both ρ < a and ρ > b. The z coordinate is measured from the center of the

gap.

The boundary conditions imposed are that 1) the potential must be constant

for z = ±w/2, 2) the fields must decay for ρ � b and ρ � a, and 3) the ρ̂

component of the fields must match the unperturbed mode at ρ = b and ρ = a.

Consideration of conditions 1) and 2) gives a potential of the form,

Φ(ρ, z) = Φ0 +


∑

n≥0An cos(knz)K0(knρ), for ρ > b∑
n≥0Bn cos(knz)I0(knρ), for ρ < a

(11.6)

where Φ0, An, and Bn are constants, kn = (2n+ 1)π/w, and Kn(x) and In(x) are

modified Bessel functions of the second and first kind respectively. The electric
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fields are2,

−→
E (ρ, z) =


∑

nAnkn [cos(knz)K1(knρ) ρ̂+ sin(knz)K0(knρ) ẑ] , ρ > b∑
nBnkn [− cos(knz)I1(knρ) ρ̂+ sin(knz)I0(knρ) ẑ] ρ < a.

(11.7)

Applying boundary condition 3) gives the constants,

Amkm = (−1)m
4V0

wkmK1(kmb)b ln b
a

, (11.8a)

Bmkm = −(−1)m
4V0

wkmI1(kma)a ln b
a

. (11.8b)

The integral over |E|2 becomes,

∫
∆V

|E|2dV =
16V 2

0

π2 ln2 b
a

∑
m

w2

km(2m+ 1)3

[
1

b2 K2
1(kmb)

∫ ∞
kmb

x [K2
1(x) +K2

0(x)] dx

+
1

a2 I2
1 (kma)

∫ kma

0

x [I2
1 (x) + I2

0 (x)] dx

]
. (11.9)

The integrals over the modified Bessel functions can be performed by replacing

them with their series expansion3 for x� 1. This is justified as kmb ∼ kma� 1.

The zero limit on the integral from 0 to kma can be replaced with a finite value

ε satisfying kma � ε � 1 with negligible error. This reflects the physical reality

that the electric field in the ρ < a gap will decay over a scale comparable with w,

and there is negligible field near ρ = 0. The integrals are solved analytically,

∫
∆V

|E|2dV ' 16 V 2
0 w2

π2 ln2 b
a

(
1

b
+

1

a

) ∑
m

1

(2m+ 1)3
(11.10a)

≈ 1.7× V 2
0 w2

ln2 b
a

(
1

b
+

1

a

)
, (11.10b)

where the second line follows by evaluating the sum,
∑

m 1/(2m+1)3 = 7ζ(3)/8 ≈
2The identities dK0

dx = −K1 and dI0
dx = I1 have been used.

3Kn(x) '
√

π
2xe
−x and In(x) ' 1√

2πx
ex for x� 1
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1.052, and ζ(x) is the zeta function.

Finally, plugging into equation (11.5b), with the use of 6.2b gives the perturbed

resonant frequency as,

f = f0 + 1.7× cw2

4πL2 ln b
a

(
1

b
+

1

a

)
, (11.11a)

= f0 + κw2. (11.11b)

The correction to the unperturbed frequency is parabolic in the gap width. Insert-

ing values for a and b corresponding to the fabricated cavity, and L = 15.28 mm

(f0 = 9.81 GHz), the coefficient of w2 is κ = 114 Hz µm−2.

The coefficient of w2 has now been obtained three different ways. The preced-

ing derivation puts it at 114 Hz µm−2, numerical simulations at 72± 2 Hz µm−2,

and experiment at 78±3 Hz µm−2 if the deviation of the measured second deriva-

tive is all blamed on the gap. The 50% deviation of the perturbation theory

result can be attributed to the theory not taking into account perturbations of

the field within the cavity. Lowering the field within the cavity would lower the

time-averaged energy in the electric field, pushing the value of κ down.

11.2 Stress-Induced Bending in Moving Half-Cavity

By design, the moving half-cavity is in constant tension to provide the preload

for the piezo. Its shape was partially motivated by the desire to have the cavity

section be stress-free to avoid deformation; however, stresses in the flexture part

of it still cause some minor deflection. In this section the amount of bending in

the moving half-cavity is quantified.

Solidworks Finite-Element modeling is used to “measure” the deformation of

the cavity. Under a 100 N load, the flexture deforms as in figure 8.3. To look

at small-scale differences in the motion of the cavity, “sensors” are set up in
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Figure 11.8: The cavity deforms slightly as it is strained to move. The inner ring
moves 0.27% more and the outer ring moves 0.16% less than the average deflection.
Under a load of 100 N, this corresponds to a difference of 5 nm between the inner
and outer rings, compared to the average motion of 1230 nm.

Solidworks, which average the deflection over a path or area. Figure 11.8 shows

how three sensors are defined. The average deflection along rings defined by the

intersection of the flat cavity wall with the outer and inner cylindrical walls is

1228.3 nm and 1233.61 nm respectively. The average over the entire surface of

the cavity end is 1230.28. Thus it is found that the the inside of the cavity moves

0.27% more, and the outside of the cavity moves 0.16% less, than the average

motion. Considering that the fiber GRIN lens is held on the inner surface of the

cavity, it can be expected to move about 0.3% further than the average deflection.

This implies that df
dLavg

= 1.003 × df
dLfiber

, pushing the measured value slightly

closer to the expected value. The solid red line in figure 11.3 shows the gap-

corrected, and stress-induced-bending-corrected frequency-distance slope. The

result is within the range of mechanical reproducibility.
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Figure 11.9: The cavity resonant frequency, f , as a function of β, when the cavity
length is fixed and the coupling screw is adjusted. fcrit is the cavity frequency

when it is critically coupled. The slope of the curves are ∂f
∂β

∣∣∣
L

= −21.5± 0.5 MHz

and −9.4± 0.2 MHz for the cavities of Q=450 and Q=1280 respectively.

11.3 Effect of the Coupling Structure

Having taken into account the corrections to the frequency-distance relationship

due to the gap within the cavity, and mechanical bending, there remains an 0.4%±

0.6% deviation. Coupling effects are herein investigated. In this section, the effects

of the gap are ignored; the cavity is treated as gap-free.

If the cavity coupling structure adds a phase shift to the microwave reflecting

in the cavity, the effective cavity length, and the frequency-distance relationship

is modified. Let S(x, ω) be the scattering parameter experienced by the wave

internal to the cavity when it reflects off the coupler. In this section, S is under-

stood to be −S22 of the scattering matrix defined in appendix A. The variable

x represents the cavity geometry, specifically the position of the coupling screw.
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The cavity resonance condition (see appendix A) is,

2
ω

c
L+ argS(x, ω) = 2π, (11.12)

which implies a relationship between the differentials of the variables,

2

c
ωdL+

∂ argS

∂x

∣∣∣∣
ω

dx+

(
2

c
L+

∂ argS

∂ω

∣∣∣∣
x

)
dω = 0. (11.13)

The slope of frequency-distance relationship (at constant x) is,

∂ω

∂L

∣∣∣∣
x

= −ω
L

[
1

1 + c
2L

∂ argS
∂ω

∣∣
x

]
. (11.14)

The unperturbed slope, -ω/L, is changed by the presence of ∂ argS
∂ω

∣∣
x
. If, however,

the position of the coupling screw is adjusted as the frequency is scanned in

such a way to keep the coupling constant4, the slope of the frequency-distance

relationship is modified as,

∂ω

∂L

∣∣∣∣
|S|

= −ω
L

 1

1 + c
2L

∂ argS
∂ω

∣∣
x

(
1− ∂ argS

∂|S|

∣∣∣
ω

∂|S|
∂ argS

∣∣∣
x

)
 . (11.15)

Interestingly, if the coupling structure is such that

∂ argS

∂|S|

∣∣∣∣
ω

∂|S|
∂ argS

∣∣∣∣
x

= 1, (11.16)

then measuring at constant coupling removes all the ill effects of the presence of

∂ argS
∂ω

∣∣
x
. This condition holds for some simple coupling structures but is not true

in general5. In this case, an estimate given below, puts ∂ argS
∂|S|

∣∣∣
ω

∂|S|
∂ argS

∣∣∣
x
> 1.6, or

4This can be expressed by the condition d|S| = ∂|S|
∂ω

∣∣∣
x
dω + ∂|S|

∂x

∣∣∣
ω
dx = 0.

5One example where it holds is a simple, aperture-coupled cavity. An equivalent circuit for a
small aperture in a transverse waveguide wall is a shunt inductance. The scattering parameters
for such a circuit depend only on the ratio of ω and ω0, where ω0 depends on the value of the
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Figure 11.10: The cavity return loss as the frequency is swept, and the locked
cavity follows. The zero of the frequency axis is adjusted to be at the best-
coupled location. The higher Q cavity (black curve) remains better matched over
the same frequency range. At small offsets from critical coupling, the measurement
is limited by the spectrum analyzer noise floor.

< −8. In terms of easily measured derivatives, equation 11.14 can be expressed

as6,

∂ω

∂L

∣∣∣∣
x

= −
∂|S|
∂L

∣∣∣
ω

∂|S|
∂ω

∣∣∣
L
− ∂|S|

∂ω

∣∣∣
x

, (11.17a)

=
∂ω

∂L

∣∣∣∣
|S|

 1

1− ∂|S|
∂ω

∣∣∣
x

∂ω
∂|S|

∣∣∣
L

 . (11.17b)

The derivatives in equation 11.17 can be measured as follows. As the position

of the coupling screw is changed while the cavity length is fixed, the resonant

inductance (or the size of the aperture). In this case, S can be written as a function of one
parameter only.

6In going from equation (11.17a) to equation (11.17b), the identity ∂|S|
∂L

∣∣∣
ω

∂ω
∂|S|

∣∣∣
L

∂L
∂ω

∣∣
|S| = −1

has been used.
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Figure 11.11: The coupling coefficient increases linearly as the frequency is offset

from the best-coupled one. The slope of the curves are ∂β
∂f

∣∣∣
x

= (2.8 ± 0.2) ×
10−3 MHz−1 and (1.7± 0.1)× 10−3 MHz−1 for the cavities of Q=450 and Q=1280
respectively.

frequency shifts, as was displayed in figure 9.9. Plotting the frequency shift against

the coupling parameter β gives figure 11.9. The slope of this curve is7 ∂f
∂β

∣∣∣
L

=

− 1
2Qu

∂ω
∂|S|

∣∣∣
L
, and is equal to −21.5± 0.5 MHz or −9.4± 0.2 MHz for the cavities

of Q=450 and Q=1280 respectively.

It is also observed that when the cavity is locked to the source, and the fre-

quency is swept, the coupling (return loss) changes as shown in figure 11.10. The

corresponding coupling parameter β is plotted in figure 11.11 as a function of the

frequency offset from critical. The slope of this curve is ∂β
∂f

∣∣∣
x

= −2Qu
∂|S|
∂f

∣∣∣
x

and

is equal to (2.8± 0.2)× 10−3 MHz−1 or (1.7± 0.1)× 10−3 MHz−1 for the cavities

of Q=450 and Q=1280 respectively.

Plugging these values into equation 11.17b gives ∂ω
∂L

∣∣
x

= ∂ω
∂L

∣∣
|S| (1 + ε), where

ε = −.06 ± .004 and −.016 ± .001 for the low and high Q cavities respectively.

7In the notation of chapter 3, β = ρ
ν , ν = π

Qu
, and |S| = e−ρ. So, β = Qu

π (1− |S|).
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Figure 11.12: The cavity return loss and interferometer signal as the position of
the coupling screw is changed. The cavity starts under coupled, and the cavity
length becomes shorter as the coupling is increased. The positions of the maxima
and minima in the interferometer signal indicate a length step of λ/4 = 327.5 nm.
The coupling coefficient β (calculated from the return loss at those locations) is
plotted against the length difference in figure 11.13. The flattening of the return
loss curve near critical coupling is due to the measurement hitting the spectrum
analyzer noise floor, and does not reflect the actual return loss.

If condition 11.16 were true, ε would be the correction to the frequency-distance

slope due to the coupling structure. In general, however, an additional derivative,

either ∂ω
∂L

∣∣
|S| or ∂|S|

∂L

∣∣∣
ω

is needed (see equation 11.17a).

Evidence that ∂ argS
∂|S|

∣∣∣
ω

∂|S|
∂ argS

∣∣∣
x

does not equal 1 for this coupling structure

comes from consideration of the low-Q cavity (see section 11.4). In that case,

the ratio of ∂ω
∂L

∣∣
|S| to ∂ω

∂L

∣∣
x

is known to be 1.06± .004, but the frequency-distance

slope only deviates from the ideal by −4.7% ± 0.5%. The only way this can

be reconciled is if ∂ argS
∂|S|

∣∣∣
ω

∂|S|
∂ argS

∣∣∣
x

is greater than 1, or an unknown effect of

comparable magnitude is balancing it out.

Measuring ∂ω
∂L

∣∣
|S| directly would require some modification of the hardware

to allow automated tuning of the coupling structure. An error signal can be
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generated with the single-sideband detection technique discussed in sections 4.4

and 5.6, and fed back to keep the coupling constant. However, as this hardware is

not in place, ∂|S|
∂L

∣∣∣
ω

is measured instead, and ∂ω
∂L

∣∣
|S| is calculated using the identity

∂|S|
∂L

∣∣∣
ω

∂ω
∂|S|

∣∣∣
L

∂L
∂ω

∣∣
|S| = −1.

It is relatively easy to measure ∂|S|
∂L

∣∣∣
ω

thanks to the frequency lock and inter-

ferometer already implemented. The cavity is locked to a frequency of 9815 GHz,

while varying the position of the screw. The interferometer signal and cavity re-

flection are recorded, and shown in figure 11.12. As the coupling is increased,

the cavity becomes shorter. The return loss at the maxima and minima of the

interferometer signal is extracted to calculate the coupling coefficient β, and is

plotted against the cavity length change in figure 11.13. The slope of the curve is

∂β
∂L

∣∣
ω

= −Qu
π

∂|S|
∂L

∣∣∣
ω

= (−72± 1)× 10−3 µm−1, for the Q=1280 cavity.

This gives a value of ∂f
∂L

∣∣
|S| = 675 ± 20 Hz nm−1. Unfortunately, the uncer-
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tainty is too high for the measurement to be valuable when looking for an effect

that is less than 1%. In fact, the remaining −0.4% ± 0.6% discrepancy and the

value of ε above, constrain its value much better, ∂f
∂L

∣∣
|S| = 650.5 ± 3.5 Hz nm−1.

This, combined with equations 11.14, 11.15, and 11.17b, constrains the value of

∂ argS
∂|S|

∣∣∣
ω

∂|S|
∂ argS

∣∣∣
x

to,

∂ argS

∂|S|

∣∣∣∣
ω

∂|S|
∂ argS

∣∣∣∣
x

> 1.6, or, (11.18a)

∂ argS

∂|S|

∣∣∣∣
ω

∂|S|
∂ argS

∣∣∣∣
x

< −8. (11.18b)

If it remains positive and less than 2, then ∂f
∂L

∣∣
|S| will give a slope closer to the

unperturbed slope than ∂f
∂L

∣∣
x
, and vice versa.

In summary, direct measurements of corrections to the frequency-distance re-

lationship due to the coupling structure are not sufficiently precise to be valuable.

However, considering that other effects explain the deviation down to 0.4%±0.6%,

it can be safely concluded that the influence of the coupling structure is smaller

than the mechanical reproducibility of the setup.

11.4 Corrections for the Low-Q Cavity.

Since the Q=450 cavity was re-plated with a higher purity gold to obtain the

Q=1280 cavity, some of the data sets required for piecing together the frequency-

distance corrections for it are unavailable - specifically the values of w and ∂|S|
∂L

∣∣∣
ω
.

The limited frequency-distance slope data available for the low-Q cavity are shown

in figure 11.14, and are −4.7% ± 0.5% away from the unperturbed cavity expec-

tation.

The gap width w was not measured directly, and was estimated by another

means. From the shift of resonant frequency in going from uncoupled to critically

coupled, −21.5± 0.5 MHz in this case, the coupling hole is estimated to make the
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Figure 11.14: The slope of the frequency-distance relationship for an unperturbed
cavity (blue line) compared to the measured slope (black points) as a function
of frequency for the Q=450 cavity. The dashed black lines indicate the range of
mechanical repeatability of the measurements. The dashed red line indicates the
expected slope as a function of frequency for a gap-perturbed cavity, using the
theory developed in section 11.1. The solid red line indicates the expected slope
when the gap and mechanical bending, section 11.2, are taken into account.

fixed half-cavity 33.5± 1 µm longer. Since this is 19 µm more than with the high

Q cavity, w is estimated to be 19 µm shorter to make up for it, w = 102 ± 3 µm

at 9815 MHz. The off-center distance z is also obtained as 50 ± 10 µm. Then

the correction expected due to the presence of the gap is 15.25 ± 0.75 Hz nm−1

at 9815 MHz, and shown by the dashed, red curve in figure 11.3. The solid, red

curve is obtained by adding the bending correction.
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After those two corrections, there remains a −1.5%± 0.5% deviation that can

likely be attributed to the coupling structure. Although the ratio of ∂ω
∂L

∣∣
|S| to

∂ω
∂L

∣∣
x

is known to be 1.06 ± .004 (see section 11.3), the absence of a measurement of

∂|S|
∂L

∣∣∣
ω

precludes comparison between the remaining deviation and coupling effects.

11.5 Improper Signal Generation

The µPDH signal is excellent at rejecting unwanted effects from varying coupling

if it is properly set up. However imperfections in the signal generation process due

to imbalance of sideband amplitude, insufficiently high modulation frequency, the

non-orthogonality of the sum of the sidebands and the carrier, improperly-phased

local oscillator, or combinations thereof, can cause the varying coupling to influ-

ence the error signal a small amount. The size of these effects can be estimated

from the general form of the µPDH signal, equation 4.9, and the measured fre-

quency dependence of the coupling in figure 11.10. They all turn out to be small,

and they sum up to a worst-case ∼ 10−3 effect on the frequency-distance slope of

the Q=450 cavity, and an order of magnitude smaller for the Q=1280 cavity.

11.5.1 Insufficiently high modulation frequency and imbalanced side-

band amplitude

The first term in brackets in line 4.9a reflects the influence of varying coupling (a

presence of <[Γ0]) on the signal if the modulation frequency is insufficiently high

and there is an imbalance in the sideband amplitude. In the presence of sideband

imbalance, it is modified to,

<[Γ0]=[Γ+]
∆Ps
Ps
−=[Γ0] = 0, (11.19a)

→ (f − f0) = dModFreq (f − fcrit), (11.19b)
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where 2∆Ps and Ps are the imbalance and average of the sideband powers (power

in the lower sideband assumed higher), and =[Γ−] = −=[Γ+] has been used.

This leads to an offset between the source and cavity frequencies (f − f0) that is

proportional to the difference between the operating frequency and the frequency

at which the cavity is critically coupled (f − fcrit). Fortunately this effect can be

reduced by minimizing =[Γ+] by increasing the modulation frequency. The size

of the constant dModFreq is estimated for both the Q=450 and Q=1280 cavities

at a modulation frequency of 77 MHz and 2 dB sideband imbalance, to be on the

order of 5× 10−4 and 4× 10−5 respectively.

11.5.2 Carrier and sideband non-orthogonality

The first term in brackets in line 4.9b reflects the influence of varying coupling

if the sum of the sidebands is not orthogonal to the carrier (by angle ξ defined

in figure 4.3b), which can be due to imbalance in the IQ channels of the vector

modulator or to the presence of group delay as discussed in section 4.3. The

relevant terms are,

<[Γ0] sin ξ −=[Γ0] cos ξ = 0, (11.20a)

→ (f − f0) = dOrth (f − fcrit). (11.20b)

This leads to an offset between the source and cavity frequencies that is propor-

tional to the difference between the operating frequency and the frequency at

which the cavity is critically coupled. The size of the constant dOrth is estimated

for both the Q=450 and Q=1280 cavities fabricated and ξ = 1◦, to be on the

order of 3× 10−4 and 6× 10−5 respectively.
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11.5.3 Improperly-phased LO

The first term in brackets in line 4.9c reflects the influence of varying coupling

if the down-converting mixer’s local oscillator phase is not optimal (off by angle

θ) and there is imbalance in the sideband amplitude. The procedure followed for

choosing the optimal phase by examining the phase-frequency plot (see section

5.3) reproducibly picks the optimal phase in a range of ±2◦ - so it is of interest

to know the magnitude of the effect of being off by a couple of degrees. After

modification due to the presence of sideband imbalance, the relevant terms are,

∆Ps
Ps
<[Γ0] sin θ −=[Γ0] cos θ = 0, (11.21a)

→ (f − f0) = dLO (f − fcrit). (11.21b)

This is a third effect that leads to an offset between the source and cavity frequen-

cies that is proportional to the difference between the operating frequency and the

frequency at which the cavity is critically coupled. The size of the constant dLO

is estimated for both the Q=450 and Q=1280 cavities fabricated, θ = 1◦ and a

2 dB sideband imbalance to be on the order of 7× 10−5 and 2× 10−5 respectively.

11.6 Other Considerations

A number of other miscellaneous corrections, all relatively small, were considered

and summarized here. The diode laser wavelength was known to ∼ 5× 10−5, and

fluctuated within that range due to mode hops. Changes of the index of refraction

of air at both 10 GHz and 1310 nm are on the order of 10−6 (see chapter 10). The

Gouy phase of a Gaussian beam8 (the interferometer works with focused light)

changes the spacing between the interferometer fringes by a factor ∼ 4× 10−5.

8The phase of a Gaussian beam is given by kz + arctan z/z0, where z is measured from the
beam waist, and z0 is the Rayleigh length [50, 51].
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11.7 Summary of Frequency-Distance Corrections

Measurements have shown that in the case of the Q=1280 cavity, the slope of

the frequency-distance relationship deviates from the ideal slope by -3.5%±0.5%

at a frequency of 9815 MHz. Numerical and experimental evidence indicate that

−2.8% ± 0.1% can be attributed to the presence of a 121 ± 2 µm gap within

the cavity. If a 100 µm scan range is desired, then there is not much to win by

reducing the gap width. On the other hand, with a scan range of 10 µm, this

can be reduced by a factor of 10 by operating closer to 9890 MHz, and using an

appropriate VCO.

Direct experimental measurement of coupling effects is not precise enough to

be of value. However, considering that the remaining deviation is −0.7%± 0.6%,

and about -0.3% can be attributed to stress-induced bending of the cavity, it can

be safely concluded that coupling effects are less than 1%, and within the level of

the mechanical reproducibility of the setup.

Deviations from the ideal frequency-distance relationship are currently all at-

tributable to the physical design of the cavity. Imperfections in the setup of the

feedback signal appear to be negligible. If the predictable effects of the gap and

cavity bending are anticipated and corrected by an algorithm or some other means,

the frequency-distance slope of the current cavity can be brought within the range

of mechanical reproducibility, ∼ 0.5%, of the ideal slope. Further improvements

will require tighter alignment tolerances and finer mechanics.
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CHAPTER 12

Potential Applications

12.1 Calibrated Scanning Probe Microscopy

The main motivation for developing the frequency-distance encoder is for use in

calibrated scanning probe microscopy, as discussed in chapter 1. Most approaches

have used real-time interferometry based on iodine-stabilized He-Ne lasers to re-

alize the meter [3, 10, 11]. These require complex and expensive laser systems,

and the resulting noise-level is typically a few tenths of a nanometer. In addition,

they begin to loose accuracy when measuring distances smaller than a fringe due

to periodic non-linearity commonly seen in interferometers [12]. The frequency-

distance encoder goes to the opposite limit - the entire scan range is within one

fringe. Its resolution is determined by the source frequency noise [26] and can

be as low as 60 fm Hz−1/2 using commonly available oscillators. Further, it is

far more compact and inexpensive. Challenges involved in realizing metrological

SPM are described in [52] and [53].

Incorporating the frequency-distance encoder into an SPM is not a trivial task.

The x-y scanner will have to be redesigned to incorporate one encoder per axis,

while minimizing cross-talk. In addition, system stability must be on par with

the sensor noise, to fully take advantage of its capability. A resolution of a couple

of picometer is useless if the image drifts several nanometer while acquiring an

image. Putting the entire assembly in a thermally stabilized environment helps,

but is not sufficient. Commercially available scanning probe microscopes typically
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drift on the order of 200 nm K−1 so even millikelvin stability would correspond

to hundreds of picometer of drift.

12.2 Laser Stabilization

Atomic-Molecular-Optics (AMO) physicists go through great lengths to build nar-

row and stable lasers. Cross-locking of lasers is a basic tool of modern optical

research laboratories that enables them to build any-wavelength, high-quality,

stable lasers starting from relatively broadband and unstable semiconductor light

sources. In the multiple-step process to achieve a narrow wavelength distribu-

tion, the last one(s) is (are) to lock the light source to a high finesse Fabry-Perot

resonator via PDH in a broader bandwidth than the incoming light distribution.

However, the stability of the laser constructed in this way will be equal to the

length stability of the last Fabry-Perot resonator. To assure long-term length sta-

bility, the resonator (built with mirrors of high reflectivity at both wavelengths) is

also locked to a different wavelength light that is itself locked to a stable reference

(typically an atomic transition), transferring stability from one wavelength to the

other. As the cavity length must be an integer number of half wavelengths at both

frequencies, the frequencies must differ by exactly a multiple of the free spectral

range of the cavity. While a stability of 10−11 - 10−12 is routinely achieved using

a Rubidium gas cell as a reference, the technique is fairly cumbersome and not

finely tunable.

The state-of-the-art in stable, optical frequency synthesis makes use of mode-

locked lasers and optical frequency combs to link lasers of any wavelength to a

stable reference [55]. One line of the comb is locked to an atomic reference, while

another is locked to a continuous-wave (CW) laser. Fine-tuning the repetition

frequency of the mode-locked laser allows continuous tuning of the CW laser.

Stabilizing lasers with electronic oscillators is an alternative to optical cross-
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Figure 12.1: The “dual-cavity” - a structure containing both an optical and a
microwave resonator that allows locking the optical and microwave frequencies
[54]. The image shows a cross section of the structure, which is cylindrically
symmetric, apart from the input cable. High-quality mirrors (1) and (2) are set
coplanar with the ends of a coaxial microwave cavity (3), forming an optical Fabry-
Perot etalon (4) of equal length with the microwave cavity. The cavity is split
down the center (5) to allow its length to be fine-tuned with a piezo tube actuator
(6). The microwave enters the cavity via a waveguide or coaxial cable (7).

locking. DeVoe and Brewer [56] developed a dual-frequency laser modulation

scheme that both locks the laser to an optical cavity and the cavity in turn to an

electronic reference. A single, continuous-wave laser is modulated at the cavity

Free Spectral Range (FSR) to produce sidebands whose separation equals the

spacing of the cavity axial modes. What follows in effect performs a Pound-

Drever-Hall lock (PDH, see chapter 2) with all of the sidebands in parallel. The

cavity is adjusted to keep its FSR, and hence the length, fixed. Sandford and

Antill [57] measured the beating of two independent lasers, each PDH locked to

adjacent axial cavity modes, to measure the cavity FSR. The beat note was phase

locked to a reference, stabilizing the cavity length. Mode-locked lasers have also

been referenced to stable electronic oscillators [58].

An alternative method of locking lasers to microwave oscillators can be envis-
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Figure 12.2: A system that uses the dual-cavity (figure 12.1) to transfer the
frequency stability of a reference oscillator to a laser. The cavity length can
be fine-tuned by altering the microwave frequency, in contrast to other schemes
capable of achieving such a stability.

aged based on the work presented here. The frequency-distance encoder described

in this dissertation is modified to house a high-quality optical Fabry-Perot res-

onator, adequate to be the last stage reference for a sub- Hz linewidth laser. The

Fabry-Perot is placed in the center of a split coaxial microwave resonator, whose

length is actively controlled and stabilized through the resonant frequency of the

coaxial resonator [54]. This structure is referred to as the “dual-cavity”.

The suggested architecture and key components of the dual-cavity are illus-

trated in figure 12.1. High-quality reflective mirrors (1) and (2) are set coplanar

with the ends of a coaxial microwave cavity (3), forming an optical Fabry-Perot

etalon (4) of equal length with the microwave cavity. The cavity is split down the

center (5) to allow its length to be fine-tuned over several micron with a piezo

tube actuator (6). The microwave enters the cavity via a waveguide or semirigid

cable (7).

Figure 12.2 is a block diagram of a system utilizing the dual-cavity to lock

the laser and microwave frequencies. A microwave source, whose frequency lies

within the tuning range of the resonant cavity, is phase-locked to the Rubidium (or
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otherwise) reference. A µPDH lock generates an error signal that is proportional

to the frequency difference between the source and the coaxial cavity. The error

signal is fed back via a servo to the dual-cavity piezo, which adjusts the length so

that its resonant frequency matches the source. With proper mechanical design,

the length stability of the microwave cavity is passively transferred to the optical

Fabry-Perot etalon. Standard optical PDH generates an error signal that is fed

back through a second servo to the laser, keeping its frequency locked to the

optical resonator. Thus, the laser output has inherited the stability of the reference

oscillator.

The cavity length is tunable over a several micron range with the precision and

stability of the microwave source frequency. While the tuning range of the etalon

exceeds the FSR of the optical cavity, its long-term stability (Allan variance)

is comparable with the used Rubidium clock reference (2 × 10−12 over 100 s)

offering a convenient alternative to the currently used techniques. Although the

10−12 stability achievable in this way with commonly available equipment falls

short of the stat-of-the-art in terms of highest stability achieved with rigid mirror

distances, in this case the distance between mirrors is fine-tunable, allowing for

continuous tuning of laser frequencies without compromising stability. In addition,

it is less complex and less expensive, requiring fewer optical components, than

other methods used, and is sufficient for many laboratory research projects.

12.3 Cavity-Stabilized Oscillators (CSO)

Microwave oscillators can be stabilized with the µPDH lock, in fact, this was the

application that first led to the Pound-Stein-Turneaure (PST) lock [24–26]. Oscil-

lators were locked to high-Q, superconducting resonators to produce the cleanest

sources available. The quest for high-Q led to the development of the “whispering-

gallery mode” sapphire-loaded resonator, which boasts unloaded Qs on the order
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of 200,000 at room temperature or 6× 109 at cryogenic temperatures [59]. Phase

noise as low as -146 dBc Hz−1 at 1 kHz offset from a 10.24 GHz source can be

achieved with room temperature cavities.

In recent CSO designs [60], sophisticated versions of the DC-AFC (figure 2.1c)

have been employed to produce the feedback signal. The performance of the

lock is tied to the noise figure of the feedback loop components. The µPDH

lock is an alternative method of generating the feedback signal that uses different

components and may provide an advantage. A detailed, side-by-side evaluation

of the required hardware for both types of locks is warranted.

The fact that the “noise” of the µPDH lock used for the frequency-distance

encoder is limited by the source frequency noise above 1 kHz, guarantees that the

same signal could be used instead to clean up the source. Of course, the cavity

would preferably have to be designed for high-Q and stability, rather than for dis-

tance control. Nevertheless, it appears that even standard, room-temperature mi-

crowave cavities could improve the phase-noise of some sources by 10-20 dBc Hz−1

or more.

12.4 Other Applications

The µPDH lock can be used to measure and control virtually any phenomenon

that can influence a microwave resonant circuit. A microwave cavity made of some

high-thermal-expansion material can be used as thermometer, as its resonance fre-

quency will depend on temperature. A thermal expansion of 10−5 K−1 would give

a frequency shift on the order of 100 kHz per degree for a 10 GHz cavity. Based on

the < 0.1 Hz Hz−1/2 sensitivity already demonstrated, temperature measurement

with µK resolution is possible.

Another possible application is a magnetic field controller based on an Yttrium

Iron Garnet (YIG). YIGs resonate at a microwave frequency dependent on the
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applied DC magnetic field with a sensitivity of 2.8 MHz per Gauss [61]. Due to

the relatively low quality factor of YIGs (a few hundred at 10 GHz), the µPDH

signal-to-noise is expected to decrease somewhat. Despite this, field resolution

better than 10−5 Gauss seem achievable, with the same stability as the frequency

standard.
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CHAPTER 13

Concluding Remarks

This work evaluates the performance of microwave cavities as calibrated, atomic-

resolution, displacement measuring devices for scanning probe microscopes. Ac-

curate and stable RF frequency references have become ubiquitous and are an

attractive option for realizing traceable distance measurements through the reso-

nant frequency of microwave cavities operating in TEM modes, a device referred

to as the frequency-distance encoder.

The control electronics necessary for such a device include a precisely tunable

source, a method of automatic frequency control, and a feedback servo. The error

signal is generated by the µPDH technique, whose 60 fm Hz−1/2 noise floor is

limited by the frequency-noise of the sources chosen. The used Rubidium reference

clock provides an accuracy of 5× 10−11, with comparable stability.

Required features of the cavity - the coupling structure, adjustable length,

flexture-based kinematic positioning - perturb the frequency-to-length conversion,

and compromise the accuracy of the displacement measurement, ∆L = − c
2f2

∆f .

The largest correction, a couple of percent in this case, is due to the presence of

a 120 µm gap, and can be reduced proportionally with the scan range. Further,

the effect of the gap can be predicted, and mostly accounted for. Coupling effects

are . 0.5% and comparable to the mechanical reproducibility of the assembly,

±0.5%.

The resolution of the realized device is equal to the µPDH noise, 60 fm Hz−1/2.

The range is 10 µm, limited by the mechanical stage and piezo actuator used. With
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current design and known corrections, displacement measurements are accurate

to 1% without independent calibration. Non-linearities due to the gap can be

subtracted out, with remaining non-linearity< 5×10−4 of the scan range, ±2.5 nm

over 10 µm. The frequency-distance encoder would benefit most from improved

mechanics, higher quality sources, and better Q. In the meantime, independent

calibration (valid as long as the mechanics are not changed) can increase the

accuracy by two orders of magnitude, where non-idealities in the µPDH signal

become relevant.

These capabilities are compared to the results of atomic-resolution metrology

obtained by the Molecular Measuring Machine (M3) at NIST [3, 7]. The x and

y axes of M3 are measured with polarization-encoded heterodyne interferometers,

whose noise level is a few 100 pm in a relatively low bandwidth. Over the 80 nm

fringe period, there is a 2 nm non-linearity, resulting in as much as an 8% deviation

of measured lattice parameters from bulk crystal x-ray diffraction measurements.

The frequency-distance encoder described in this dissertation can resolve 2.5 pm

in 1 kHz bandwidth, with non-linearity < 0.04 nm over a comparable range. A 1%

measurement of lattice parameters could be made without independent calibra-

tion, and better if one is available. This accuracy is comparable to crystallographic

data, and would allow establishing quantitative differences between surface and

bulk structures, if incorporated in a scanning probe microscope.
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APPENDIX A

Scattering Coefficients of the Coupling Structure

and the Resonance Condition

The resonant cavity and coupling structure may be viewed as the network in figure

A.1. An incoming transmission line (assumed matched) is connected to port 1 of

a two-port coupling structure characterized by the generalized scattering matrix

[S]. Port 2 is connected to a shorted transmission line of length L. The signal

@SD L

Figure A.1: The cavity may be represented by the network above. The two-port
coupling structure is characterized by the scattering matrix [S], and the cavity by
a shorted transmission line of length L.

a1

b1 a2

b2

S11

S21

S22

S12

e-Ν�2+iΜ�2

e-Ν�2+iΜ�2

-1

Figure A.2: The signal flow graph for the network in figure A.1.
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flow graph of the network is shown in figure A.2. an and bn are the amplitudes

of the waves incident and reflected from port n respectively. The attenuation and

phase contributed by the round-trip travel from port 2 to the short and back to

port 2 is e−ν+iµ.

Then, the reflection coefficient for the cavity is,

b1

a1

=
S11 + (S11S22 − S12S21)e−ν+iµ

1 + S22e−ν+iµ
, (A.1)

and,
b2

a1

=
S21

1 + S22e−ν+iµ
. (A.2)

The components of the scattering matrix are not independent. If the coupling

structure is built from passive components, it will be reciprocal, and [S] = [S]t.

If the structure is also lossless, then the scattering matrix is unitary. With these

two assumptions, the most general scattering matrix is,

[S] =

 |S11| eiδ1 ±i
√

1− |S11|2 ei(δ1+δ2)/2

±i
√

1− |S11|2 ei(δ1+δ2)/2 |S11| eiδ2

 . (A.3)

With S11 = S22 = −r, the reflection coefficient defined in chapter 3 is recovered,

and the cavity resonance condition is µ = 2πn for integer n.

If the phase δ2 is different from an odd multiple of π, the resonance condition

will be altered. To extract out the minus sign from S22 explicitly, let δ2 = (2m+

1)π + φ for an integer m. The resonance condition is then, µ + φ = 2nπ. This

condition is used to understand the effects of a phase shift associated with changing

the coupling in section 11.3.
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APPENDIX B

Charge Pump Filter Optimization

The fastest cavity response that can be hoped for is one that equals the settling

time of the VCO and Phase-Lock-Loop (PLL) on the AD9956 testboard. The

bandwidth of the PLL is set by the VCO voltage-to-frequency sensitivity, the

charge-pump (CP) phase detector current, and the filter after the charge-pump.

The CP base current for the AD9956 chip is 0.5 mA. This base value can be

multiplied by a programmable integer from 1-8, the CP scale. The CP filter on

the testboard is shown in figure B.1. The values of the components as set by the

factory are listed in the table under the column “Filter 1”.

The open loop µPDH signal is the ideal signal to analyze in order to measure

the settling time of the VCO PLL loop, as it is a measure of the instantaneous

VCO frequency when the cavity is fixed. Figure B.2 shows the µPDH signal as

the frequency of the VCO is stepped by 5 kHz for the lowest and highest CP

current scaling. The response of a PLL with a second-order loop transfer function

CP Out VCO In

I
C1 C3

C2

R1

R2

Component Filter 1 Filter 2
C1 0.1 µF 3.3 nF
C2 2.7 µF 27 nF
C3 15 nF 1.5 nF
R1 25 Ω 180 Ω
R2 158 Ω 40 Ω

Figure B.1: The filter following the charge-pump (CP) in the VCO PLL loop.
The component values set the bandwidth of the loop.
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Figure B.2: The µPDH signal as the VCO setpoint is stepped by 5 kHz for the
lowest and highest charge pump current scalings. The µPDH signal is the instan-
taneous frequency difference between the VCO and a fixed cavity. Curves shown
were measured with filter 1.

is similar to a damped oscillator [62], and the observed response is indicative of

an underdamped loop. While the loop transfer function with the filter shown in

figure B.1 is not strictly second-order, components are chosen such that the third

pole is much higher than the lower two, and in the frequency range of interest,

the response can be approximated as being due to a second-order filter. Thus, the

step response is fitted to a function of the form,

f(t) = y0 + A e−ζω0t cos(ωd t− φ), (B.1)

with ωd = ω0

√
1− ζ2. The damping constant, ζ, and natural frequency, ω0,

determined from the fits are shown in table B.1. The time constant, τ = 1/(ζω0),

in the table is the time constant of the exponential envelope decay. The bandwidth

shown, BW= 1/(2πτ) is the bandwidth of a single-pole, low-pass filter that would

give the same time constant.

The mechanical bandwidth of the frequency-distance encoder is expected to

be several kHz, and consequently, the VCO-PLL bandwidth needs to be a few
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Filter 1 Filter 2
CP Scale fn kHz ζ τ µs BW kHz fn kHz ζ τ µs BW kHz

1 1.82 .22 400 0.40 13.5 0.16 74 2.2
2 2.53 .29 220 0.72 19.3 0.22 37 4.3
3 3.14 .35 140 1.1 24.3 0.27 24 6.6
4 3.46 .46 100 1.6 27.6 0.31 19 8.6
5 4.39 .47 76 2.1 31.6 0.33 15 10
6 4.94 .45 71 2.2 35.1 0.37 12 13
7 5.32 .47 63 2.5 38.0 0.41 10 16
8 5.52 .48 60 2.6 42.9 0.42 8.8 18

Table B.1: The parameters of the VCO-PLL loop determined by fitting equation
B.1 to the measured step response curves.

time larger in order not to limit its bandwidth. However, increasing the VCO-PLL

bandwidth too much is not optimal, because spurs generated within the bandwidth

are not suppressed. To set the PLL bandwidth properly, first it should be set large

enough so that it definitely does not limit the mechanical bandwidth, then the

mechanical bandwidth should be measured, and finally the PLL bandwidth should

be reduced to the smallest possible without affecting the mechanical bandwidth.

To this end, the filter component values were changed to the ones listed in

figure B.1 under “Filter 2”. The VCO step-response was again measured for all

CP current scalings, also shown in table B.1. The time constant is plotted in

figure B.3 against the current scaling for both filters. It is seen that the PLL

bandwidth using filter 2 is about a factor of 6 faster than when using filter 1. The

step response at the highest CP current scaling is shown in figure 9.18, and has a

rise time of 8.8 µs, implying a bandwidth of 18 kHz. This is expected to be higher

than the mechanical bandwidth.

162



300

200

100

0

τ 
 [µ

s]

87654321
Charge Pump Current Scaling

 Filter 1
 Filter 2

Figure B.3: Changing the charge-pump filter increased the bandwidth of the VCO
PLL by about a factor of 6.
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APPENDIX C

Best-Fit Linear Combination of Functions

After locking the cavity frequency and measuring the interferometer signal, piezo

voltage, temperature, total pressure, and humidity over time, it is of interest to

see if changes in the interferometer or piezo voltage curves can be written as a

linear combination of changes in the others. More explicitly, if the interferometer

or piezo voltage can be written as a function of P , T , H (pressure, temperature,

humidity), it can be linearly expanded for small changes about a set of starting

conditions P0, T0, H0,

F (P, T,H)−F (P0, T0, H0) ≈ ∂F

∂P

∣∣∣∣
T,H

(P−P0)+
∂F

∂T

∣∣∣∣
P,H

(T−T0)+
∂F

∂H

∣∣∣∣
T,P

(H−H0).

(C.1)

Since F (P, T,H) − F (P0, T0, H0), P − P0, T − T0, and H − H0 are known, it is

possible to determine the partial derivatives.

Given a set of data, D(t), that needs to be written as a linear combination of

functions gi(t), how can a set of coefficients, ai, be chosen to best approximate

D(t)? The linear combination can be written as,

f(t) = a1g1(t) + a2g2(t) + ... =
∑
i

aigi(t). (C.2)

The “error” in the fit between D(t) and f(t) can be defined as,

ε =

∫
(D(t)− f(t))2dt. (C.3)
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The task is to minimize ε with respect to the set of ai. Taking the partial

derivatives with respect to ai,

∂ε

∂ai
= −2

∫ (
D(t)−

∑
j

ajgj(t)

)
gi(t)dt = −2

[
Di −

∑
j

ajGij

]
, (C.4)

where,

Dj =

∫
D(t)gj(t)dt and Gij =

∫
gi(t)gj(t)dt. (C.5)

Setting equations C.4 equal to zero, we arrive at the matrix equation,

[Gij][aj] = [Di], (C.6)

whose solution gives the best-fit coefficients.
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