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Abstract

Isolated Photon Hadron Correlations in
√
sNN = 5.02 TeV pp and p–Pb Collisions

by

Fernando T. Torales-Acosta

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Barbara Jacak, Chair

This work presents the measurement of isolated photon-hadron correlations and the first
study of photon-tagged fragmentation in p–Pb at the Large Hadron Collider using pp and
p–Pb data collected by the ALICE detector. Prompt photons produced at leading order
in hard scatterings constrain the kinematics of the recoiling parton, enabling the study of
parton energy loss and modification to the parton fragmentation function. For photons
with |η| < 0.67 and 12 < pT < 40 GeV/c, the associated yield of charged particles in the
previously unexplored kinematic range of 0.5 < pT < 8 GeV/c is measured. No significant
difference between pp and p–Pb is observed. Pythia 8.2 and cold nuclear matter theoretical
models can describe both data sets within uncertainties, setting constraints on cold nuclear
matter effects on the parton fragmentation in p–Pb collisions.
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Chapter 1

Introduction

1.1 QCD

Quantum Chromodynamics (QCD) is the fundamental theory of the strong interaction. The
QCD lagrangian characterizing this interaction is [1]:

LQCD =
∑

q

ψ̄q,a
(
iγµ∂µδab − gsγµtCabACµ −mqδab

)
ψq,b −

1

4
FAµνF

Aµν . (1.1)

The QCD lagrangian is strikingly similar the QED lagrangian which details the electro-
magnetic interaction. In both cases, ψ represents the field of a spin 1

2
fermion. In QCD,

this fermion is called a quark. A represents the field of the massless spin-1 boson called
the gluon, which couples to the fermion field with strength gs. Quarks and gluons are the
fundamental components of the parton model, and together make up all composite hadrons
such as protons, neutrons an pions.

F represents the gluon field strength tensor, and is analogous to the electromagnetic field
strength tensor. It can be expressed in terms of the gluon field, A, as:

F a
µν = ∂µAaν − ∂νAaµ + gsf

abcAbµAcν . (1.2)

Notably, the final term of this expansion represents the self-interaction of the gluon field,
and has no analogous term in QED. The self-interaction of the gluon field fundamentally
differentiates QCD from QED, and is responsible for the qualitatively different nature of
matter at the sub-nuclear and nuclear scales.

The SU(3) group mathematically describes the fundamental symmetries of QCD. Put
another way, QCD is the SU(3) component of the SU(3)× SU(2)×U(1) Standard Model of
Particle Physics. In the language of group theory, tCab represents the generators of the SU(3)
group. They are a set of eight 3 × 3 matrices closely related to the Gell-Mann matrices:
tCab = λCab/2. fabc are the set of constants which satisfy the commutation relations of the
generations, [tA, tB] = ifABCt

C . γµ are dirac γ matrices. But what aspect of our observable
reality does the this group relate to? Physically, the SU(3) group corresponds to a theory

1



containing the quantum number of color, the QCD analog of electric charge which can take
three values, i.e. there are 3 colors. The theory also contains the quantum number for flavor,
subscript q in the lagrangian. Flavor q can take on six different values indicating that there
are six flavors of quarks, each with a mass and fractional electric charge. Additionally, the
eight generators of the SU(3) group indicate that there are in fact eight types of gluons,
indexed with C in Eq. 1.1.

Both QCD and QED are characterized by a scale dependant coupling. This means that
the strength of the coupling depends on the momentum exchange. In QCD, this coupling is
labelled αS, and is defined as αS ≡ g2

S/4π. The dependence of the coupling on momentum
is encoded in the beta function which is expanded as a perturbative series in αS:

β(αS) = bα2
S +O(α3

S) (1.3)

This β function was evaluated to leading order in 1973 by Gross, Wilczek, and Politzer, [2,
3]where they famously found:

b = −33− 2nf
12π

(1.4)

with nf as the number of quark flavors. Using this result, the dependence of the strong
interaction on the momentum scale, Q, is:

aS(Q2) =
1

b log(Q2/Λ2)
(1.5)

where Λ defines the coupling scale at which perturbation theory breaks down and the series
in αS no longer converges. Λ has been measured experimentally to be ≈ 200 MeV [4]. The
running of the coupling is shown in Fig. 1.1

Thus, we reach yet another important divergence from QED: While in QED, the coupling
becomes larger at higher energy, the negative value of b in Eq. 1.4 means that in QCD, the
coupling becomes smaller at higher energy. This property is known as asymptotic freedom,
and indicates that at large energy, the interaction between quarks is small. On the opposite
end of the scale, for example when the distance between quarks grows large, the energy
stored by the field exceeds the threshold for the creation of new matter (in the form of a qq̄
pair). This phenomenon is known as confinement, and results in the absence of free quarks
in nature. They are instead trapped in bound states with a net zero color charge known as
mesons containing a quark and an anti-quark, or baryons consisting of three (anti)quarks.

1.2 Relativistic Heavy Ion Collisions

Today, studying ultrarelativistic heavy ion collisions may give us a more complete under-
standing of how particles are produced in high-energy collisions via QCD, illustrating one of
the fundamental interactions of nature. The history of nuclear collisions, however, predates
the parton model, and even QCD itself. The first dedicated heavy-ion accelerator, the Heavy
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36 9. Quantum Chromodynamics

world average, we first combine six pre-averages, excluding the lattice result, using a ‰2 averaging
method. This gives

–s(M2
Z) = 0.1176± 0.0011 , (without lattice) . (9.24)

This result is fully compatible with the lattice pre-average Eq. (9.23) and has a comparable error.
In order to be conservative, we combine these two numbers using an unweighted average and take
as an uncertainty the average between these two uncertainties. This gives our final world average
value

–s(M2
Z) = 0.1179± 0.0010 . (9.25)

�s(MZ
2) = 0.1179 ± 0.0010

� s
(Q

2 )

Q [GeV]

� decay (N3LO)
low Q2 cont. (N3LO)

DIS jets (NLO)
Heavy Quarkonia (NLO)

e+e- jets/shapes (NNLO+res)
pp/p-p (jets NLO)

EW precision fit (N3LO)
pp (top, NNLO)
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Figure 9.5: Summary of measurements of –s as a function of the energy scale Q. The respective
degree of QCD perturbation theory used in the extraction of –s is indicated in brackets (NLO:
next-to-leading order; NNLO: next-to-next-to-leading order; NNLO+res.: NNLO matched to a
resummed calculation; N3LO: next-to-NNLO).

This world average value is in very good agreement with the last version of this Review, which
was –s(M2

Z) = 0.1181 ± 0.0011, with only a slightly lower central value and decreased overall

6th December, 2019 11:50am

Figure 1.1: The QCD coupling constant, αS, plotted as a function of the momentum scale,
Q for various measurements. The degree of perturbation theory used in the extraction of
αS is indicated in brackets next to each measurement. The bottom left shows the global
average for the coupling strength at the Z boson mass, Q = MZ [5].
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Ion Linear Accelerator (HILAC) began operation in 1957 in Berkeley, CA. At the time, the
primary objectives of the field were nuclear transmutation and the investigation of radiation
damage to human tissue for space travel. HILAC could accelerate ions as heavy as Argon up
to 10 MeV [6]. A few years later, Gell-Mann and Feynman’s parton model was verified by
deep inelastic scattering experiments at SLAC, but it was not until the 70’s that the theory
of QCD was steadily developed. The idea of asymptotic freedom was discovered by David
Gross and Frank Wilczek, and independently by David Politzer in 1973, who shared the
Nobel prize 2004. Based on this idea, J. C. Collins and M. J. Perry of Cambridge predicted
that at sufficiently high densities, long-range interactions would be effectively screened and
nuclear matter would behave as an ideal gas of quarks and gluons [7].

This would mark a fundamentally new state of matter, the Quark Gluon Plasma (QGP).
The study of this state of matter has became one of the primary goals of nuclear physicists
and has helped motivate the construction the Relativistic Heavy Ion Collider (RHIC) as well
as upgrades to the LHC 1. The upgraded LHC is capable of colliding Lead ions with a center
of mass energy per nucleon,

√
sNN, of 5.02 TeV. A considerable step up from Argon ions at

10 MeV.

1.3 The Quark Gluon Plasma

Investigating the QCD phase diagram as a function of both temperature and baryon doping
(or net baryon number), is among one of the most important reasons for studying relativistic
heavy ion collisions. Figure 1.2 shows the currently understood QCD phase diagram as
a function of temperature and net baryon number, parametrized by the baryon chemical
potential, µB.

At the extremely high density and pressure, achieved in relativistic heavy ion collisions,
quarks and gluons are no longer bound within hadrons, instead they are characterized by
astate of deconfinement. The maximum energy density occurs shortly after the two highly
Lorentz-contracted nuclei collide. This system is of course not in equilibrium instantaneously,
and the large energy density is a consequence of the Lorentz contraction of the lead nuclei.
In PbPb collisions, equilibrium is predicted to occur at approximately around 1 fm/c, where
the energy density is 12GeV/fm3, about 20 times the energy density inside hadron at 500
MeV/fm3 [8]. Figure 1.3 shows snapshots of a PbPb collision at different times [8]. The figure
shows two highly lorentz contracted nuclei right before they collide, followed by a snapshot
of a very dense system of QGP, and ending with the production of final state hadrons several
fm/c after the collision. While the temperature of the QGP varies by collision system and
energy, it is thought that QGP formed at RHIC in AuAu collisions reaches temperatures of
300 MeV, with the higher temperatures obtained in PbPb collisions at the LHC [8]. The
quarks and gluons produced in the collision cannot be described as a system of distinct

1The construction of the LHC was of course primarily motivated by the search for the Higgs Boson, lead
by CMS and ATLAS, but the construction of A Large Ion Collider Experiment (ALICE) were motived by
the study of QGP
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Figure 2
(a) Lattice QCD calculations (colored bands) of the pressure p , energy density ε, and entropy density s of hot QCD matter in thermal
equilibrium at temperature T (18, 19) show a continuous crossover around T ∼ 150 MeV, from a hadron resonance gas (HRG; colored
lines) at lower temperatures to quark–gluon plasma (QGP) at higher temperatures. Because QCD is asymptotically free,
thermodynamic quantities will reach the Stefan–Boltzmann limit (weakly coupled quarks and gluons; the noninteracting limit is
indicated) at extremely high temperature. At the range shown, however, they are around 20% below their Stefan–Boltzmann values,
which is consistent with simple estimates for strongly coupled plasma based on holography (20). The rise in ε/T 4 and s/T 3 shown in
the figure is a direct manifestation of the crossover from a hadron gas to QGP, which has more thermodynamic degrees of freedom
because color is deconfined. Using experimental data to constrain ε/T 4 remains an outstanding challenge: Comparing hydrodynamic
calculations to various experimental measurements gives us information about ε versus time, but although some information about T
can be obtained by analyzing measurements of photons, electrons, and muons from heavy ion collisions (21), at present T cannot be
determined with sufficient accuracy to constrain ε/T 4 well enough to see the rise in the number of degrees of freedom in QGP. (b) This
sketch illustrates our current understanding of the expected features of the phase diagram of QCD as a function of temperature and
baryon doping, the excess of quarks over antiquarks, parameterized by the chemical potential for baryon number µB. The lattice
calculations in panel a were done with µB = 0, corresponding to the vertical axis of the phase diagram. The regions of the phase
diagram traversed by the expanding cooling droplets of QGP formed in heavy ion collisions with varying energy √sNN are sketched.
The transition from QGP to hadrons is a crossover near the vertical axis; the thermodynamics of this crossover is well understood from
lattice QCD calculations that are quantitative and controlled in the yellow region. At higher doping, the transition may become first
order at a critical point. A central goal of the coming second phase of the RHIC Beam Energy Scan (BES II) is to determine whether
such a critical point exists in the region of the phase diagram that can be explored using heavy ion collisions. At higher baryon density
and lower temperature, cold dense quark matter is expected to be a color superconductor. This form of matter may be found at the
centers of neutron stars. Panel a adapted from Reference 19. Panel b adapted from Reference 22.

of points in space and Euclidean time, and doing so for a series of lattices with smaller and smaller
spacing between the points, thus taking the “continuum limit” (32). These lattice calculations
have taught us many lessions, including that the transition from a gas of hadrons to the hot, liquid
QGP with zero baryon number is a crossover (28), as in Figure 2, with no further transitions
anticipated as QGP gradually goes from liquid-like to gas-like at higher and higher temperatures
(33). Because lattice calculations are built upon the Euclidean formulation of equilibrium thermo-
dynamics, it is much more challenging to use them to gain information about transport coefficients
including the shear and bulk viscosities, which describe the time-dependent processes via which
infinitesimal perturbations away from equilibrium relax, producing entropy. Pioneering attempts
in these directions have been made (34). Lattice calculations of more dramatically time-dependent
phenomena, including the quenching of jets in the liquid plasma or the initial formation of the
plasma from a far-from-equilibrium collision, are beyond the horizon.
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Figure 1.2: The current understanding of the expected features of the phase diagram of QCD
as a function of temperature and baryon doping, the excess of quarks over antiquarks.[8].

hadrons. That is not to say, however, that the quarks and gluons in this high-energy-density
matter are independent. After production, the QGP expands until the energy density of the
plasma drops below that within an individual hadron and the fluid falls apart into a mist
of hadrons (known as ”chemical freeze-out”). These hadrons then scatter off one another a
few times until they propagate freely in a process known as ”kinetic freeze-out” [8].

While the prediction of a QGP state is based on perturbative ideas, its properties cannot
be estimated perturbatively – enter lattice QCD. In the 1970’s, a method was discovered
where QCD may be calculated computationally at large scales by replacing continuous space
with a finite lattice [9]. Lattice QCD is a non-perturbative approach to solving QCD, and
when the size of the lattice is taken to be infinitely large and its sites infinitesimally close
to each other, the continuum QCD is recovered. Figure 1.4 shows lattice QCD calculations
for the pressure p, energy density ε, and entropy density s of hot QCD matter in thermal
equilibrium at temperature T [10, 11]. Lattice QCD gives several powerful insights on the
order of the phase transition from hadronic matter to a quark gluon plasma, the critical
temperature at which the phase transition occurs, approximately TC ≈200 MeV, as well as
the bulk properties of the system shown in Fig. 1.4. Lattice QCD has strict limitations, how-
ever. Aside from requiring huge amounts of high performance computing, lattice calculations
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Figure 1
(a) Space-time picture of a heavy ion collision, where the color indicates the temperature of the plasma formed. Dynamics takes place as
a function of proper time (blue curves), which is why plasma forms later at higher rapidities. (b) Snapshots of a central 2.76 TeV PbPb
collision at different times (different horizontal slices of the space-time picture on the left) with hadrons (blue and gray spheres) as well as
quark–gluon plasma (red ) (see http://web.mit.edu/mithig/movies/LHCanmation.mov). In both panels, at a given time the hottest
regions can be found at high rapidity close to the outgoing remnants of the nuclei, and the red lines indicate the approximate
longitudinal location of particles with rapidity y = 0, y = 1, and y = 6. Panel a adapted from Reference 7. Panel b adapted from
Reference 8.

order half the speed of light. As the discs recede from one another and the QGP produced between
them is expanding and cooling, new QGP is continually forming in the wake of each receding disc;
see Figure 1. This happens because the quarks and gluons produced at high rapidity are moving
at almost the speed of light in one of the beam directions, meaning that when enough time has
passed in their frame for them to form QGP a long time has passed in the lab frame, around 330
fm/c for rapidity y = 6.5. Throughout this QGP production process, each disc gradually loses
energy as partons with higher and higher rapidity separate from it and form QGP. In contrast,
the occasional high-pT particles seen in some collisions are produced by large-angle scattering at
very early times, when the incident nuclei collide.

The process ends once QGP has formed at the rapidities where most of the baryon number
from the incident nuclei ends up, which is expected to be about two units of rapidity less than that of
the incident nuclei, based upon measurements made in low-energy proton–nucleus ( pA) collisions
(9). So, the discs lose about 85% of their energy while varying amounts of QGP form at varying
rapidities over a range that extends between y = −6.5 and y = 6.5 in collisions at the LHC. A
good way to visualize the QGP production process described above is to consider the production
of each volume element of QGP in its own local rest frame, where the two colliding nuclei have
an asymmetric rapidity and energy, and then boost this volume of QGP back to the lab frame.

After production, each elemental volume of QGP expands in all directions. Looked at overall,
the droplet of fluid flows hydrodynamically, as its initial high pressure drives fluid motion, expan-
sion, and consequent cooling. This picture holds until the energy density at a given location in the
fluid drops below that within an individual hadron, at which point the fluid falls apart into a mist
of hadrons that scatter off one another a few times and then stream away freely. This mechanism
of particle production, via an intermediate epoch during which a hydrodynamic fluid forms and
expands, is quite different from the current understanding of particle production in elementary
collisions in which only a few new particles are created.
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Figure 1.3: Snapshots of a central 2.76 TeV PbPb collision at different times with hadrons
(blue and gray spheres) as well as quark gluon plasma (red). The red vertical lines indicate
different regions of rapidity [8].

are built upon the Euclidean formulation of equilibrium thermodynamics, and so it is much
more challenging to use them to gain information about transport coefficients such as the
shear and bulk viscosities, new techniques are required to describe time-dependent processes
of the plasma. There has been recent progress, in [12], where the transport coefficient of
partons propagating through the medium has been calculated using lattice QCD.

While Perturbative QCD (pQCD) and lattice QCD calculations have their limitations, in
conjunction with the discovery of asymptotic freedom, they all point towards the formation of
a state of matter made up of deconfined quarks and gluons. In the next section, experimental
evidence of the creation of such a state of matter will be discussed.

1.3.1 Collective Flow

The original extension of asymptotic freedom suggested that the deconfined state of quark
and gluons at high energy densities would behave as an ideal gas (see the right hand siged of
Fig. 1.4, at the non-interacting limit). In fact, the interplay between two key features of QCD
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Figure 2
(a) Lattice QCD calculations (colored bands) of the pressure p , energy density ε, and entropy density s of hot QCD matter in thermal
equilibrium at temperature T (18, 19) show a continuous crossover around T ∼ 150 MeV, from a hadron resonance gas (HRG; colored
lines) at lower temperatures to quark–gluon plasma (QGP) at higher temperatures. Because QCD is asymptotically free,
thermodynamic quantities will reach the Stefan–Boltzmann limit (weakly coupled quarks and gluons; the noninteracting limit is
indicated) at extremely high temperature. At the range shown, however, they are around 20% below their Stefan–Boltzmann values,
which is consistent with simple estimates for strongly coupled plasma based on holography (20). The rise in ε/T 4 and s/T 3 shown in
the figure is a direct manifestation of the crossover from a hadron gas to QGP, which has more thermodynamic degrees of freedom
because color is deconfined. Using experimental data to constrain ε/T 4 remains an outstanding challenge: Comparing hydrodynamic
calculations to various experimental measurements gives us information about ε versus time, but although some information about T
can be obtained by analyzing measurements of photons, electrons, and muons from heavy ion collisions (21), at present T cannot be
determined with sufficient accuracy to constrain ε/T 4 well enough to see the rise in the number of degrees of freedom in QGP. (b) This
sketch illustrates our current understanding of the expected features of the phase diagram of QCD as a function of temperature and
baryon doping, the excess of quarks over antiquarks, parameterized by the chemical potential for baryon number µB. The lattice
calculations in panel a were done with µB = 0, corresponding to the vertical axis of the phase diagram. The regions of the phase
diagram traversed by the expanding cooling droplets of QGP formed in heavy ion collisions with varying energy √sNN are sketched.
The transition from QGP to hadrons is a crossover near the vertical axis; the thermodynamics of this crossover is well understood from
lattice QCD calculations that are quantitative and controlled in the yellow region. At higher doping, the transition may become first
order at a critical point. A central goal of the coming second phase of the RHIC Beam Energy Scan (BES II) is to determine whether
such a critical point exists in the region of the phase diagram that can be explored using heavy ion collisions. At higher baryon density
and lower temperature, cold dense quark matter is expected to be a color superconductor. This form of matter may be found at the
centers of neutron stars. Panel a adapted from Reference 19. Panel b adapted from Reference 22.

of points in space and Euclidean time, and doing so for a series of lattices with smaller and smaller
spacing between the points, thus taking the “continuum limit” (32). These lattice calculations
have taught us many lessions, including that the transition from a gas of hadrons to the hot, liquid
QGP with zero baryon number is a crossover (28), as in Figure 2, with no further transitions
anticipated as QGP gradually goes from liquid-like to gas-like at higher and higher temperatures
(33). Because lattice calculations are built upon the Euclidean formulation of equilibrium thermo-
dynamics, it is much more challenging to use them to gain information about transport coefficients
including the shear and bulk viscosities, which describe the time-dependent processes via which
infinitesimal perturbations away from equilibrium relax, producing entropy. Pioneering attempts
in these directions have been made (34). Lattice calculations of more dramatically time-dependent
phenomena, including the quenching of jets in the liquid plasma or the initial formation of the
plasma from a far-from-equilibrium collision, are beyond the horizon.

346 Busza · Rajagopal · van der Schee

A
nn

u.
 R

ev
. N

uc
l. 

Pa
rt.

 S
ci

. 2
01

8.
68

:3
39

-3
76

. D
ow

nl
oa

de
d 

fr
om

 w
w

w
.a

nn
ua

lre
vi

ew
s.o

rg
 A

cc
es

s p
ro

vi
de

d 
by

 U
ni

ve
rs

ity
 o

f C
al

ifo
rn

ia
 - 

B
er

ke
le

y 
on

 1
0/

13
/2

1.
 F

or
 p

er
so

na
l u

se
 o

nl
y.

 

Figure 1.4: Lattice QCD calculations (colored bands) of the pressure p, energy density ε,
and entropy density s of hot QCD matter in thermal equilibrium at temperature T and
small but non-vanishing baryon chemical potential [10, 11]. The figure shows a continuous
crossover around T≈150 MeV, from a hadron resonance gas (HRG; colored lines) at lower
temperatures to quark–gluon plasma (QGP) at higher temperatures. This transition is
expected to a cross-over phase transition, as indicated in the low µB region in Fig.1.2 [8].

determines the nature of this state of matter. First, because of asymptotic freedom and the
high energies probed at RHIC and the LHC, it could be that the interactions between the
partons are so weak that the system may never reach thermal equilibrium. Second, at energy
scales within an order of magnitude of the confinement/deconfinement energy scale, QCD is
strongly coupled. It was only recently been realized after the experiments at RHIC that in
this temperature range QCD describes a relativistic fluid consisting of quarks and gluons that
are so strongly coupled to each other that the resulting liquid cannot be described in terms
of a gas of free particles [13, 14, 15, 16]. The weak coupling picture must be correct during
the initial stages of the collisions with exceedingly high energy; yet even in these collisions,
the strong coupling picture becomes applicable at later times, after a hydrodynamic fluid
has formed. The time of the initial moments of the collisions at RHIC or the LHC where
the weakly coupled picture can be applied remains an open question.

As the colliding nuclei do not usually hit directly head on, there is a non-symmetric

7



overlap region of the two nuclei. This is shown in Fig. 1.5, where the cartoon shows the
resulting elliptically shaped overlap region produced when two spherical nuclei are involved
in a more peripheral collision. This causes a pressure gradient, which in turn causes more
particles to flow along the direction of the reaction plane, defined by the beam direction and
impact parameter (vector connecting the centers of the two nuclei). The reaction plane is
shown as the green grid in Fig. 1.5.

Figure 1.4: The reaction plane of the collision is shown here for a collision in
which the overlap region has an almond like shape. This anisotropy results
in flow of particles in the direction of the reaction plane. The reaction plane
is defined by the direction of the beams, z, and the impact parameter which
connects the centers of the colliding nuclei and happens to be along the x
direction in this plot.

6

Figure 1.5: The reaction plane of the collision is shown here for a collision in which the
overlap region has an almond-like shape. This spatial anisotropy in the initial collisions
results in a flow of particles in the direction of the reaction plane. The reaction plane is
defined by the direction of the beams, z, and the impact parameter which connects the
centers of the colliding nuclei and happens to be along the x direction in this plot [17].

By measuring the anisotropy of particles produced in heavy ion collisions, the crucial
distinction between these two scenarios can be found: In the case of a weakly interacting gas
of particles, the initial spatial anisotropy of the collision zone would essentially be washed
out by random motion, leaving the azimuthal distribution of final state particles roughly
isotropic. Alternatively, if the quarks and gluons form a strongly coupled liquid soon enough,
while the distribution of energy density produced in the collision remains anisotropic, this
noncircular and lumpy drop of fluid will expand in a hydrodynamic fashion, yielding faster
expansion in the direction of larger gradients: Hydrodynamics converts spatial anisotropies
into momentum anisotropy.

A Fourier analysis is performed to relate the measured angular distribution of final state
(charged) particles to the azimuthal momentum anisotropy. This Fourier analysis is shown

8



in Eq. 1.6:

dN̄

dϕ
=

dN̄

2π

(
1 + 2

∞∑

n=1

v̄n cos[n(ϕ− Ψ̄n)]

)
(1.6)

with ϕ the azimuthal angle centered about the beam axis, Ψ̄n are the event plane angles
determined with respect to the beam direction, and N̄ is simply the average number of
particles in the event. Importantly, dN̄

dϕ
is the quantity that is directly measured, and vn

is extracted as a fourier coefficient that quantifies the magnitude of flow. The subscript n
indicates the order of the harmonic, with vn indicating the kind of flow and are thus called
flow coefficients. For example, v1 corresponds to radial flow, and perhaps more interestingly,
v2 corresponds to elliptic flow that results from the initial elliptic overlap region shown in
Fig 1.5. v2 has been measured extensively at RHIC and the LHC, and has been showed to
be non-zero and positive. This strongly indicates that the picture of a strongly coupled fluid
that is formed proceeding the initial collision is the correct picture.

This cartoon is of course a simplification: the nuclei are made up of nucleons (in turn
made of partons) and are quite lumpy, resulting in more complex spatial anisotropies in the
initial collision, and therefore higher order flow coefficients. The interacting partons move
around within the nucleons before the initial collision. This can give rise to different overlap
shapes, which can result in non-zero measurements of higher order flow harmonics. This
is demonstrated beautifully at a larger scale in Fig. 1.6, where different nuclei of distinct
shapes, 3He, deuterium, and protons, are simulated as they collide with Au, yielding simple
yet very distinct collision geometries [18].

The bottom most panel would correspond to an larger v3 measurement. Higher flow
harmonics in larger systems (AA and PbPb) have been measured as well. Fig 1.7 shows such
measurements up to v5 [19], illustrating that the movement of nucleons (rather than nuclei
with distinct shapes in Fig. 1.6) can yield measurements of higher order flow harmonics.

The property that quantifies the liquidness of a material made up of ultrarelativistic
constituents is the ratio of its shear viscosity η to entropy density, s, whcih is the entropy
per particle in systems with fixed number of particles. The ratio η/s is dimensionless in
units where kB and h̄ have been set to 1. This ratio plays a key role in the equations of
hydrodynamics which govern the effects of shear viscosity in a relativistic fluid, and is often
called the “specific viscosity”. The precise magnitude of the anisotropies vn should then be
quite sensitive to the viscosity of the plasma. Specific viscosity controls how rapidly gradients
of any sort introduced in the initial conditions are dissipated into heat. This means that
flow measurements compared to theory calculations can constrain the specific viscosity. By
using simulations with smooth initial conditions (obtained from lattice calculations), it can
be estimated that the specific viscosity of the QGP is approximately 0.08-0.20 [20]. The
lower end of which is remarkably close to the theoretical limit for any liquid of 1/4π. For
this reason, the quark gluon plasma is often called the most perfect liquid.

9
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clear prediction for the ordering of the experimentally accessible v2 
and v3 signals, following that of the εn, namely

< ≈
≈ <

+ + +

+ + +
v v v

v v v
(3)2

p Au
2
d Au

2
He Au

3
p Au

3
d Au

3
He Au

3

3

This ordering assumes that hydrodynamics can efficiently translate 
the initial geometric εn into dynamical vn, which in turn requires a 
small value for the specific shear viscosity.

There exist a class of alternative explanations where vn is not 
generated via flow, but rather is created at the earliest time in the 
collision process as described by so-called initial-state momentum 
correlation models. They produce a mimic flow signal where the 
initial collision generates colour flux tubes that have a preference 
to emit particles back-to-back in azimuth19,20. These colour flux 
tubes, also referred to as domains, have a transverse size relative to  
the collision axis less than the colour-correlation length of order 
0.1–0.2 fm. In the case where individual domains are resolved, a col-
lision system with a larger overall area but the same characteristic 
domain size (for example d+ Au and 3He+ Au compared with p+ Au 
and p+ p) should have a weaker correlation because the different 
domains are separated and do not communicate21,22. An instructive 
analogy is a ferromagnet with many domains: if the domains are 
separated and disconnected, the overall magnetic field is weakened 
by the cancellation of effects from the random orientation in the 
different domains. The root-mean-square diameter of the deuteron 
is 4.2 fm, and so in d+ Au collisions the two hot spots are typically 
much farther apart than the characteristic domain size. A straight-
forward prediction is then that the v2 and v3 coefficients should  
be ordered

> >+ + +v v v (4)n n n
p Au d Au He Au3

in contradistinction to the hydrodynamic flow prediction.

An experimental realization of the proposed geometry scan has 
been under way at the RHIC. Collisions of 3He+ Au, p+ Au and 
d+ Au at s

NN
 =  200 GeV were recorded in 2014, 2015 and 2016, 

respectively. The PHENIX experiment observed elliptic anisot-
ropies in the azimuthal distributions of the charged particles pro-
duced in all three systems23–25, as well as triangular anisotropies in 
3He+ Au collisions25. This Letter completes this set of elliptic and 
triangular flow measurements from PHENIX in all three systems 
and explores the relation between the strength of the measured vn 
and the initial-state geometry.

The vn measurements reported here are determined using the 
event plane method26 for charged hadrons in the midrapidity region 
covering |η| <  0.35, where η is the particle pseudorapidity







η θ≡ −ln tan

2
(5)

and θ is the polar angle of the particle. The second-order event 
plane is determined using detectors in the Au-going direction 
covering − 3.0 <  η <  − 1.0 in p/d+ Au and − 3.9 <  η <  − 3.1 in 3He+ 
Au. The third-order event plane is determined using detectors in 
the Au-going direction covering − 3.9 <  η <  − 3.1 in all cases. The 
pseudorapidity gap between the particle measurements and the 
event plane determination excludes autocorrelations and reduces 
short-range correlations arising from, for example, jets and particle 
decays—typically referred to as non-flow correlations. Estimates of 
possible remaining non-flow contributions are included in the sys-
tematic uncertainties. Additional uncertainties related to detector 
alignment, data selection and event plane determination are also 
included in the systematic uncertainty estimation (see Methods). 
In these small collision systems the event plane resolution is  
low, meaning that = ⟨ ⟩v v{EP}n n

2  (ref. 27) and the results are there-
fore equivalent to measurements using two-particle correlation 
methods.
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Fig. 1 | Average system eccentricities from a Monte Carlo (MC) Glauber model and hydrodynamic evolution of small systems. a, Average second (third) 
order spatial eccentricities, ε2 (ε3), shown as columns for small impact parameter p+ Au (red), d+ Au (blue) and 3He+ Au (black) collisions as calculated 
from a MC Glauber model. The second- and third-order spatial eccentricities correspond to ellipticity and triangularity, respectively, as depicted by the 
shapes inset in the bars. The vertical lines represent one standard deviation systematic uncertainties. b, Hydrodynamic evolution of a typical head-on p+ 
Au (top), d+ Au (middle) and 3He+ Au (bottom) collision at sNN != !200!GeV as calculated by SONIC, where the p/d/3He completely overlap with the Au 
nucleus. From left to right each row gives the temperature distribution of the nuclear matter at four time points following the initial collision at t!= !0. The 
arrows depict the velocity field, with the length of the longest arrow plotted corresponding to β!= !0.82.
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Figure 1.6: Hydrodynamic evolution of a typical head-on p+Au (top), d+Au (middle) and
3He+Au (bottom) collision at

√
sNN = 200 GeV as calculated by SONIC, where the p/d/3He

completely overlaps with the Au nucleus. From left to right each row gives the temperature
distribution of the nuclear matter at four time points following the initial collision at t = 0.
The arrows depict the velocity field [18].

1.3.2 Jets

The next key piece of evidence for the production of a hot, deconfined nuclear matter has
to do with the observed modification of jet production in heavy ion collision. But before
discussing this observable, it will be useful to discuss exactly what a jet is, and perhaps more
fundamentally, how partonic interactions are related to experimental observables such as the
data in Fig. 1.1. Generally, the perturbative regime of QCD is explored using high energy
collisions of elementary particles, the simplest of which are electron-positron collisions. In
these collisions, quarks may be produced in the final state by the reaction e+ +e− → qq̄. Yet,
due to confinement these quarks are not observed at the detector level, but rather hadronize
into a collimated spray of mesons and baryons, which are correlated in phase space and
collectively referred to as jets.

At a high level, a jet represents a virtual hard parton and its subsequent evolution. In
practice, a jet is a “contract” between experimentalists and theorists’: hadrons are combined
into jets using specific definitions and reconstruction algorithms (most prominently the kT,
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magnitude of v2ðptÞ is better described by !=s ¼ 0 while
for v3ðptÞ !=s ¼ 0:08 provides a better description. We
anticipate future comparisons utilizing MC-KLN initial
conditions.
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also reaches the same magnitude as v2 and v3. For more
central collisions 0%–2%, we observe that v3 becomes
equal to v2 at lower pt and reaches significantly larger

values than v2 at higher pt. The same is true for v4

compared to v2.
We compare the structures found with azimuthal corre-

lations between triggered and associated particles to those
described by the measured vn components. The two-
particle azimuthal correlations are measured by calculating
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is the number of associated particles as function of !"
within the same (different) event, and Nsame (Nmixed) the
total number of associated particles in dNsame=d!"
(dNmixed=d!"). Figure 4 shows the azimuthal correlation
observed in very central collisions 0%–1%, for trigger
particles in the range 2<pt < 3 GeV=c with associated
particles in 1< pt < 2 GeV=c for pairs in j!!j> 1. We
observe a clear doubly peaked correlation structure cen-
tered opposite to the trigger particle. This feature has been
observed at lower energies in broader centrality bins
[32,33], but only after subtraction of the elliptic flow
component. This two-peak structure has been interpreted
as an indication for various jet-medium modifications
(i.e., Mach cones) [32,33] and more recently as a manifes-
tation of triangular flow [10–13]. We therefore compare the
azimuthal correlation shape expected from v2, v3, v4, and
v5 evaluated at corresponding transverse momenta with the
measured two-particle azimuthal triggered correlation and
find that the combination of these harmonics gives a natu-
ral description of the observed correlation structure on the
away side.
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Figure 1.7: v2, v3, v4, and v5 as a function of particle transverse momentum, pT, for peripheral
(left) and central (right) PbPb events. The full and open markers are for ∆η < 0.2 and
∆η < 1.0, respectively. The colored bands represent hydrodynamic models with two different
parameters for the specific viscosity [19].

Anti-kT and Cambridge/Aachen reconstruction algorithms [21]) cleverly based on pCQD
arguments.

The jet reconstruction algorithms cluster entities (usually measured particles) based on
their distance relative to other entities, dij, and compares it to the it’s distance from the
beam, diB. These quantities are defined as [22],

dij = min
(
k2p
ti , k

2p
tj

) ∆2
ij

R2

diB = k2p
ti

(1.7)

where ∆2
ij = (yi − yj)2 + (φi − φj)2 and kti, yi and φi are respectively the transverse momen-

tum, rapidity and azimuth of particle i. R is the maximum radius of the jet in (∆ϕ − δη)
and the parameter p govern the relative power of the energy versus geometrical (∆ij) scales.

For the kTreconstruction algorithm, p is 1. For Anti-kT, p = −1, and for Cambridge/Aachen
p = 0. The value of p largely changes the ordering of particles clustered into the jet, and
impact the shape and make up of the final jet that is reconstructed [22].

1.3.3 Nuclear Modification Factor

Jet production and showering in vacuum are well described by pQCD, as shown in the blue
triangles and green asterisks in Fig. 1.1. When a jet is produced in a heavy ion collision,
however, the partons in the shower must barrel through the droplet of QGP produced in the
same collision. As this happens, the parton should loose energy and forward momentum,
as the plasma should be opaque to color charge in the same way a more traditional ionized
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plasma is opaque to light. This parton energy loss changes the spectrum of the final jets.
Thus a key signature of the formation of a quark gluon plasma in the lab is the observation
of this jet energy loss or suppression. This loss of course, is simply the redistribution of the
jets energy to the medium, and must be compared to how jets propagate in ’vacuum’ (to
which pp collisions is taken as an estimation) in order to be quantified. Accordingly, this
suppression is quantified by the nuclear modification factor RAA.

RAA(pT) =
dNAA/dpT

〈Ncoll〉dNpp/dpT

, (1.8)

where dNxx/dpT is the number of jets (or, in other contexts, particles of a specified type)
produced in AA or pp collision. Additionally, the nuclear modification factor is expressed
here as a ratio of yields instead of cross sections 2. 〈Ncoll〉 is the total number of encounters
between left and right moving nucleons, which we call the number of binary collisions. While
Ncoll cannot be determined directly from measured cross sections, there is a well-defined
theoretical procedure based on the collision geometry of distribution of nucleons inside nuclei
called Glauber model calculations [23] for determining this and other quantities. These
quantities include the number of participating nucleons, and centrality classes (percentile
classes of multiplicity, or the total number of particles measured in the event), and collision
impact parameter. The impact parameter is the distance between the centers of the colliding
nuclei. The smaller the impact parameter, the more overlap there is between the colliding
nuclei, and the higher the centrality (which yields more produced particles). The number of
binary collisions is applied as an important scaling factor where nuclear collisions are naively
modelled to be the sum of many independent p+p collisions. Deviations from this scaling,
i.e. a modification factor that deviates from 1, indicate that properties of the nucleus or the
creation of a plasma are affecting the measurement.

RAA is the ratio of the observed per-event yield in nuclear collisions to the expected yield.
Figure 1.8 shows RAA for PbPb collisions. The amount of suppression shown in Fig. 1.8
is quite striking, especially for more central events, where the droplet of QGP that the jets
need to traverse is largest. This measurement indicates the formation of a medium that is
opaque to color charge, and the measurment points to the suppression of high pT partons.
It is considered an extremely important piece of evidence towards the creation of the quark
gluon plasma in relativistic heavy-ion collisions 3.

It is important to realize, however, that high-pT jets are produced with a probability that
drops rapidly with increasing pT [25]. The steepness of the energy spectrum implies that a
small fractional jet energy loss corresponds to a large suppression in RAA for jets (this is
often referred simply as a “bin-migration” effect). This means higher jet pT bins have much
lower RAA values since each jet that de-populates that bin represents a larger fraction of

2Other nuclear modifications factors are TAA, which includes the ratio of cross sections, and IAA, which
is a ratio of conditional yields

3More precisely, the measured suppression reflects the density of partons in the system, but not necessarily
whether the partons are deconfined.
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Fig. 4. Upper panel: The RAA values as a function of jet pT for jets with |y| < 2.8
for four centrality intervals (0–10%, 20–30%, 40–50%, 60–70%). Bottom panel: The 
RAA values as a function of jet pT for jets with |y| < 2.8 for four other centrality 
intervals (10–20%, 30–40%, 50–60%, 70–80%). The error bars represent statistical un-
certainties, the shaded boxes around the data points represent bin-wise correlated 
systematic uncertainties. The coloured and grey shaded boxes at RAA = 1 represent 
fractional 〈TAA〉 and pp luminosity uncertainties, respectively, which both affect the 
overall normalisation of the result. The horizontal size of error boxes represents the 
width of the pT interval.

Fig. 5. The RAA values as a function of jet pT for jets with |y| < 2.1 in 0–10% and 
30–40% centrality intervals compared to the same quantity measured in √sNN =
2.76 TeV Pb+Pb collisions [9]. The error bars represent statistical uncertainties, 
the shaded boxes around the data points represent bin-wise correlated systematic 
uncertainties. For √sNN = 2.76 TeV measurement, the open boxes represent uncor-
related systematic uncertainties. The coloured shaded boxes at RAA = 1 represent 
the combined fractional 〈TAA〉 and pp luminosity uncertainty. The horizontal size of 
error boxes represents the width of the pT interval.

Fig. 6. The RAA values for jets with 100 < pT < 126 GeV and 200 < pT < 251 GeV
for rapidity |y| < 2.8 evaluated as a function of 〈Npart〉. For legibility, the 〈Npart〉
values are shifted by −7 and +7 for 100 < pT < 126 GeV selection and 200 < pT <

251 GeV selection, respectively. The error bars represent statistical uncertainties. 
The heights of the open boxes represent systematic uncertainties. The widths of the 
open boxes represent the uncertainties in the determination of 〈Npart〉. The grey 
shaded box at unity represents the uncertainty of the pp integrated luminosity.

evolution of RAA is observed, with the largest values of RAA in 
the most peripheral collisions and the smallest values of RAA
in the most central collisions. The magnitude of RAA is ob-
served to be larger for jets in higher pT interval for 〈Npart〉 !
50. For 〈Npart〉 " 50 the difference is not statistically signifi-
cant.

The rapidity dependence of RAA is shown in Fig. 7 as the ratio 
of RAA to its value measured for |y| < 0.3. This representation was 
chosen because all systematic uncertainties largely cancel out in 
the ratio. The distributions are reported in intervals of increasing 
values of pT in the four panels. The ratio is constant in rapidity at 
lower pT. As the pT increases, the value of RAA starts to decrease 
with rapidity and the decrease is most significant in the highest 
pT interval of 316–562 GeV. In this pT interval, the value of the 
RAA ratio is 0.83 ± 0.07 and 0.68 ± 0.13 in the rapidity regions 
of |y| = 1.2–2.8 and |y| = 1.6–2.8, respectively. This decrease was 
predicted in Ref. [49] as a consequence of a steepening of jet pT
spectra in the forward rapidity region.

A comparison of the RAA values with theoretical predictions is 
provided in Fig. 8. The RAA values obtained as a function of jet pT
are compared with five predictions for jets with |y| < 2.1 where 
theory calculations are available: the Linear Boltzmann Transport 
model (LBT) [50], three calculations using the Soft Collinear Effec-
tive Theory approach (SCETG) [51–54], and the Effective Quenching 
model (EQ) [49]. The LBT model combines a kinetic description of 
parton propagation with a hydrodynamic description of the un-
derlying medium evolution while keeping track of thermal recoil 
partons from each scattering and their further propagation in the 
medium [50]. The SCETG approach uses semi-inclusive jet func-
tions [55] evaluated with in-medium parton splittings computed 
using soft collinear effective theory. It provides three predictions 
with two different settings of the strong coupling constant as-
sociated with the jet–medium interaction (g = 2.2 and g = 1.8) 
and the calculation at NLO accuracy. The EQ model incorporates 
energy loss effects through two downward shifts in the pT spec-
trum based on a semi-empirical parameterisation of jet quenching 
effects. One shift is applied to quark-initiated jets and a larger 
shift to gluon-initiated jets. The EQ model requires experimental 
data in order to extract the parameters of the energy loss. The 
same parameters of the jet energy loss as for √sNN = 2.76 TeV
data [49] are used here. All the models are capable of reproduc-
ing the general trends seen in the data. For pT " 250 GeV, the 
data agrees best with the SCETG model which uses g = 2.2. For 

Figure 1.8: The nuclear modification factor RAA for jets for four different centralities as a
function of jet transverse momentum pT [24]. TAA = 〈Ncollσ

pp〉

the total bin count than at lower pT . In reality, different jets with the same initial energy
lose very different amounts of energy, as discussed below, meaning that this argument must
be made at the ensemble level. However, the conclusion is the same: the steepness of the
jet energy spectrum means the suppression in RAA for jets is a very sensitive measure of
jet energy loss. The trend for each centrality class is roughly the same, however, where
jets at higher pT have modification factors closer to 1. Because of the steepness of the jet
spectrum described above, the ensemble of high pT jets that comes out of the droplet of
QGP will be dominated by those jets that lost relatively little energy. To put it another way,
there are fluctuations in how much energy each individual parton will lose in the medium,
and selecting jets which look like high pTjets in a vacuum may skew measurements towards
partons which have lost the least energy in the medium. This is often called the “survivor
bias” [26].

Figure 1.9 shows the RAA measured for a variety single particles [27] measure by AL-
ICE and CMS. The single particle RAA distributions provides several insights. First, for
the bosons measured in the figure, the RAA is consistent with unity. This is a vitally im-
portant check to validate the definition RAA and the scaling of cross sections using Glauber
calculations, as these particles are not expected to interact with the medium. This will be
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discussed in more detail in 1.6. Second, the shape: while an overall suppression is seen, the
peak at low pT is more likely the result of cold nuclear matter effects, i.e. changes due to the
presence of the lead nucleus alone in pPb collisions, instead of hot nuclear matter (QGP).
The third insight is the shape at high pT . Note that measuring RAA for high-pT hadrons is
quite different: in both pp and AA collisions, a high-pT hadron is statistically likely to come
from a specific, unusual type of jet that contains one very hard parton and is very narrow.
More narrow final state jets are predicted to originate from partons that loose less energy in
the medium, and some evidence for this has been observed in [28]. Selecting (i.e., triggering
on) high pThadrons therefore constitutes selecting an unusual sample of jets that lose less
energy, and this selection effect becomes stronger at higher pT .

particles by measuring the time-of-flight and the Cherenkov angle, respectively.
These proceedings give an overview of recent ALICE results on the nuclear modification

factors for charged as well as identified light-flavour hadrons in Pb–Pb and p–Pb collisions.

2 RAA and RpPb for charged particles

The nuclear modification factor, RAA, in Pb–Pb collisions at
p

sNN = 2.76 TeV is shown for two
centrality intervals 8 in the top left panel of Fig. 1. There is a significant suppression of charged
hadron yields for the most central (0-5%) collisions. The nuclear modification factor exhibits
a minimum at around pT = 6-7 GeV/c and a significant rise for pT > 7 GeV/c, indicating
a reduction of the relative energy loss. For peripheral collisions (70-80%) only a moderate
suppression and a weak pT dependence is observed.
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Figure 1 – RAA and RpPb of charged particles. (Top left) RAA is shown in central (0-5%) and peripheral (70-80%)
Pb–Pb collisions. (Bottom left) Comparisons of RAA and RpPb measured by ALICE and CMS. (Right) RpPb

from ALICE for |⌘cms| < 0.3 (symbols) are compared to model calculations (bands or lines).

The observed suppression at a given centrality is a consequence of the interplay of the parton
pT distribution, the medium density and the gluon-to-quark ratio. The relative contributions of
these e↵ects can be studied in comparison to models. In general, all the models capture the rise
of RAA due to a decrease of the relative energy loss with increasing pT, but there are remarkable
quantitative deviations in some cases.

In the bottom left panel of Fig. 1 the nuclear modification factor, RpPb, in p–Pb collisions atp
sNN = 5.02 TeV is shown for charged particles 9, in comparison with RAA for most central (0-

5%) collision measured by ALICE and CMS. Moreover, comparisons are also shown for particles
which are not sensitive to QCD dynamics (direct photon, W±, Z0) measured by CMS.
For pT & 2 the RpPb is consistent with unity showing that the large suppression observed for
RAA at high-pT is related to the jet quenching in QGP and not to inital state e↵ects.

A comparison of the p–Pb data to models is crucial for the understanding of cold nuclear
matter e↵ects. In the right panel of Fig. 1 RpPb for |⌘cms| < 0.3 is compared to theoretical

Figure 1.9: Comparisons of RPbPb and RpPb for various single particles measured by ALICE
and CMS [27].
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1.3.4 Flow in Small Systems

It should be noted, however, that flow – a key signature of a viscous fluid – is not exclusive
to AA collisions. Non-zero measurements of flow have been observed in high multiplicity pp
collisions at CMS [29] in p–Pb collisions at ALICE and LHCb [30, 31], and in p/d/3He +Au
collisions at PHENIX [32]. Figure 1.10 shows the famous ”near side ridge” in high centrality
p–Pb, a feature most likely attributable to the hydrodynamic evolution of the initial collision
geometry (closely related to v2).

The LHCb Collaboration / Physics Letters B 762 (2016) 473–483 477

Fig. 3. Two-particle correlation functions for events recorded in the Pb + p configuration, showing the (left) low and (right) high event-activity classes. The analysed pairs of 
prompt charged particles are selected in a pT range of 1–2 GeV/c. The near-side peak around (!η = !φ = 0) is truncated in the histograms.

Fig. 4. Two-particle correlation functions for events recorded in the p + Pb (left) and Pb + p (right) configurations, showing the 0–3% event-activity class. The analysed pairs 
of prompt charged particles are selected in a pT range of 2–3 GeV/c. The near-side peak around (!η = !φ = 0) is truncated in each histogram.

total momentum of the particles. As a result, the near-side ridge is 
visible towards |!η| values slightly below 2.0 without being cov-
ered by the jet peak.

In order to study the evolution of the long-range correlations 
on the near and away sides in more detail, one-dimensional pro-
jections of the correlation function on !φ are calculated,

Y (!φ) ≡ 1
Ntrig

dNpair

d!φ
= 1

!ηb − !ηa

!ηb∫

!ηa

1
Ntrig

d2Npair

d!ηd!φ
d!η.

(5)

The short-range correlations, e.g. of the jet peak, are excluded 
by averaging the two-dimensional yield over the interval from 
!ηa = 2.0 to !ηb = 2.9. Since random particle combinations pro-
duce a flat pedestal in the yield, the correlation structures of in-
terest are extracted by using the zero-yield-at-minimum (ZYAM) 
method [33,34]. By fitting a second-order polynomial to Y (!φ) in 
the range 0.1 < !φ < 2.0, the offset is estimated as the minimum 
of the polynomial. This value, further denoted as CZYAM, is sub-
tracted from Y (!φ) to shift its minimum to be at zero yield. The 
uncertainties on CZYAM due to the limited sample size and the fit 
range are below 0.002 for all individual measurements.

The subtracted one-dimensional yields for the p + Pb (full cir-
cles) and Pb + p (open circles) data samples are shown in Fig. 5
for all activity classes and pT intervals. The correlation increases 
with event activity, but decreases towards higher pT where fewer 
particles are found. Since more particles are emitted into the ac-
ceptance of the detector in the Pb + p compared to the p + Pb
configuration, a larger offset is observed, as indicated by the ZYAM 

constants. All distributions in Fig. 5 show a maximum at !φ = π , 
marking the centre of the away-side ridge, which balances the 
momentum of the near-side (the jet peak is excluded in this rep-
resentation). The lower activity classes, 50–100% and 30–50%, do 
not have a corresponding maximum at !φ = 0. The 30–50% event 
class of the Pb + p sample shows a first change in shape of the 
distribution at !φ = 0. The picture changes when probing the in-
termediate activity class 10–30%. In all pT intervals of the Pb + p
sample the emergence of the near-side ridge with a second maxi-
mum at !φ = 0 is clearly visible. In the p + Pb sample the event 
activity is still not high enough to form a clear near-side structure. 
In the high-activity classes, 0–10% and 0–3%, the near-side ridge is 
strongly pronounced in the Pb + p sample in all pT intervals. In 
the p + Pb sample the near-side structure is less distinct; however 
the 1 < pT < 2 GeV/c interval shows a clear near-side ridge.

A qualitatively similar behaviour is seen in the forward-central 
correlations studied by the ALICE experiment [9], with a forward 
muon trigger and central associated particles. Here also a clear 
ridge effect is observed, which grows with increasing event ac-
tivity, and indications are seen that it is more pronounced in the 
hemisphere of the Pb nucleus.

Comparison of the ZYAM-subtracted yields shows that the 
away-side ridge is always more prominent than the near-side 
ridge. The ridge on the away-side is only weakly dependent on pT, 
while the near-side ridge appears most pronounced in the bin 
1 < pT < 2 GeV/c. Comparing p + Pb and Pb + p, one finds that 
especially for high event activities the near-side ridge is more pro-
nounced in the Pb hemisphere.

Study of the one-dimensional yields within a pT interval for 
different activity classes shows that the away side remains ap-

Figure 1.10: Two-particle correlation for high-event activity in p–Pb collisions at 5.02 TeV
measured with the LHCb detector [31].

The “near-side ridge” observed here is often thought to be the result of collectivity or flow,
hinting that there there may be some hydrodynamic behavior even in these small systems.
The degree of hydrodynamic behavior can be quantified by v2, as mentioned before, and is
shown in Fig. 1.11, where a non-zero v2 in pp, and p–Pb (as well as PbPb) is shown: the
ridge at larger ∆ϕis attributed to jets produced in the collision. In the simple 2-2 scattering
picture in which the initial total pTis 0, the two scattered partons should be back-to-back
in ∆ϕ to conserve momentum, and so a jet peak is expected at larger ∆ϕ. However, the
partons in the initial system do not necessarily have 0 pT. Both partons can have an initial
transverse momentum, kT, that makes up a component of their overall momentum fraction
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of the nucleon. Differences in kTbetween the colliding partons result in a larger spread of
the jet peak along ∆η. This is known as kT smearing [33], and the effect is a long prominent
ridge along ∆η centered at approximately ∆ϕ≈ π.
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Fig. 4. The v2 data measured in pp, pPb and PbPb collisions at the LHC energies by CMS as a function of pT for charged particles, Ks
0

and Λ particles at high multiplicities from two-particle correlations [12, 16] (top), and as a function of multiplicity for charged particles
averaged over 0.3 < pT < 3 GeV/c from two- and multi-particle correlations [12] (bottom).

3. Collective flow in small systems – pp and pA

A big question under intense debate in the field of heavy-ion physics is: how small a QGP fluid system
can be in size? In general, hydrodynamics is applicable when the characteristic system size is much larger
than its interaction mean free path, L ! λm. f .p., where the mean free path is inversely related to the system
temperature and coupling strengthen, λm. f .p. ∼ 1

g4T . In the case of strong coupling of the order of 1, hydro-
dynamics requires a condition of LT ! 1. On the other hand, in the limit of extremely strong coupling as
for the holographic principle, this criteria could be significantly loosened to LT ∼ 1 so that a QGP fluid may
be realized with a much smaller size (∼ 1/T ) at a given temperature. Therefore, the question on how small
a QGP fluid can be has important implications to the most fundamental property of the QGP medium.

To emphasize again, it is LT that determines the system’s fluid behavior, instead of just the absolute
size. So what is the corresponding experimental condition then? As entropy density, s, scales as T 3 for
a thermalized QGP system, and also s is approximately proportional to event multiplicity, Ntrk over L3, a
qualitative relation can be derived that LT ∼ (Ntrk)

1
3 . Therefore, the most relevant question to ask may not

be about absolute size of the system but, instead, what is the smallest multiplicity or total entropy the system
has to produce to exhibit hydrodynamic behavior. Lots of experimental evidence also suggest that total event
multiplicity does seem to play a special role in driving the collective effects of produced particles.

Several key features of collectivity have recently been observed in high-multiplicity pp collisions as
well, similar to those in pPb and PbPb collisions. These include, as shown in Fig. 4 for data from CMS,
mass ordering of v2 (comparing charged particles, K0

s and Λ), multi-particle cumulant v2 (v2{4} ≈ v2{6}) that
is independent of multiplicity, and mass dependent of identified particle spectra (not shown). Experimental
observation of collective behavior across all hadronic collision systems with high-multiplicity final state has
been established, although this does not necessarily imply a hydrodynamic origin of collectivity.

Progress has also been made recently for the scenario of initial interaction models. By incorporating
the Lund string model in PYTHIA to fragment gluons into final-state hadrons, the CGC glasma model is
able to make direct quantitative comparisons to experimental observables for the first time. For instance

W. Li / Nuclear Physics A 967 (2017) 59–66 63

Figure 1.11: The v2 data measured in pp, pPb and PbPb collisions by CMS as a function of pT

for charged particles, Ks
0 and Λ particles at high multiplicities from two-particle correlations

[34, 35].

These observations came as quite the surprise: these smaller systems were previously
thought to have insufficient energy density for deconfinement to occur and contained too few
particles in the collision for thermalization and the equations of hydrodynamics to meaning-
fully apply.

The observation of flow, however, is not a sufficient condition to for claiming the cre-
ation of quark gluon plasma. One hypothesis claims that this phenomenon is not solely
attributable to the formation of QGP. There has been quite interesting work on the appli-
cability of hydrodynamics in systems far from equilibrium [36], and findings that indicate
that measurements of vn do not necessarily imply equilibrium [37]. But the question of why
hydrodynamics describes these small systems so well [38, 39] remains an open question in
the field. On the other hand, another hypothesis is that a tiny droplet of QGP is formed
in these smaller systems. While our current understanding of the conditions required for
the formation of QGP indicates that it may in fact be possible to create a QGP in these
systems, this is troubling for other reasons. These smaller systems often serve a ”control” for
quantifying the modifications observed in AA collisions that are attributed to QGP. This all
points to the increased necessity of measuring modifications in smaller systems, particularly
attempting to disentangle the effects of hot nuclear matter from cold nuclear matter, and is
a principle focus of this thesis.

As stated previously, the presence of flow effects in small systems has not unambiguously
stipulated the creation of a quark gluon plasma in these systems. Other observables such
as the broadening of the away side correlation need to be studied. In particular, however, a

16



”smoking gun” of QGP production, discussed in the next section, has yet to be observed in
small systems, despite an extensive search for it.

1.4 Fragmentation Functions

One of the simplest ways to study QCD is to measure hadron production in e+ + e− col-
lisions, particularly through the process e+ + e− → qq̄. The inclusive cross section for
hadron production (σ) may be written as the product of the partonic cross section (σ̂) and a
parametrization of the non-calculable long-range behavior called the fragmentation function
(FF), denoted Dh

c (z) is the probability for a parton of flavor c to fragment into a hadron
taking a fraction z = ph/pc of its momentum:

dσ =
∑

c

∫
dzdσ̂(pa, pb, pc)D

h
c (z) (1.9)

This property is known as factorization. It is an approximation that does not always hold,
though it has only been explicitly proven in a limited number of cases [40]. Experimentally,
the yield of hadrons as a function of z associated with a parton (or jet) of known momentum
is a measure of the fragmentation function. Experimentally, an alternative variable, zT =
phT/p

trig
T , is often used where ptrigT is the transverse moment of a jet, or other object related

to a hard scattered parton.
A more complex but relevant observable is the semi-inclusive cross section in Deep In-

elastic Scattering (SIDIS). In electron-proton collisions, semi-inclusive scattering simply in-
dicates that not all the particles are measured. In e+p collisions, semi-inclusive scattering
measures at least one other hadron in coincidence with the scattered electron. Exclusive
scattering, indicates that all particles produced in the collision are measured. These defi-
nitions appear counter-intuitive, at least in terms of what’s measured in the collision. But
the distinction comes from the underlying physical processes that each measurement corre-
sponds to. In semi-inclusive scattering, there are often several physical processes that could
have resulted in the limited number of measured particles. For example, there are a variety
of processes that give rise to a qq̄ pair, all of which must be considered in an event where
exactly two jets are measured in coincidence with the scattered electron. In exclusive scat-
tering, because all particles are measured in the collision, the underlying physical process
producing those particles is much more readily identified, to the exclusion of other potential
processes. Unlike e+p collisions, in heavy ion collisions the shear number of particles pro-
duced, a substantial fraction of which are neutral particles that are notoriously difficult to
measure, exclusive measurements are essentially impossible. The term Deep Inelastic is more
straightforward; rather than an elastic collision where momentum is conserved, much of the
energy goes towards breaking up the proton(Ion). The semi-inclusive DIS cross section can
be written as:
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dσ =
∑

a,c

∫
dxadzfa(xa)dσ̂(pa, pb, pc)D

h
c (z). (1.10)

where (Bjorken) x is the fraction of the proton’s momentum carried by the parton, and
fx(x) is the parton distribution function (PDF) that describes the partons in their initial
state before the collision. At first glance, this equation is troubling, as it appears that a
careful measurement of the hadronic cross section cannot uniquely determine the PDF or
fragmentation function. The long-range behavior of these fragmentation functions, however,
is thought to be independent of the collision process, a property known as universality. Thus,
the same fragmentation functions are thought to apply regardless of the particle species being
collided. On the other hand, parton distribution function is only a property of the objects
being collided and can be factorized from the collision process and subsequent fragmentation.

The cross section for hadro-production in proton-proton collisions can be expressed in a
similar way with the addition of a second integral over the additional parton:

dσ =
∑

a,c

∫
dxadxbdzfa(xa)fb(xb)dσ̂(pa, pb, pc)D

h
c (z). (1.11)

This gives rise to an interesting picture of progression, albeit a slightly oversimplified
one: fragmentation functions are measured in e+ + e− collisions, shown in Fig. 1.12, which
are then used in DIS data. Then, the DIS data is used to determine the PDF’s, shown in
Fig. 1.13 which are applied to p+ p collisions.

In a similar story of progression, p+p collisions are important baseline data for collisions
of heavy nuclei, discussed in Sec. 1.3.3. It turns out, expectations for hadronic observables
must be modified in nuclear collisions. Furthermore, p+Pb collisions are important for
disentangling cold and hot nuclear matter effects. Such departures provide a window into
physics beyond the vacuum behavior of QCD accessed via elementary particles collisions.

1.5 Two Particle Correlations

Another way to study energy loss effects on partons propagating through a medium in
heavy ion collisions is by measuring two particle correlations. One of simplest forms of two
particle correlations is the di-hadron correlation. Contemporary jet measurements invoke
jet reconstruction algorithms to determine the full energy of the jet event-by-event. These
methods are difficult to apply in heavy-ion collisions due to the overwhelming background
from soft particles, and may be less sensitive to medium modification depending on the
observable being measured. Instead, a very useful approach has been to measure correlations
between particles.

Y (∆ϕ) ≡ 1

ntriggers

dN

d∆ϕ
(1.12)
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19. Fragmentation functions in e+e−, ep and pp collisions 5

The QCD parts of the coefficient functions for FT,L,A(x, s) in Eq. (19.1) and the total

fragmentation function Fh
2 ≡ Fh in Eq. (19.2) are given by

Ca,i(z, αs) = (1 − δaL) δiq +
αs

2π
c
(1)
a,i (z) +

(αs

2π

)2
c
(2)
a,i (z) + . . . . (19.6)

The first-order corrections have been calculated in Refs. [24], and the second-order
terms in Ref. 25. The latter results have been verified (and some typos corrected) in
Refs. [20,26]. The coefficient functions are known to NNLO except for FL where the
leading contribution is of order αs.

The effect of the evolution is similar in the timelike and spacelike cases: as the scale
increases, one observes a scaling violation in which the x-distribution is shifted towards
lower values. This can be seen from Fig. 19.2 where a large amount of measurements of
the total fragmentation function in e+e− annihilation are summarized. QCD analyses of
these data are discussed in Section 19.5 below.
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Figure 19.2: The e+e− fragmentation function for all charged particles is
shown [9,27–44] (a) for different CM energies

√
s versus x and (b) for various ranges

of x versus
√

s. For the purpose of plotting (a), the distributions were scaled by
c(

√
s) = 10i with i ranging from i = 0 (

√
s = 12 GeV) to i = 13 (

√
s = 202 GeV).

Unlike the splitting functions in Eq. (19.5), see Refs. [19–21], the coefficient
functions for F2,T,A in Eq. (19.6) show a threshold enhancement with terms up to

June 5, 2018 19:55

Figure 1.12: The e+e− fragmentation function for all charged particles for different CM
energies

√
s versus x. For the purpose of plotting, the distributions were scaled by c(

√
s) =

10i, where i ranges from i=0 (
√
s = 12 GeV) to i=13 (

√
s = 202 GeV) [41]
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Figure 2: Overview of the CTEQ6M parton distribution functions at Q = 2 and 100 GeV.

the main body of this paper, we concentrate on results obtained with the standard choices

described above. Comments on the effects of parametrization on the physics results will

be made in the text as appropriate. Some studies of results obtained with alternative

parametrizations are described in appendix D.

3. Results on new parton distributions

With the theoretical and experimental input, methods, and parametrizations described

above, we arrive at a standard set of parton distributions (the nominal “best fit”) together

with a complete set of eigenvector parton distribution sets that characterizes the neigh-

borhood of acceptable global fits in the parton parameter space. The study is carried out

mainly in the MS scheme.4 We now discuss the salient features of the results and the

related physics issues.

3.1 The new standard PDF sets

The standard set of parton distributions in the MS scheme, referred to as CTEQ6M,

provides an excellent global fit to the data sets listed in section 2.1. An overall view of

these PDF’s is shown in figure 2, at two scales Q = 2 and 100GeV. The overall χ2 for the

CTEQ6M fit is 1954 for 1811 data points. The parameters for this fit and the individual

χ2 values for the data sets are given in appendix A. In the next two subsections, we discuss

the comparison of this fit to the data sets, and then describe the new features of the parton

distributions themselves. Quantitative comparison of data and fit is studied in more depth

in appendix B.

4For the convenience of certain applications, we also present one standard set each of parton distributions

in the DIS scheme and at leading order. Cf. section 3.1.3.

– 8 –

Figure 1.13: Sampling of PDFs from CTEQ [42]

where N is the number number of correlated particles, ntriggers is the measured number of
triggers 4, and ∆ϕ is the difference in azimuthal angle between the trigger and associated
particle. Figure 1.14 shows a simplified example of a di-hadron (hadron-hadron, or h-h)
correlation in p+p collisions. The two-peak structure is characteristic of such measurements,
and indicates that the event sample is dominated by di-jet events. The particles within the
same jet make up the narrow peak centered around ∆ϕ = 0 and the recoil jet appears as
the peak around ∆ϕ = π. The away side peak is broadened since kinematically the away
side jet can swing along the η direction and kT, the initial pair momentum of the colliding
partons, can create an imbalance in the jets’ energy and cause them to be acoplanar. η, also
referred to as pseudorapidity, is defined as η = ln(tan(θ/2)), where θ is the polar angle with

4A trigger is generally a condition required to be met in order to record the event data. For two-particle
correlations, it is often a high-pThadron, jet, or photon.
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respect to beam direction. A 2D plot (∆ϕ,∆η) of this correlation in pPb and pp collisions is
shown in Fig. 1.10, Sec. 1.3.1. The peaks sit atop a pedestal which is due to initial and final
state interactions amongst the beam remnants and the hard-scattered partons. This must
be subtracted, and will be discussed in greater detail in Sec. 3.9.7 for pp and pPb collisions.
For AA collisions, this subtraction is even more complicated, where flow is no longer a signal,
but a background phenomenon that must also be subtracted in correlation analyses.
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Figure 1.14: Cartoon illustrating a measurement of two-particle correlations from jets

The STAR experiment performed a hadron-hadron correlation measurement with triggers
of pT,t > 4 GeV/c and associated partners of 2 GeV/c < pT,a < pT,t. The result, shown
in Fig. 1.15 demonstrates that for central Au + Au collisions the near-side jet looks very
similar to p+p but the away-side jet completely disappears. This is consistent with a picture
in which the near-side jet is usually produced near the surface and the away-side jet is
completely absorbed by the medium.

Although hadron-hadron correlations have revealed a great deal about energy loss in the
medium, they are limited by the fact that the initial parton momentum is unknown and
cannot be used to directly measure the fragmentation function.

1.6 Prompt Photons

Prompt photons can be defined simply as the photons produced immediately in the collision,
before final state hadrons are produced. At the lowest order in pQCD, prompt photons are
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STAR Collaboration / Nuclear Physics A 757 (2005) 102–183 147

Fig. 28. Binary-scaled ratio RAB(pT ) (Eq. (5)) of charged hadron and π0 inclusive yields from 200 GeV
Au+Au and d + Au relative to that from p + p collisions, from BRAHMS [137] (upper left), PHENIX [138]
(upper right), PHOBOS [139] (lower left) and STAR [140] (lower right). The PHOBOS data points in the lower
left frame are for d +Au, while the solid curve represents PHOBOS central (0–6%) Au +Au data. The shaded
horizontal bands around unity represent the systematic uncertainties in the binary scaling corrections.

Fig. 29. Dihadron azimuthal correlations at high pT . Left panel shows correlations for p + p, central d + Au
and central Au+Au collisions (background subtracted) from STAR [71,140]. Right panel shows the back-
ground-subtracted high pT dihadron correlation for different orientations of the trigger hadron relative to the
Au+Au reaction plane [143].

Figure 1.15: Hadron-hadron correlations measured in p+p, d+Au and Au+Au collisions at
STAR. The near side jet peaks around ∆ϕ=0 in all three systems but the away-side which
peaks around ∆ϕ = π in p+p and d+Au, is suppressed in Au+Au [43].

produced via two processes: (i) quark-gluon Compton scattering, qg → qγ, (ii) quark-
antiquark annihilation, qq → gγ, and, with a much smaller contribution, qq → γγ. In p+p
collisions, the Compton-type process dominates the cross section by roughly an order of
magnitude over annihilation as a result of the scarcity of antiquarks. Additionally, prompt
photons can be produced in higher-order processes, such as fragmentation or bremsstrahlung
[44]. The collinear part of such processes has been shown to contribute effectively also at
lowest order. The basic Feynman diagrams for these processes (excluding qq → γγ) are
shown in Fig. 1.16.

Photons produced during fragmentation, are aptly named fragmentation photons. As
a result, fragmentation photons are often surrounded by a larger amount of energy and
hadronic activity than other prompt photons produced from the initial hard scattering.

Prompt photons, and by extension fragmentation photons, are both included in the
definition of direct photons. While the definition of direct photons is not always consistent
in the literature, and varies slightly between experiments, we define direct here to mean any
photon not produced from hadronic decays. Those photons originating from the decay of a
hadronic bound state are defined as decay photons. The two largest sources of decay photons
are the two-photon decay channels of the π0 and η meson. At higher pT, decay photons make
up the majority of photons produced in the collision.
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1.4 Direct Photons

Figure 1.13: On the left are the leading order Feynman diagrams for direct
photon production. The diagram on the right is next-to-leading order. Pho-
tons from resulting from this diagram are typically referred to as fragmentation
photons.

Direct photons are produced in hard scatterings between partons in the ini-
tial collision. At leading order, the dominant processes for direct production
are the QDC Compton-like scattering process, g+q� > �+q, and quark-anti-
quark annilation which are both shown in Fig. 1.13. Data from the Tevatron,
however, teaches us that NLO e↵ects are important for describing the direct
photon spectrum [35]. This suggests that photons which result from the frag-
mentation of a parton, as illustrated by the right most diagram in Fig. 1.13,
are also relevant, especially in the low pT regime. Experimentally, the inclu-
sive photons measured by the detector are predominately from mesons decays
such as ⇡0 ! ��. In experimental measurements, the term direct photons
means that the decay photon contribution and only the decay photon con-
tribution has been explicitly removed from the inclusive sample of measured
photons. Therefore, all diagrams in Fig. 1.13 contribute to the direct photon
spectrum. The direct photon spectrum measured in p + p collisions at RHIC
by PHENIX [8] are plotted in Fig. 1.14 and compared to NLO calculations [9].
The excellent agreement between the data and NLO curves is demonstrated by
the ratio in the bottom panel of Fig. 1.14 and implies that NLO can accurately
describe the p + p data, which will be used as a baseline for interpreting the
heavy ion results.

1.4.1 Photons in Heavy Ion Collisions

Since photons do not interact via the strong force and therefore should be
unmodified by the QGP, direct photons are an excellent probe of the medium
for a variety of measurements. First, in the low momentum regime, photons
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Figure 1.16: On the left are the leading order Feynman diagrams for direct photon produc-
tion. The diagram on the right is next-to-leading order. Photons resulting from this diagram
are referred to as fragmentation photons.

Together, direct and decay photons make up all the photons observed in a collision, called
inclusive photons.

γinclusive = γdirect + γdecay (1.13)

1.7 Photons in Heavy Ion Collisions

Direct photons have three very important properties that make them valuable tools in heavy-
ion physics. First, there are relatively few leading order diagrams which contribute to direct
photon production. Second, the photon-quark coupling is point-like, and not affected by
long-range QCD behavior such as fragmentation in the final state. Third, though a property
shared with other high-pT photons, they do not interact with the QGP. Prompt photons are
thus extremely valuable tools in heavy-ion physics.

One property that makes them so useful is that they are not expected to interact with
the QGP. Photons do not carry color charge, and should therefore be unmodified by strong
interactions in a medium, while the plasma is made up of quarks that carry (fractional)
charge, For example, the mean free path of a 1 GeV photon in a QGP at T =200 MeV
was calculated to be λ = 480 fm, much larger than the estimate size of plasma at r ≈ 10
fm [45]. Thus, in the leading order picture, after prompt photons are produced early in
the collision they should propagate through the medium completely unmodified, with no
high pT suppression. This has been verified, by measuring the RAA of photons, shown in
Fig. 1.17. A measured RAA consistent with 1.0 strongly supports the position that photons
are unmodified in the quark gluon plasma.

1.7.1 γ-Jet Correlations

Another important property of leading order prompt photons is that the photon-quark cou-
pling is point-like and therefore not complicated by long-range QCD behavior such as jet
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262 CMS Collaboration / Physics Letters B 710 (2012) 256–277

Fig. 7. The measured nuclear modification factor RAA as a function of PbPb centrality (given by the number of participating nucleons, Npart) for five different photon
transverse energy intervals. The error bars on each point indicate the statistical uncertainty. The systematic uncertainties are shown as yellow boxes, including the centrality
dependent TAA uncertainty. The common uncertainties related to event selection efficiency and pp integrated luminosity are shown as grey hatched boxes around unity. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this Letter.)

In order to investigate the centrality dependence of the isolated
photon production yields in PbPb compared to pp collisions, Fig. 7
plots the RAA as a function of Npart for various ET bins. Within
the uncertainties, the measured nuclear modification ratio is con-
sistent with unity, not only for minimum-bias PbPb collisions, but
also for central collisions and all photon transverse energies. With
improved statistical accuracy and/or reduced systematic uncertain-
ties, isolated photon production yields in PbPb collisions at the LHC
could be used to better constrain the nuclear PDFs by including the
measurement in standard global fits of parton densities [20,22,23],
as discussed in [3].

10. Summary

In summary, the isolated photon spectra at midrapidity (|ηγ | <
1.44) have been measured as a function of transverse energy in
pp and PbPb collisions at nucleon–nucleon centre-of-mass ener-
gies of 2.76 TeV. The measured spectra are well reproduced by
NLO perturbative QCD calculations with recent parton distribution
functions for the proton and nucleus. No modification is observed
in the Eγ

T spectra measured in PbPb collisions at various central-
ities with respect to the pp differential cross sections scaled by
the corresponding nuclear overlap function. The result confirms
the TAA scaling of perturbative cross sections in PbPb compared
to pp collisions. It is consistent with the expectation that nuclear
parton densities are not significantly modified compared to the
proton PDF in the explored kinematic range, dominated by high-
pT photons produced in parton–parton scatterings in the large-Q 2

and moderate parton fractional momentum x region of the nu-
clear PDFs [20]. Isolated photons are found to be unaffected by
the produced strongly interacting medium, in sharp contrast to
the large quenching effects observed for jets [4]. The measurement
presented here establishes isolated photon production as a valu-
able perturbative probe of the initial state in heavy-ion collisions
and provides a baseline for the study of in-medium parton energy
loss in γ + jet events.
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Figure 1.17: The measured nuclear modification factor RAA for photons as a function of PbPb
centrality (given by the number of participating nucleons,Npart) for five different photon
transverse energy (ET) intervals [46].

fragmentation in the final state, unlike hadronic observables. Thus, in the leading order
picture, the direct photon exactly balances the away-side parton and resulting jet. Here the
photon acts as a reference for the parton from the initial scattering, before any modification
in heavy-ion collisons. This means that comparisons between the photon and parton, or
jet, as well as large deviations from ∆ϕ ≈ π can be used to directly study medium-induced
effects on the recoiling parton. γ-jet correlations in CMS are shown in Fig. 1.18 [47].

In conjunction with γ-jet correlations, the γ-jet asymmetry, xj,γ ≡ pjet
T /pγT can be mea-

sured to quantify in-medium parton energy loss. Derived from Fig. 1.18, the jet asymmetry
for jets with ∆ϕ > 7π/8 relative to the photon were taken. The asymmetry as a function of
photon pT, as well as the ratio of the number of associated jets per photon in pp and PbPb
collisions, Rjγ, is shown in Fig. 1.19 [47].

This procedure from CMS also provides a good example of how these correlations are
often used to extract other quantities. The angular correlations are measured, from which
a region in large ∆ϕ is taken (corresponding to the photon and parton being back-to-back).
The yields in this region are then reported as a function of fractional momentum, xj,γ in
order to measure medium effects.
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Table 2
Summary of the relative systematic uncertainties (in %) for pγ

T > 40 GeV/c.

Source of systematic 
uncertainty [%]

pp PbPb

0–30% centrality 30–100% centrality

〈xjγ 〉 R jγ 〈xjγ 〉 R jγ 〈xjγ 〉 R jγ

Photon energy scale <0.5 <0.5 0.7 <0.5 <0.5 0.5
Photon isolation 0.8 0.9 0.8 1.0 0.8 0.7
Photon purity <0.5 0.5 3.1 3.5 2.0 2.2
Photon efficiency <0.5 <0.5 <0.5 <0.5 <0.5 <0.5
Electron contamination <0.5 <0.5 0.5 0.9 <0.5 0.9
Jet energy scale 1.9 1.8 2.8 7.3 2.8 5.1
Jet energy resolution 0.9 1.1 2.3 3.6 1.0 1.5

Table 3
Summary of the absolute systematic uncertainties on (1/Njγ )(dN/dφjγ ) for pγ

T > 40 GeV/c, averaged over the #φjγ distributions.

Source of systematic 
uncertainty

pp PbPb

0–30% centrality 30–100% centrality

Photon energy scale <0.01 × 10−2 2.12 × 10−2 0.08 × 10−2

Photon isolation 0.27 × 10−2 0.26 × 10−2 0.16 × 10−2

Photon purity 0.13 × 10−2 0.78 × 10−2 0.61 × 10−2

Photon efficiency <0.01 × 10−2 0.09 × 10−2 0.03 × 10−2

Electron contamination 0.05 × 10−2 0.19 × 10−2 0.14 × 10−2

Jet energy scale 0.23 × 10−2 1.63 × 10−2 0.86 × 10−2

Jet energy resolution 0.31 × 10−2 0.46 × 10−2 0.48 × 10−2

Fig. 2. The azimuthal correlation of photons and jets in five pγ
T intervals for 0–30% centrality (top, full circles) and 30–100% centrality (bottom, full squares) PbPb collisions. 

The smeared pp data (open symbols) are included for comparison. The vertical lines (bands) through the points represent statistical (systematic) uncertainties.

the relative azimuthal angle (#φjγ ) distributions in pp and PbPb
collisions [16,17]. The distributions are normalized by the num-
ber of photon+jet pairs. The shape of the #φjγ distribution in 
pp and PbPb collisions is studied in intervals of leading photon 
pT and two event centrality classes, as shown in Fig. 2. The ex-
ponentially falling region (#φjγ > 2π/3) is fit to a normalized 
exponential function, as in Ref. [38], and the values of the expo-
nents in PbPb and pp collisions from the fits are compared. Within 
the quoted statistical and systematic uncertainties, the PbPb results 
with different photon pT and event centrality selections are con-
sistent with the corresponding smeared pp reference data, i.e., no 
broadening of the distributions is observed.

4.2. Photon+jet transverse momentum imbalance

The asymmetry ratio xjγ = pjet
T /pγ

T is used to quantify the 
photon+jet pT imbalance due to in-medium parton energy loss. 

In addition to the photon and jet selections used in the #φjγ
study, a #φjγ > (7π)/8 selection is applied to select back-to-back 
photon+jet topologies, suppressing the contributions from back-
ground jets as well as photon-multijet events. Fig. 3 shows the 
xjγ distributions for different centrality and pγ

T regions in pp and 
PbPb collisions, normalized by the number of photons. In 0–30% 
centrality PbPb collisions, significant modifications (lower mean 
and smaller integral values) of the xjγ spectra with respect to the 
smeared pp reference data are observed, while the modifications 
are smaller in the 30–100% centrality PbPb collisions.

The mean values, 〈xjγ 〉 (in effect, a truncated mean because of 
the pjet

T threshold), of the xjγ distributions are shown as a func-
tion of pγ

T in Fig. 4 (top). The 〈xjγ 〉 values in PbPb and smeared 
pp collisions are consistent with each other within the quoted 
uncertainties over the whole pγ

T interval probed in 30–100% cen-
trality PbPb collisions and in the region pγ

T < 60 GeV/c for 0–30% 

Figure 1.18: The azimuthal correlation of photons and jets in five pγT intervals for 0–30%
centrality (top, full circles) and 30–100% centrality (bottom, full squares) PbPb collisions.
The smeared pp data (open symbols) are included for comparison. The vertical lines (bands)
through the points represent statistical (systematic) uncertainties [47].

1.7.2 γ-hadron Correlations

The leading order picture of prompt photons indicates that the photon and recoiling par-
ton have equal and opposite transverse momenta. Therefore, the measurable quantity,
zT = pT,a/pT,t with the prompt photon as the trigger, is nothing but the fragmentation
variable, pT,hadron/pT,parton. This explains why prompt γ-h correlations are such a powerful
measurement. They provide a source of recoil partons of fixed momentum and their con-
ditional yields as a function of zT in p+p collisions probe the parton fragmentation. By
contrast, dihadron and dijet correlations are have the fragmentation function (and there-
fore any potential medium modifications) folded into the measurement twice, making any
observed modifications more difficult to interpret.

When the hadrons roughly opposite the trigger photon are reconstructed as a jet, they
are clearly connected to the recoiling parton from the initial scattering in the leading order
picture. The hadrons within those jets can then be used to probe the jet fragmentation
function. γ-hadron correlations in which a jet is not reconstructed, however, have a distinct
advantage over γ-jet correlations: hadrons are more sensitive to in-medium modification.
Fig. 1.9 shows a minimum in RAA for charged hadrons at approximately 6GeV, and a plateau
begins after 20 GeV/c. It is extremely difficult to measure jets below ≈20 GeV/c in heavy
ion collisions due to the large background [48]. Selecting jets at higher pT (or jets with
kinematics similar to that in “vacuum”, or pp collisions), to avoid this background biases
the jet population towards jets that will lose the least energy in vacuum, as discussed in
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Fig. 3. Distribution of xjγ = pjet
T /pγ

T in five pγ
T intervals for 0–30% centrality (top, full circles) and 30–100% centrality (bottom, full squares) PbPb collisions. The smeared pp

data (open symbols) are included for comparison. The vertical lines (bands) through the points represent statistical (systematic) uncertainties.

Fig. 4. The 〈xjγ 〉 values (top) and R jγ , the number of associated jets per pho-
ton (bottom), in 0–30% centrality (left, full circles) and 30–100% centrality (right, 
full squares) PbPb collisions. The smeared pp data (open symbols) are added for 
comparison. The vertical lines (bands) through the points represent statistical (sys-
tematic) uncertainties.

centrality PbPb collisions. At higher pγ
T in the more central PbPb

events, the 〈xjγ 〉 value is lower than in pp data.
With a jet pT threshold of 30 GeV/c, the 〈xjγ 〉 values observed 

for the selected photon+jet pairs likely underestimates the actual 
imbalance. Photon+jet pairs for which the momentum of the as-
sociated jets falls below the jet pT threshold do not contribute 
to the 〈xjγ 〉 value. To assess how the “missing” jets might af-
fect the 〈xjγ 〉 results, the average number of associated jets per 
photon passing the analysis selections, R jγ , is shown in Fig. 4 (bot-
tom). In the 0–30% most central PbPb collisions, the value of R jγ
is found to be lower than in the smeared pp data in all leading 
photon pT intervals. The absolute difference is approximately con-
stant as a function of pγ

T , but the relative difference is larger at 
lower pγ

T , since the R jγ in pp collisions is itself lower in that re-
gion.

4.3. Jet yield ratio

Fig. 5 shows, as a function of pjet
T for several pγ

T intervals and 
two PbPb event centrality intervals, the ratio of the associated jet 
yields in PbPb and smeared pp events, Ijet

AA:

Ijet
AA =

(
1

Nγ
PbPb

dN jet
PbPb

dpjet
T

)/(
1

Nγ
pp

dN jet
pp

dpjet
T

)

. (3)

This variable reflects the modification of the associated jet pT

spectra by the medium. In 30–100% PbPb events, the Ijet
AA val-

ues are slightly suppressed for photon candidates with pγ
T <

80 GeV/c, and consistent with unity for photon candidates with 
pγ

T > 80 GeV/c. For 0–30% centrality PbPb events, a suppression 
of approximately a factor of 2 is observed at low pγ

T . As the pγ
T

increases, the larger phase space allows quenched jets to remain 
above the kinematic selections, which translates to a slight excess 
of quenched jets appearing at low pjet

T . This is seen in the top row, 
where Ijet

AA for low pjet
T increases with pγ

T while the Ijet
AA at large pjet

T
stays roughly constant.

4.4. Centrality dependence

The centrality dependence in PbPb collisions of xjγ spectra for 
pγ

T > 60 GeV/c is shown in Fig. 6. In the most peripheral colli-
sions (50–100% centrality), the xjγ distribution agrees with the 
smeared pp reference data. As collisions become more central, the 
PbPb distributions shift towards lower xjγ and the integrals of the 
xjγ spectra become smaller. This is consistent with the expecta-
tion that a larger amount of parton pT is transported out of the 
jet cone as a consequence of the larger average path length that 
the parton needs to travel through in more central PbPb collisions 
[57,58].

Fig. 7 shows 〈xjγ 〉 and R jγ in pp and PbPb collisions as a func-
tion of event centrality, quantified by 〈Npart〉, which is the mean 
number of participating nucleons within a given centrality inter-
val. The 〈Npart〉 values are estimated from a MC Glauber model [15,
59]. In central collisions, a suppression of both 〈xjγ 〉 and R jγ is 
observed in comparison to the smeared pp reference data, con-

Figure 1.19: The 〈xj,γ〉 values (top) and Rjγ, the number of associated jets per photon
(bottom), in 0–30% centrality (left, full circles) and 30–100% centrality (right, full squares)
PbPb collisions. The smeared pp data (open symbols) are added for comparison. The
vertical lines (bands) through the points represent statistical (systematic) uncertainties [47].
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Sec. 1.3.3. Additionally, triggering on a high pT hadron as a proxy for a jet can bias the
measurement towards jets towards the surface of the medium [49]. Similar to RAA, the
ratio of the conditional yields for γ-h and γ-jet correlations in pp and AA collisions can
help quantify medium induced modifications to the parton, in this case, the fragmentation
function. Fig. 1.20 shows the direct5 photon-hadron correlations measured with the PHENIX
detector as a function of ξ ≡ ln(1/zT):MEASUREMENT OF JET-MEDIUM INTERACTIONS VIA … PHYSICAL REVIEW C 102, 054910 (2020)

FIG. 3. Per-trigger yield of hadrons associated with direct photons in d + Au collisions (closed [black] circles) for direct photon pT

7–9 GeV/c, compared with p + p baseline (open [blue] squares), in various ξ bins.

functions due to uncertainties on the value of the elliptic
flow modulation magnitude, v2. This analysis uses published
values and uncertainties from PHENIX [6]. The absolute
normalization method to determine the underlying event back-
ground level and the determination of the decay photon
pT mapping are also significant contributors to the overall
systematic uncertainties. The uncertainties, along with their
pT and centrality dependence, are propagated into the final
jet functions and per-trigger hadron yields. The systematic
uncertainty on the hadron efficiency determination comes
in as a global scale uncertainty on the correlated hadron
yields.

In MB d + Au collisions, v2 is small. However, the sys-
tematic uncertainties on γ -h correlations include those arising
from the ZYAM procedure used to determine the combinato-
rial background. There is also an uncertainty arising from the
π0 tagging and isolation cuts, which is included in the quoted
systematic uncertainty.

III. RESULTS

In this paper, we aim to quantify the modification of
the jet fragmentation function D(z) in Au + Au and d + Au
collisions, compared to the p + p baseline. The jet fragmenta-
tion function describes the probability of an outgoing parton
yielding a hadron with momentum fraction z = phadron/pparton.
Assuming that the initial state kT of partons in a nucleon has a
negligible effect, then zT = phadron

T /pγ
T can be used to approx-

imate z. To focus on the low zT region, where modification is
anticipated, we use the variable ξ = ln(1/zT ).

Figure 2 shows azimuthal angular distributions of hadrons
associated with direct photons of 5 < pT < 9 GeV/c, in the
0–40% most central Au + Au collisions, separated into bins
of ξ . These distributions are a combination of the 2007, 2010,
and 2011 data sets. The Au + Au results are shown as closed
[black] circles, with shaded boxes representing systematic
uncertainties on the measurement. The p + p γdir-h results
are shown in open [blue] squares. The p + p baseline mea-
surement combines data collected in 2005 and 2006 [6,15].
It should be noted that the isolation cut in the p + p analysis
makes the near-side yield not measurable. Consequently, the
p + p points with $φ < 1 are not shown in these distribu-
tions.

On the near side, i.e., $φ < π/2, the Au + Au γdir-h yields
are consistent with zero, indicating that the statistical subtrac-
tion is properly carried out and next-to-leading-order effects
are negligible. On the away side, i.e., $φ > π/2, an enhance-
ment in the Au + Au data compared to p + p is observed in
the higher ξ bins. As noted before, this corresponds to low
z, where the observed hadrons carry a small fraction of the
scattered parton’s original momentum. In the low ξ bins, the
Au + Au per-trigger yield is suppressed, as expected if the
parton loses energy in the medium.

Figure 3 shows the $φ distributions of isolated γdir-h
yields in d + Au and p + p collisions, for direct photon pT
7–9 GeV/c. The d + Au and p + p results are consistent in
all the measured ξ bins.

Figure 4(a) shows the fragmentation functions for all three
systems as a function of ξ . These are calculated by integrating
the per-trigger yield of hadrons in the azimuthal angle region

054910-7

Figure 1.20: Per-trigger yield of hadrons associated with direct photons in Au+Au collisions
(closed [black] circles) for direct photon pT 5–9 GeV/c, compared with p+p baseline (open
[blue] squares), in various ξ bins [50].

Similar to the γ-jet measurement in the previous section, the conditional yield at higher
∆ϕ is measured. This conditional yield as a function of ξ is the experimentally measured
fragmentation function. The ratio of this yield in pp and AA collisions, IAA ≡ YAA/Y pp,
is a nuclear modification factor which quantifies the difference between the fragmentation
functions in AA and p+p collisions. This is shown in Fig. 1.21 [50].

γ-hadron correlations are an incredibly powerful tool: they provide an observable that
probes the parton fragmentation function with objects in the collision (low to intermediate
pThadrons) that are particularly sensitive to medium modifications. Measuring γ-hadron

5Direct is used in lieu of prompt at RHIC due to the smaller contribution of fragmentation photons at
the lower center of mass energies compared to LHC. Direct here means non-fragmentation prompt photons,
or photons produced directly in 2-to-2 scatterings.
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FIG. 4. (a) Integrated away-side γdir-h per-trigger yields of Au +
Au (closed [black] circles), d + Au ([purple] crosses) and p + p
(open [blue] squares), as a function of ξ . The p + p and d + Au
points have been shifted to the left for clear viewing, as indicated in
the legend. (b) IAA (closed [black] circles) and IdA ([purple] crosses).

|#φ − π | < π/2 rad. Data points for Au + Au are plotted on
the ξ axis at the middle of each ξ bin: 0.2, 0.6, 1.0, 1.4, 1.8,
2.2. The p + p and d + Au points have been shifted to the left
in ξ for viewing clarity.

As noted in the Introduction, IAA = YAA/Ypp is a nuclear-
modification factor, which quantifies the difference between
the fragmentation functions in Au + Au and p + p. In the
absence of any medium modifications, IAA should equal 1.

Figure 4(b) shows IAA for direct photons of 5 < pγ
T <

9 GeV/c. In Au + Au collisions, there is a clear suppression at
low ξ and enhancement at high ξ . The d + Au nuclear mod-
ification factor, IdA, is also shown as closed [purple] crosses
in Fig. 4(b). IdA is consistent with unity across all ξ ranges,
indicating that there is no significant modification of the jet
fragmentation function in d + Au collisions.

The statistics from the combined Au + Au runs allow for
a differential measurement as a function of direct photon pT
(i.e., as a function of the approximate jet energy). Figure 5
shows IAA as a function of ξ for three direct photon pT ranges.
While the associated hadron yields are smaller than those in
p + p at low ξ , the appearance of extra particles at higher
ξ is observed for direct photons with pT of 5–7 GeV/c. A
qualitatively similar increase of IAA with ξ is visible for the
7–9 GeV/c direct photon pT range.

To investigate where the energy deposited in the plasma
goes, we study the dependence of IAA on the integration range
in azimuthal opening angle. The hadron yields are also in-
tegrated in two narrower angular ranges on the away side:
|#φ − π | < π/3 rad and |#φ − π | < π/6 rad. The resulting
IAA values are shown in Fig. 6 for all three direct photon
pT bins. The enhancement over p + p is largest for the 5–7
GeV/c direct photon momentum range, and for the full away-
side integration range. The suppression pattern is similar for
the different integration regions, suggesting that the jet core is
suppressed, and the enhancement exists at large angles. The
angular distributions support the observation from Fig. 2 that
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FIG. 5. IAA vs ξ for direct photon pγ
T of 5–7 GeV/c (closed

[black] circles), 7–9 GeV/c (closed [red] squares), and 9–12 GeV/c
(closed [green] triangles).

particle yields are enhanced at large angles with respect to the
away-side jet axis in the 1.6 < ξ < 2.0 bin.

Whether or not IAA becomes significantly larger than unity
(what we have been referring to as enhancement) there is a
tendency for IAA to increase with increasing ξ . To quantify
this, we calculate the weighted averages of IAA values above
and below ξ = 1.2. The ratio for each integration range is
plotted in Fig. 7, as a function of the direct photon pT . The
enhancement is largest for softer jets and for the full away-side
integration range, implying that jets with lower energy are
broadened more than higher energy jets.

IV. DISCUSSION

To determine whether IdA indicates any cold nuclear matter
effects, the χ2 per degree of freedom values were calculated
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FIG. 6. IAA as a function of ξ for direct photon pγ
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(b) 7–9, and (c) 9–12 GeV/c. Three away-side integration ranges are
chosen to calculate the per-trigger yield and the corresponding IAA:
|#φ − π | < π/2 (closed [black] circles), |#φ − π | < π/3 (closed
[blue] squares), and |#φ − π | < π/6 (closed [red] triangles).
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Figure 1.21: IAA for three direct photon pγT bins [50].

correlations in both pp and PbPb collisions is an important step in elucidating the modifi-
cations to the parton fragmentation function due to QGP. However, a full understanding of
these phenomena requires measurements of cold nuclear matter (CNM) effects, which should
be present in A+A collisions but are difficult to distinguish experimentally from effects due
to interactions with the medium.

1.8 Cold nuclear Matter Effects

In order to quantitatively study the properties of the QGP, it is necessary to separate ef-
fects which are due to interactions with the medium from those which are intrinsic to the
structure and interactions of cold nuclei. The p + p baseline measurements used to calculate
the nuclear modification factor RAA can not account for these nuclear effects, since none
are present in free protons. For example, 208Pb contains 126 neutrons, so the majority of
neucleon-neucleon collisions in PbPb events will involve neutrons. Any isospin dependent
effects would be impossible to model in pp collisions due to the absence of initial neutrons
in the system.
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1.8.1 The Nuclear Parton Distribution Function

The production cross sections for prompt photons and hadrons should be sensitive to the
distribution of quarks and gluons inside the nucleus, detailed by the nuclear parton distri-
bution function (nPDF). More specifically, the nPDF is defined as the probability density
for finding a parton with a certain longitudinal momentum fraction x at resolution scale
Q2 within a nucleon bound within a nucleus. The relation of the bound-proton PDFs with
respect to free proton PDFs fpi is often expressed in terms of a nuclear modification factor
in the form of:

RA
i (x,Q2) =

fpi /A(x,Q2)

fpi (x,Q2)
(1.14)

A typical form of such modifications is shown in Fig. 1.22.
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Figure 1: Left: Typical form of PDF modifications in a nucleus. Right: Kinematic reach of the data used in nPDF

global analyses. Figures from Ref. 11).

done in leading order (LO) perturbative QCD; the first next-to-leading order (NLO) analysis was provided by nDS 8).

The EPS08 analysis 9) was the first to include RHIC dAu hadron-production data.

The relation of the bound-proton PDFs with respect to free-proton PDFs fp
i is often expressed in terms of the

nuclear modification factors

RA
i (x, Q2) =

f
p/A
i (x, Q2)

fp
i (x, Q2)

. (4)

A typical form of such modifications is shown in the left panel of Fig. 1: small-x shadowing followed by antishadowing,

EMC-e↵ect, and Fermi motion at large x. The global-analysis procedure is the same as in free-proton fits (see Ref. 10)

for a review), but there is a further complication since not enough data are available to fit each nucleus independently,

and instead one needs to parametrize also the mass number dependence. Also the kinematic reach of the available

data is more restricted than in corresponding free proton fits; see the right panel of Fig. 1 for an illustration of the

data used in the most recent EPPS16 analysis 11).

2 Global analysis

The PDF global analysis aims at finding the best possible parameter values such that a large set of experimental

data from various hard processes are optimally described. In practice this is done by minimizing the figure-of-merit

function

�2
global =

X

i,j

[Ti({a}) � Di] C
�1
ij [Tj({a}) � Dj ] (5)

with respect to a set of parameters {a}. Fig. 2 summarizes the various steps and inputs needed in the minimization

process. One begins by parameterizing the PDFs at some initial scale Q2
0 and sets initial values for the parameters.

The PDFs are then evolved to higher scales by solving the DGLAP equations and then convoluted with the coe�cient

functions to obtain theory predictions Ti. These are then compared to experimental values Di with covariances Cij

using Eq. (5). If the minimum attainable �2 was reached, one declares that the best fit was found and proceeds to

uncertainty analysis. If not, one alters the parameter values and computes the observables again. Since this loop has

to be traversed multiple times, fast methods for both solving the DGLAP equations and computing the observables

are needed so that neither of these becomes a bottleneck in the analysis.

It is worth to note that all of the inputs in Fig. 2 are possible sources of uncertainty. However, the theoretical

uncertainties related to the choice of the parametrization form or neglecting higher order corrections in the splitting

and coe�cient functions are hard to quantify. Thus one usually restricts oneself to asking how the experimental

uncertainties translate to uncertainties in the parameter values. The Hessian method for uncertainty extraction 12)

Figure 1.22: Typical form of PDF modifications in a nucleus[51].

The modification in the region where the ratio is less than 1.0 is called “shadowing” at
very low x. The “EMC” effect occurs at 0.3 < x < 0.7. The region where the modification
is larger than 1.0 is called “anti-shadowing” [51]. The shadowing and antishadowing effects
reflect interaction of the scattered parton and the nuclear background color field that lead
to a suppression or enhancement of inclusive hadron production in theoretical calculations
[52]. The origin of the EMC effect is still not thoroughly understood, but is often attributed
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to either mean-field modifications or short-ranged correlated pairs [53, 54]. The exact mag-
nitude of these effects on various measurements, as well as an improved understanding of
the nPDF’s is a currently under investigation in the field. Recently, a major step forward
toward this goal has been the inclusion of LHC pPb data, particularly for extracting the
gluon PDF.

1.8.2 Nuclei and Fragmentation

Aside from differences between the PDFs in free and bound nucleons, there are potential
observable effects of the nucleus as a medium itself. Measurements in p+A collisions showed
that particle production at moderate transverse momentum increases faster than the number
of binary nucleon-nucleon collisions. This was attributed to the Cronin effect where the
scattered parton undergoes multiple scatterings in the nucleus, resulting in a transverse
momentum boost, before the interaction that ultimately produces the final state particle
[55].

Currently, however, an open question in the field is the exact timescale of fragmentation,
as both pQCD and lattice calculations are unable to provide estimates. This leaves open
the possibility that the parton begins to fragment while still inside the nucleus, potentially
modifying the fragmentation process and the final state hadrons of the resulting jet.

The current state of understanding on cold nuclear matter effects modifying the parton
fragmentation function is ambiguous: In di-hadron and direct photon-hadron correlations,
no significant modification of the jet fragmentation was observed in measurements by the
PHENIX collaboration in d–Au collisions at a center-of-mass energy of 200 GeV [56] and
the ALICE collaboration in p–Pb collisions at 5.02 TeV [57, 58] at mid rapidity. At forward
rapidity, probing a lower-x regime, a strong-modification was observed by the PHENIX col-
laboration in d-Au collisions [59]. A more recent measurement by the PHENIX collaboration
with pp, p–Al, and p–Au data revealed a transverse momentum broadening consistent with
a path-length dependent effect [60]. However, a recent ATLAS measurement of the jet
fragmentation function in p–Pb collisions showed no evidence for modification of jet frag-
mentation for jets with 45 < pT < 206 GeV/c [61]. Measurements of the fragmentation of
jets with much lower momentum are necessary to limit the Lorentz boost to the timescales
of fragmentation, as such a boost may result in fragmentation outside the nucleus. These
measurements would test the Q2 evolution of fragmentation functions in cold nuclear matter,
testing factorization theorems that are neither proven nor expected to hold in general for
collisions involving nuclei [62].

1.9 Statement of Purpose

Parton fragmentation may be modified in the nucleus, offering a way to explore the dynamics
of QCD in nuclei including elastic, inelastic, and coherent multiple scattering of partons.
Moreover, the known spatial dimensions of nuclei provide a filter possibly shedding light on
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the timescale of the fragmentation process, which remains unknown [63, 64]. Additionally,
because photons produced in hard scatterings do not strongly interact, they constrain the
parton kinematics from the same scattering before any modification. Thus, measurements of
photon-tagged jet fragmentation in pA collisions serve as a powerful tool to study multiple-
scattering effects in cold nuclear matter [65], which serve as a control for effects of the
quark−gluon plasma (QGP) in nucleus−nucleus collisions, where modifications of the jet
spectrum, fragmentation, and substructure have been observed [66].

Experimental data [67] on dijet spectra in p + Pb collisions at
√
sNN= 5.02 TeV, show no

significant effect of jet quenching within the experimental errors in the nuclear modification of
the dijet asymmetry in transverse momentum. Additionally, since trigger biases in dihadron
and dijet measurements prefer surface and tangential configurations for coincident production
of hadrons or jets [68], the effect of jet quenching is expected be smaller than in γ-hadron
production where the direct photon does not have strong interaction with the hot medium
before being detected.

In this work, azimuthal correlations of charged hadrons with isolated photons, γiso, are
analyzed in p–Pb and pp collisions with a center-of-mass energy of

√
sNN = 5.02 TeV.

Isolated photons are measured at midrapidity, |η| < 0.67, and with transverse momenta
in the range 12 < pT < 40 GeV/c, which yields the scaling variable xT = 2pT/

√
sNN =

0.005–0.016. The kinematic range probed in this analysis offers access to a lower Q2 than
other LHC experiments, which is where the largest nuclear effects can be expected, and we
cover a similar xT range as RHIC measurements at forward rapidity [59], where cold nuclear
matter effects were observed in dihadron collisions.

Understanding the dynamics of quarks and gluons in nucleons and nuclei is a key goal of
modern nuclear physics. Proton−nucleus (pA) collisions at high energies provide information
about the parton structure of nuclei, parton−nucleus interactions, and parton fragmentation
in a nuclear medium [63]. The energy of the Large Hadron Collider (LHC) available for pA
collisions is a factor of 25 larger than at the Relativistic Heavy Ion Collider (RHIC), and thus
it provides unprecedented reach in longitudinal momentum fraction Bjorken-x and Q2 [69].
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Chapter 2

Experimental Apparatus

A Large Ion Collider Experiment (ALICE) is the only experiment at the Large Hadron
Collider (LHC) dedicated to studying heavy-ion physics. Its detectors measure and identify
hadrons, electrons, photons, and muons. The ALICE detectors are optimized for the study
of heavy-ion collisions up to the highest energy available and is designed to be simultaneously
capable of measuring bulk properties of the collision involving soft hadronic interactions and
large cross section physics, and capable measuring rare probes involving small cross section
physics. In particular, ALICE was designed to track and identify particles from very low, 1̃00
MeV, up to ≈100 GeV, transverse momenta in an environment of extreme particle density.
This chapter will first briefly discuss the LHC particle accelerator, followed by a description
of the subdetectors and triggering system of ALICE.

2.1 The Large Hadron Collider

The LHC is the largest particle accelerator ever made. Located at CERN near Geneva,
Switzerland, it was optimized to collide protons up to a center-of-mass energy of

√
s=14

TeV, and heavy ions (including Pb, Ar, and Xe) up to
√
sNN=5.5 TeV [70].

The LHC was designed to supply a luminosity of L = 1034cm−2s−1 for proton-proton
collisions, and a luminosity of L = 1034cm−2s−1. The proton-proton luminosity was driven
by the search for the Higgs boson, with CMS and ATLAS considered as the high luminosity
experiments at the LHC. The LHC was constructed using the existing tunnel of the Large
Electron-Positron Collider (LEP), operational until 2000, and consists of 4 major compo-
nents:

1. Dipole magnets that bend the beam on its orbit with a maximum magnetic field of
8.33 T.

2. Quadrupole, sextupole, octupole and decapole magnets that focus the beams.

3. Acceleration cavities that increase the beam energy.

32



4. Two beam pipes with an ultra-high vacuum which contain the two beams.

The magnetic field in the dipoles is provided by superconducting magnets which are filled
with liquid helium. The helium is cooled down to 1.9 K in order to reach the super-fluid
state. To reduce the number of interactions of the beam with the environment or air, an
ultra-high vacuum is kept in the beam pipes reaching a quality of 10−13 atm over a total
volume of 150 m3 [70].

The LHC has eight possible interactions points, four of them are equipped with large
detector systems shown in Figure 2.1. ALICE will be described in the next section. The de-
tectors systems of ATLAS (A Toroidal LHC Apparatus) and CMS (Compact Muon Solenoid
experiment) were designed as general purpose detectors primarily in pursuit of the Higgs-
boson and its properties, as well as precision measurements of the Standard Model particles
and searches for physics beyond the Standard Model. Although both detectors have not
been optimized for heavy-ion collisions, they contribute extensively to the high pT analysis
in Pb–Pb collisions, profiting from their large pseudorapidity coverage, excellent high lumi-
nosity capabilities, and high momentum resolution. The LHCb (LHC beauty) experiment
dedicated its research program to the search for CP-violation in the B-meson system, as well
as precision measurements in the charm and beauty quark sector.

Figure 2.1: Overview of the CERN accelerator complex and the injection chains used for the
LHC with their respective top energies for protons and ions after the respective accelerator
[71].
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2.2 A Large Ion Collider Experiment

ALICE’s aim is not to find signatures rare particles in pp collisions as is the primary focus of
the other three major LHC experiments, but instead to collect as much data as possible from
large heavy-ion events. This imposes strong demands on the detector. A Pb–Pb collision
typically produces approximately 500-1000 charged particles per pseudo-rapidity unit, and
can reach as high as dNch/dη ≈ 2000 in the most central collisions [72]. Fig. 2.2 shows an
overview of the ALICE detector.

Figure 2.2: Schematics of the ALICE detector [73].

As shown in Fig. 2.2, ALICE can be conceptualized as consisting of three major parts:

1. The central barrel contained inside the magnet with an acceptance in pseudo-rapidity
of −0.9 ≤ η ≤ 0.9 over the full azimuth angle;

2. The muon spectrometer at pseudo-rapidity of −4.0 ≤ η ≤ −2.4;

3. Various multiplicity detectors at −3.4 ≤ η ≤ 5.1

The central barrel resides within the L3 magnet, a warm solenoid magnet with a magnetic
field of B = 0.5 T. The muon spectrometer extends only in the forward region (C side) and
contains a dipole magnet (B = 0.67 T) which bends the muons away from the interaction
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vertex in the horizontal plane. Lastly, the multiplicity detectors are arrays of scintillator
counters, with one in each of the forward regions.

2.2.1 Inner Tracking System

Closest to the interaction point, in the middle of the central barrel, is the Inner Tracking Sys-
tem (ITS) covering the pseudorapidity window |η| < 0.9. The ITS is used for triggering and
high-resolution tracking and consists of six concentric layers of silicon detectors surrounding
the beam pipe: two layers each of Silicon Pixel Detectors (SPD), Silicon Drift Detectors
(SDD), and Silicon Strip Detectors (SSD).

A schematic overview of the ITS is given in Fig. 2.3. The main purposes of the ITS are
to accurately measure the position of the collision vertex and secondary vertices from weakly
decaying particles (in particular strange hadrons and B and D mesons, which have typical
decay lengths of a couple of cm), measure the pT and position of charged particle tracks –
often complementing TPC tracking information – and, in the case of the SPD, to provide
triggering input for the entire detector.

This detector system has a very fine granularity, resulting in a high tracking and ver-
texing resolution even in extremely high multiplicity environments. The resolution for each
subsystem is summarised in Table 2.1.

used to determine the momentum of the muons. These are placed both before and after
the magnet. Finally, a second absorber is used to block all remaining particles which
are not muons. Behind this wall are the two Muon Trigger (MTR) stations, using a
similar design. The tracking of a muon is only initialised if it hits both these detectors.
The technology used for the MCH is briefly described in Section 5.1.

Finally, there are a few detector components located outside the detector cavern.
These include the Zero-Degree Calorimeter, ZDC, which is a set of two calorimeters
located on either side of the interaction point, 116 m away along the beam pipe, and
are collecting the spectator remnants of the collision. During heavy-ion collisions, these
are used for triggering.

4.2 Inner Tracking System
The ITS consists of six concentric layers of silicon detectors surrounding the beam pipe
– two layers each of Silicon Pixel Detectors (SPD), Silicon Drift Detectors (SDD), and
Silicon Strip Detectors (SSD) – and covers the pseudorapidity window |÷| < 0.9 [94].
A schematic overview is given in Fig. 4.2. The main purposes of this detector are to
accurately find the position of the collision vertex and secondary vertices from weakly
decaying particles (in particular strange hadrons and B and D mesons, which have
typical decay lengths of a couple of cm), to complement the TPC tracking information,
and in the case of the SPD to provide triggering input for the entire detector. This
detector system has a very fine granularity, providing a high tracking and vertexing
resolution also at extremely high multiplicity. The resolution for each subsystem is
summarised in Table 4.1. Moreover, due to its proximity to the beam pipe, a high
momentum resolution and large specific energy loss range, particle identification is

Figure 4.2 – Schematics of the Inner Tracking System and nearby detector components.
The V0 detector is only shown on the C side (a similar detector disk is also mounted on
the A side, but much further from the interaction point). Modified version of figure taken
from Ref. [93].
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Figure 2.3: Schematics of the Inner Tracking System and nearby detector components,
modified from [73]. The V0 detector is only shown on the C side.

The ITS is a silicon based detector. Silicon is a semiconductor meaning it has a valence
band and a conduction band separated by a band gap. The basic operating principle is as
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Detector rϕ precision (µm) z precision (µm)
SPD 12 100
SDD 35 25
SSD 20 830

Table 2.1: Coordinate resolution in azimuthal rϕ and longitudinal (z) directions for each
subsystem in the ITS [74].

follows: a pn junction is used where a reverse bias is applied that depletes the active area of
charge carriers. When a charged particle hits the detector, it will create electron-hole pairs
along its trajectory that will in turn generate a current pulse, as shown in Fig. 2.4. The
current will then traverse the electric field and eventually be collected at electrodes connected
to a current amplifier. For the purposes of charged particle tracking with the ITS, the only
relevant information is whether a particle has hit the detector. This is ensured by reading
out only if the pulse is above a certain threshold. The advantages of using a semiconductor
are that this creates a fast signal, and one can achieve a very high tracking resolution while
maintaining a low material thickness, since the electron diffusion length is only a few µm.
The material thicknesses of each ITS layer ranges from 0.83 to 1.26 X/X0% [74], with the
SPD layers being the thinnest, and one of the SDD layers being the thickest.

Table 4.1 – Coordinate resolution in azimuthal (rÏ) and longtudinal (z) directions for
each subsystem in the ITS [94].

Detector rÏ precision (µm) z precision (µm)
SPD 12 100
SDD 35 25
SSD 20 830

possible below the lower momentum limit of the TPC (which is at ≥ 150MeV/c)2.
Throughout the ITS, silicon based detector modules are used. Silicon is a semicon-

ductor, and as such it has a valence band and a conduction band, which are separated
by a band gap. When used in a detector, a pn junction is used where a reverse bias
is applied, which depletes the active area of charge carriers [95, pp. 226-232]. When a
charged particle (or photon) hits the detector, this will create electron-hole pairs along
the trajectory3, as shown in Fig. 4.3, which generates a current pulse. This current will
traverse the electric field and eventually be collected at the electrodes, where a current
amplifier is connected. Since the ITS is only used for tracking, the relevant information
is whether a particle has hit the detector. This is ensured by triggering if the pulse
is above a certain threshold. The advantages of using a semiconductor are that this
creates a fast signal, which makes it possible to determine the interaction time at high

Figure 4.3 – Basic principle of a semiconductor detector. When a charged particle
traverses the detector, it excites electrons from the valence band to the conduction band,
which creates electron-hole pairs. These will drift in the applied electric field to the
metal contacts, which generates a current pulse that can be detected. Figure taken from
Ref. [96].

2If the momentum is too low, a charged particle will be trapped in the magnetic field and escape
in the longitudinal direction, but may still be detected in the ITS. For heavier particles – in particular
protons – there is also a large energy loss in the ITS, further reducing the e�ciency at low momentum.

3For photons this will require an intermediate step of either Compton scattering or pair production.
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Figure 2.4: Basic principle of a semiconductor detector. When a charged particle traverses
the detector, it excites electrons from the valence band to the conduction band, which
creates electron-hole pairs. The applied electric field will cause these to drift towards the
metal contacts, which generates a current pulse that can be detected [75].

Each subdetector of the ITS uses a different technology. The SPD is built of pixels of
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silicon diodes, each measuring 50×425 µm2. These are read out by 1200 chips per layer, each
covering 8192 cells, totalling 9.8×106 cells per layer. The two SPD layers are located 3.9 and
7.6 cm from the beam axis, respectively, and extend 282 mm in the longitudinal direction.

The SDDs are built of 260 drift cells distributed over the two layers, where the drift time
of charge carriers is measured in order to precisely determine where the track has interacted
with the cell. Each cell has 256 collection anodes mounted to it along the z axis with a spacing
of 294 µm. The drift regions are 35mm long and extend in the ϕ direction. To determine
the rϕ coordinate, the drift velocity is monitored by MOS injectors in the substrate that
are triggered during gaps in the LHC bunch crossing schedule so they do not interfere with
collisions. The position is determined by integrating the velocity over the time measured at
the anode. The effective cell length is ≤ 202µm. These detectors are able to measure the
number of collected charge carriers, which is proportional to the energy deposited per unit
length, dE/dx, and therefore can be used for PID. The two SDD layers are located 15.0 and
23.9 cm from the beam axis and have lengths of 443 and 593 mm in the z direction.

Finally, the SSDs each consist of a double layer of silicon strips placed at an angle of
35 mrad (≈ 2) relative to each other. When a particle crossing one of the SSDs yields a
signal in both strip layers, the result will be a detection at the crossing point. The number
of collected charge carriers is measured, again providing dE/dx information in the SSD. The
strips have a width of 95 µm. However, due to the arrangement of the strips, the effective
resolution is better than what the width alone might predict in rϕ, but worse in z. In total,
1.15×106 strips are used in the inner layer and 1.46×106 strips in the outer layer. The inner
and outer SSD layers are located at 38 and 43 cm from the beam axis, respectively, and
extend 86 and 98 cm in the z direction.

2.2.2 V0 Detector

The V0 detector is made up of two circular arrays of scintillator counters, with one at each
of the forward regions of the ALICE detector. The array on the A side (V0A; opposite to
the muon arm) is placed 300 cm from the collision vertex and covers the pseudorapidity
region 2.8 < η < 5.1. In order to accommodate the muon absorber, however, the V0C
array is instead placed only 90 cm from the vertex, covering −3.7 < η < −1.7 (this is why
V0C is visible in Fig. 4.2, but not V0A). Each array consists of 4 layers with 8 scintillators
each, each covering a circular segment spanning 45 in azimuth. The resulting granularity
is, while not fantastic, is sufficient for the main purpose of the v0 detector: Triggering and
multiplicity measurements.

2.2.3 Time Projection Chamber

The Time Projection Chamber (TPC) is the largest tracking detector in ALICE. It as a
gaseous detector that relies on the ionization of a gas for the detection of charged particles.
A charged particles travels the gas, they create a trail of ionization. The electric field
applied through the volume of the TPC causes the electrons (ions) to drift towards the
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anode (cathode). In the ALICE TPC, thin wires with an applied voltage serve as anodes,
resulting in a very strong magnetic field near the anode, which drops off as the distance from
the anode increases. Electrons sufficiently accelerated in this field will give rise to secondary
ionizations and a subsequent chain reaction known as avalanche multiplication. The detector
system can then detect these induced voltage pulses at the cathode readout plane, but the
voltage pulse will not stop until the ions with a much slower drift velocity than electrons are
collected at the cathode, making the detector relatively slow. This process is illustrated in
Fig. 2.5.

Figure 2.5: Principle of avalanche multiplication in a gas detector [76].

If there is insufficient voltage to cause such an avalanche, the energy deposited at the
electrodes is proportional to the number of initial ionisations alone, and this is proportional to
the energy deposited per unit length, dE/dx. This provides PID information. Consequently,
the voltage of the anodes are lowered and placed such that they can be in state called
“proportional mode”.

The ALICE TPC has a cylindrical geometry surrounding the ITS. It has an inner radius
of 85 cm, an outer radius of 250 cm, and an overall length of 500 cm. A longitudinal
electric field is applied over the cylinder, divided in the center by a cathode plate. A voltage
of 100 kV is applied between the center and endcaps; the resulting field strength within
the detector volume is 400 V/cm. At the endcaps are Multi-Wire Proportional Chambers
(MWPCs), arrays of anode wires operating in proportional mode. When a charged particle
from the collision traverses the gas, electron-ion pairs will be created along its trajectory.
Idealy, the field is longitudinal with minimal space charge distortions such that the electrons
will be projected onto the endcaps, giving precise information about the (r, ϕ) coordinates
of the trajectory. The drift velocity is carefully monitored using a laser system, which also
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detects inhomogeneities in the electric field. The laser system produces planes of tracks in
the detector perpendicular to the electric field that make it easy to measure drift time as well
as deviations caused by distortions. With a well determined drift velocity, the z coordinate
is obtained by measuring the arrival time of the electrons. For the most frequently used
TPC gas mixture – 85.7% Ne, 9.5% CO2, and 4.8% N2 – this results in an average drift
velocity of 2.65 cm/µs for the electrons, or an overall drift time of 94 µs for the longest
drift distances. The endcaps are divided into 18 sectors, with four readout chambers each –
two inner readout chambers (IROCs) and two outer readout chambers (OROCs). The wire
density is higher for the IROCs as they are closer to the beam pipe, and the voltage applied
is slightly lower. There are no anode wires between the sectors, resulting in gaps in the
detector acceptance. The readout chambers have three layers of wires. The innermost wires
are thin anode wires spaced 2.5 mm from each other. The middle layer consists of thicker
cathode wires, where the ions released during avalanches are collected. The signal is read
out from cathode pad planes, with a size in (r, rϕ) space ranging from 4×7.5 mm2 in the
IROCs to 6×15 mm2 in the outermost OROC sector. This results in a total number of 159
radial clusters [77].

The operation of the TPC is usually a delicate balance. If the voltage is too high in
the normal operational mode, photons released in the de-excitation of gas ions may trigger
additional avalanches that skew the initial signal. Another issue has to do with the recombi-
nation of ions and electrons at the electrodes, where gas atoms may again enter an excited
and prolong the avalanche. To prevent this, a molecular component – usually CO2 or an
organic molecule – is added as a quencher to the gas. Unfortunately, at the high interaction
rates delivered in Run 2, unexpectedly large space-charge distortions were observed at very
specific regions of the TPC. They appeared at the boundaries between certain IROCs and
deflect the ionization electrons towards these boundaries, leading to a bias in the measured
space-point position and effectively decreasing the active readout area. It was suspected
that insufficient insulation of some wires in this area could cause strong electric fields lead-
ing to amplification and therefore columns of ions drifting back from in between the readout
chambers. After the TPC was brought to the surface at the beginning of LS2 indeed tips of
anode wires sticking out of the ledges were found on all affected chambers near the expected
radii [78]. A reduction of the distortions in the hot spots by a factor of about 4 was achieved
with the special voltage settings in 2018 compared to 2015 . These space charge distortions
are shown in Fig. 2.6.

For the pp and p–Pb data used in this analysis, the TPC was not read out or was
compromised for several runs. In order to maximize the statistics for the pp and p–Pb,
ITS-only tracking was used, a first in ALICE for two-particle correlations. The performance
of ITS-only tracking vs. the standard TPC+ITS tracking is discussed in detail in Sec. 4.5.1.
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3. Space-charge distortions in the TPC

ALI-PERF-315405

(a)

ALI-PERF-315410

(b)

Figure 3.1.: Measured space-charge distortions in r' near the central electrode are shown for
Pb–Pb runs with high interaction rates in 2015 (upper plot) and 2018 (lower plot). For both
runs the TPC was filled with argon. Note the different z-axis scales. Figures taken from [54].
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Figure 2.6: Measured space-charge distortions in rϕ near the central electrode are shown
for Pb–Pb runs with high interaction rates in 2015 (upper plot) and 2018 (lower plot). For
both runs the TPC was filled with argon. Note the different z-axis scales. [79]

2.2.4 Electromagnetic Calorimeter

The Electromagnetic Calorimeter (EMCal) and Di-Jet Calorimeter (DCal) were mainly de-
signed to measure high pT objects. Originally, the calorimeter system in ALICE was a
layered lead-scintillator sampling calorimeter attached to wavelength shifting fibers for light
collection [80], covering 107 in azimuth and |η| < 0.7 in pseudorapidity. However, in or-
der to enable the study of di-jet-events using full jets (rather than jets reconstructed with
charged particle tracking alone), the calorimeter system was extended in 2010 to also in-
clude the DCal. The DCal is approximately opposite in ϕ and uses the same design as the
EMCal. The EMCal ond DCal are made up of 12288 and 5377 towers (also called cells),
respectively. Each tower has a cross-sectional area approximately twice the Moli’ere radius
of ∆η ×∆ϕ = 0.0143 × 0.0143 with a depth of 24.6 cm that corresponds to approximately
20 radiation lengths. The calorimeters are organized into modules comprised of 2× 2 cells.
These modules are further organized into 10 supermodules that are made up of up to 12×24
modules in the EMCal. Fig. 2.7 (left) shows the EMCal made up of these supermodules,
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while (right) shows the various components that make up a single module.2.1. Design Overview 9

Figure 2.1: The array of Super Modules shown in their installed positions on the support structure.

a smaller azimuthal range of �� = 7�.

Each full-sized Super Module is assembled from 12 ⇥ 24 = 288 modules arranged in 24

strip modules of 12 ⇥ 1 modules each. Each one-third size Super Module is assembled from

4⇥ 24 = 96 modules. Each module has a fixed width in the � direction and a tapered width

in the ⌘ direction with a full taper of 1.5�. The resultant assembly of stacked strip modules

is approximately projective in ⌘ with an average angle of incidence at the front face of a

module of less than 2� in ⌘ and less than 5� in �.

A module is a single self-contained detector unit. All modules in the calorimeter are me-

chanically and dimensionally identical. Each module comprises four independent detection

channels/towers giving a total of 1152 towers per full sized Super Module.

The calorimeter design incorporates on average a moderate active volume density of ⇠5.68

g/cm2 which results from a ⇠ 1 : 1.22 Pb to scintillator ratio by volume. This results in

a compact detector consistent with the EMCal integration volume at the chosen detector

thickness of ⇠ 20 radiation lengths. In simulations, this number of radiation lengths gives

a maximum deviation from linearity (due mainly to shower leakage) of ⇠2.8% for the most

probable energy response in the range up to 100 GeV photons.

The physical characteristics of the EMCal are summarized in Table 2.1. An exploded view

10 2. EMCal Detector Layout and Performance

drawing of the module showing all single components is shown in Fig. 2.2

Table 2.1: The EMCal Physical Parameters.

Quantity Value

Tower Size (at ⌘=0) ⇠6.0 ⇥ ⇠6.0 ⇥ 24.6 cm (active)

Tower Size ��⇥�⌘ = 0.0143 ⇥ 0.0143

Sampling Ratio 1.44 mm Pb / 1.76 mm Scintillator

Number of Layers 77

E↵ective Radiation Length Xo 12.3 mm

E↵ective Moliere Radius RM 3.20 cm

E↵ective Density 5.68 g/cm2

Sampling Fraction 10.5

Number of Radiation Lengths 20.1

Number of Towers 12,288

Number of Modules 3072

Number of Super Modules 10 full size, 2 one-third size

Weight of Super Module ⇠7.7 metric tons (full size)

Total Coverage �� = 107o, -0.7 < ⌘ < 0.7

Figure 2.2: Exploded view drawing of EMCal module showing all components.Figure 2.7: Left: The array of Super Modules shown in their installed positions on the
support structure. Right: Exploded view drawing of EMCal module showing all components.
Adapted from [81].

The wavelength shifting fibers are wired such that the scintillation light from each cell
is read out by a 5 × 5 mm2 avalanche photodiode. The relative energy resolution of the
calorimeter is σ/E = 1.7% ⊕ 11.3%/

√
E ⊕ 4.8%/E for the energy range of interest for this

analysis (roughly 10-50 GeV/c).

2.2.5 Time of Flight Detector

The working principle of the TOF detector is to measure the time-of-flight from the inter-
action point of a particle in order to determine its velocity. Combined with the momentum
information, one can extract the mass of the particle. The arrival time measurement is
achieved by an array of Multi-gap Resistive-Plate Chambers (MRPCs). MRPCs are thin
gaseous detector cells that have a high and uniform voltage of 6500V applied to them [82,
83]. These are divided into two half-cells, each further divided into five smaller modules
blocked by resistive glass plates. The field is sufficiently strong enough such that avalanche
multiplication can occur, and thus a particle traversing the cell gives rise to a detectable
signal. The glass plates block the avalanches, in order to reduce the time jitter, which scales
with the propagation distance. The signals from each gap sum up to the total signal, and
using multiple gaps increases the signal strength. The achieved time resolution is about 40
ps.

The TOF detector has full azimuthal coverage and covers the pseudorapidity region of
|η| < 0.9. The inner radius of the TOF is 370 cm with an active length of 741 cm. A total
of 157,000 cells are arranged into 122×13 cm2 strips and put in 18×5 modules (in (ϕ, z)
space). The strips overlap each other to achieve full coverage within each module. In order
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stacked into four layers, with varying spacing between the holes in the foil, in order to
ensure that they are not aligned.

4.5 Time-Of-Flight Detector
The working principle of the TOF detector is to measure the time-of-flight from the
interaction point of a particle7, and thus determine its velocity. Combined with the
momentum information, one can extract the mass of the particle, cf. Section 8.5. The
arrival time measurement is achieved by an array of Multi-gap Resistive-Plate Chambers
(MRPCs), which are thin gaseous detector cells over which a high and uniform voltage
is applied [94, and refs. therein]. These are divided into two half cells, each divided into
five smaller modules blocked by resistive glass plates, cf. Fig. 4.8. The field is strong
enough for avalanche multiplication, thus a particle traversing the cell gives rise to a
detectable signal. The glass plates e�ectively block the avalanches, so this setup reduces
the time jitter, which scales with the propagation distance. The signals from each gap
sum up to the total signal, so using multiple gaps increases the signal strength. The
achieved time resolution is about 40 ps.

Figure 4.8 – Working principle of a TOF detector cell. A charged particle entering the
cell will give rise to avalanches in the gas, which are blocked by glass plates mounted
inside the cell. The resulting electrons will be picked up at the anode, which divides the
cell into two half cells (in practice, there are two anode plates separated by an insulating
layer). Figure taken from Ref. [103].

The TOF detector covers the full azimuthal angle and the pseudorapidity region
|÷| < 0.9. The inner radius is 370 cm and the active length is 741 cm. A total of
157 000 cells are used, which are arranged into strips of dimensions 122 ◊ 13 cm2, put
in 18 ◊ 5 modules (in (Ï, z) space). The azimuthal sector boundaries are aligned with
the dead areas of the TPC. The strips overlap each other to achieve full coverage within
each module. Moreover, in order to minimise the path length of particles coming from
the collision, the modules are tilted so that each strip is facing the interaction point
perpendicularly.

7The collision time is measured by the T0 detector.
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Figure 2.8: Working principle of a TOF detector cell. A charged particle entering the cell
will give rise to avalanches in the gas, which are blocked by glass plates mounted inside the
cell. The resulting electrons will be picked up at the anode, which divides the cell into two
half cells. Adapted from [84].

to minimize the path length of particles coming from the collision, the modules are tilted so
that each strip is facing the interaction point perpendicularly.

2.3 Central Barrel Tracking

A tracking algorithm must be used in order to reconstruct the particle tracks from hits in
the detector. ALICE uses a Kalman filter algorithm. A Kalman filter uses a parametrisation
of the track and optimises trajectories through the addition of additional space points. The
algorithm is initiated with a seed, usually consisting of a few clusters in the outer layers of the
TPC (the exception of course being the use of ITS-only tracking). An initial approximation
of the track is made with the assumption that the track originates from the collision vertex,
and is further extrapolated from hits in the SPD. The process is repeated by removing this
constraint to account for the possibility that the track actually originates from a secondary
vertex. The track information is continually improved by propagating the track inwards
and adding additional space points within 4 standard deviations of the best guess of the
trajectory while accounting for multiple scattering and energy loss inside detector material.
After each iteration, the parameters of the trajectory as well as the covariance matrix of the
parametrisation are updated to improve accuracy. If more than one detector hit satisfies the
selection criteria, multiple different propagations are tested, and the tracks with the lowest
χ2 are selected at the end.

As the track is propagated from the outer edge of the TPC inwards, the tracking is further
improved by adding hits from the ITS once the inner edge of the TPC is reached. For tracks
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where the primary vertex constraint has been lifted within the TPC, the same constraint
is initially applied to ITS tracks, but repeated without the constraint as well: the higher
precision of the ITS makes it possible to find secondary vertices that are much closer to the
primary vertex. For tracks where the primary vertex constraint has already been lifted in
the TPC, the ITS tracking is done once without imposing the constraint.

Once the track propagation is completed in both the TPC and the ITS, the Kalman
filter algorithm is reversed by using track parameters from the first procedure as an initial
guess, but this time starts from the innermost layer of the ITS and propagates outwards.
The second iteration is applied in order to remove outliers from the initial track propagation.
Once this iteration reaches the outer edge of the TPC, there is an option to incorporate hits
from the other detector subsystems such as the Transition Radiation Detector (TRD), and
eventually the TOF (as well as others), but this option is not used in this analysis. The
main analysis of this thesis uses ITS-only tracking due to the space charge distortions of
the time projection chamber discussed in Sec. 2.2.3. This results in tracks with fewer space
points as input to the Kalman filter track reconstruction, but the performance was found to
be comparable to the traditional ITS+TPC Hybrid tracking low multiplicity pp and p–Pb,
Sec. 4.5.1.

2.4 Triggering System

ALICE is capable of operating at an event rate of a few kHz. The LHC bunch crossing
rate, however, is 40 MHz. Even though not all bunch crossings result in a collision, an
extensive triggering system is required to reduce the event rate and ensure all particles
detected in an event are in fact from the same collision. This is needed despite the that
fact that during pp collisions, the accelerator is actually tuned such that the luminosity at
ALICE is L ≈ 1030 − 1031cm−2s−1, much lower than at ATLAS or CMS with a luminosity
of L ≈ 1030 − 1031cm−2s−1. This reduces pile-up, but also the effective collision rate [85].

The V0 and SPD detectors are the most important detector subsystems for triggering.
The trigger input is handled by the Central Trigger Processor (CTP) that sends a command
to all active detectors once it receives a successful trigger. There are three levels of triggers:
L0, L1, and L2, and events are only accepted if the highest level, L2, triggers successively.
The L0 trigger is simply synchronised with the LHC bunch crossing clock and includes the
fastest inputs processed within 1.2 µs after the collision. Additional inputs that take longer
than 1.2 µs and up to 6.5 µs are handled by the L1 trigger. The L2 trigger then handles all
the slower inputs, with the restriction that it must be completed before the TPC needs to
be read out, less than 88µs after the collision.

The signals used by the trigger depend on the trigger configuration. One important
configuration is minimum bias (MB), that selects against non-collisions. The MB trigger
requires a hit in the both the V0A and V0C detectors. In order to reduce beam-gas events,
additional requirements on the V0 timing information and on the correlation between the
number of tracklets and clusters in the SPD are enforced. MB events are used in this
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analysis in the event mixing as well as in the ITS only tracking validation. Another trigger
configuration is EG1, as well as EG2. These triggers require a hit in the EMCal up to a
certain threshold before tracks can be read out for the event. For EG1, this threshold is 11
GeV/c, and 5 GeV/c for EG2.

Once the CTP receives a successful trigger, the CTP will begin a series of read-out
operations for each active detector until eventually the trigger input is recorded locally at a
Local Data Concentrator (LDC). During this processing, the read-out system will of course
be busy, and a signal will be sent to the CTP that blocks triggering until the detectors
are ready again. Some of the data from this read-out process are duplicated and sent to
the High Level Trigger, where it is processed and decided whether the event should be
stored permanently or rejected. This is the final triggering stage. If accepted, the data are
compressed by rejecting irrelevant information and the remaining event data sent to Global
Data Concentrators (GDCs) through the Data Acquisition (DAQ) system. The whole event
is built from detector readouts in the GDCs, and is stored in first in Transient Data Storage.
Some of the data is also processed online through data quality monitoring and detector
algorithms to further reject bad quality events. For run two, the data quality monitoring is
manual, and if there is a deterioration in quality, the shift leader may decide to stop a run
until the problem is resolved. After all checks are passed, the data, several TB to PB, will
be sent to the GRID for final storage, post-processing, and to be copied to tape.
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Chapter 3

Data Analysis

3.1 Analysis Summary

This analysis uses the data collected during the
√
sNN = 5 TeV p–Pb run in 2013 and during

the
√
s = 5 TeV pp run in 2017. The EMCal trigger was used to select events with a

high-momentum calorimeter cluster, a photon pT range of 12–40 GeV/c.
The signal for this analysis, is “prompt” photons, which include “direct photons” and

“fragmentation photons”. At leading order in perturbative QCD, the direct photons are
produced in hard scattering processes such as quark-gluon Compton scattering (qg → qγ) or
quark-antiquark annihilation (qq̄ → gγ), whereas the fragmentation photons are the product
of the collinear fragmentation of a parton (qq̄(gg) → γ + X). At LHC energies, Compton
scattering and gluon fusion (gg → qq̄γ) dominate due to the high-gluon density in the proton
at small values of Bjorken-x.

Beyond the simplistic leading order picture, the direct and fragmentation components
have no physical meaning and cannot be factorized; the sum of their cross sections is the
physical observable. For example, the separation between the NLO direct photons and
LO fragmentation is arbitrary. However, it is still possible to simplify comparisons with
theoretical calculations by applying an isolation criteria. The isolation variable used is the
sum of the transverse momentum of the charged particles that are inside an angular cone
of radius R =

√
(∆φ)2 + (∆η)2 = 0.4 around the photon direction, after subtracting the

underlying event.
The main background for this analysis are photons from meson decays, which we will call

“decay photons” or γdecay. The challenge faced in this measurement arises mainly from the
small cross-section of the signal compared to that of the decay photon background (about
1% at 10 GeV/c increasing to about 4% at 30 GeV/c, according to next-to-leading order
calculations [86]).

This measurement exploits the difference between the electromagnetic shower profiles of
prompt photons and of photon pairs from neutral-meson decays. The clusters that pass the
isolation and shower shape selections are referred to as isolated γ candidates or “γiso candi-
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dates”.
The main background within the γiso candidate population are from multi-jet events

where one jet typically contains a π0 or η that carries most of the jet energy and is misiden-
tified as a photon because it decays into a photon pair that is collinear with respect to
the EMCal cell granularity (∆η × ∆φ ≈ 14.3×14.3 mrad2), that is, the two photons are
close enough to deposit most of their energy in the same cell and appear as a single shower.
Another prominent source of background is very asymmetric neutral meson decays.

The signal purity of the γiso selection is measured by using the “template-fit method”, in
which the measured shower-shape distribution is fit with the sum of signal and background
templates with the relative normalization as the single free parameter1. The background
template is mostly data-driven, calculated with an anti-isolated sideband (described in Sec-
tion 3.7), but a Monte-Carlo based correction is applied to account for biases such as the
correlation between shower shape and isolation selections. The signal template is obtained
from photon-jet simulation. The purity of our γiso selection is measured to be around 20%
at 12 GeV/c and increases to about 55% at 20 GeV/c and above.

Next, the angular correlation of the γiso candidates with charged particles is measured.
The γdecay–hadron correlation function is measured by inverting the shower-shape cut to
select merged-clusters from meson decays, and is called the Background Region correlation
function. Both the signal and background region photon-hadron correlations are corrected
for geometrical pair acceptance effects using the mixed-event technique. Afterwards, the
γdecay–hadron correlation is normalized using the measured purity and subtracted from the
normalized main γiso candidate correlations in a process labelled “correlated background
subtraction”.

After this correlated background subtraction, the uncorrelated background, estimated by
the zero-yield-at-minimum (ZYAM) method [89] and checked by using a control region at
large |ηhadron − ηγ| is subtracted from the main γiso candidate correlation function. Finally,
the away-side of the resulting correlation function is integrated to determine the number of
correlated hadrons per γiso, i.e. to measure the conditional yield of hadrons. This analysis
is performed with photons with 12 < pT < 40 GeV/c, and in intervals of charged particle

pT and zT ≡ pTh/pγ
iso

T .
One of the novel aspects of this analysis is the use of ITS standalone tracking. This

approach was developed in order to bypass the serious space-charge distortions that com-
promised the TPC during the high-luminosity p–Pb data taking in 20132. The use of large
hadron pTbins makes the signficantly poorer momentum resolution of ITS-only tracking ac-
ceptable in this analysis. Furthermore, the ITS-only tracking allowed the 2017 pp run to
operate in the CALO mode that yielded a much larger sample than would have been possible
otherwise.

1Note that this is an standard way to estimate QCD background since at least the Tevatron days. The
same exact method is used in the CMS γiso and γiso–jet measurements in pp and PbPb data, for example
in [87, 88].

2For details, see https://alice.its.cern.ch/jira/browse/ATO-351, https://alice.its.cern.ch/
jira/browse/PWGPP-349, https://alice.its.cern.ch/jira/browse/PWGPP-314
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The performance of the ITS-standalone tracking (fake rate, efficiency and momentum
smearing) was validated by measuring the charged particle spectrum and comparing it with
published ALICE measurements at the same center-of-mass energy. These studies showed
an agreement between the ITS-standalone measurement and the published data to within
≈ ±5% of the corresponding published data for the range 0.5 < pT < 10 GeV/c, which is
the relevant range in this analysis.

One of the main considerations of the larger analysis strategy was to minimize the use
of Monte Carlo simulations. By using an isolation variable constructed using only charged
particles, the correlations between isolation and shower-shape variables due to the opening
angle of neutral-meson decays has been reduced, at the expense of a slightly lower purity.
In the template fit analysis, checks were performed that are independent of any input from
simulations, suggesting the template fit is not sensitive to the detailed simulation of the exact
shower-shape distributions. Moreover, the analysis measures per-trigger quantities such that
there is no need to correct for the efficiency of the γiso selection.

While an effort was made to collect and use the largest data samples available by pio-
neering a high-rate data taking mode with ITS+EMCal, the measurement still turns out to
be dominated by statistical uncertainties.

3.2 Datasets

The datasets used in this analysis include the high-luminosity runs of the 2013 p–Pb run
(13d,e,f) and the 2017 pp run (17q) that were collected with EMCal triggers, which are listed
in Table 3.1.

Table 3.1: EMCal triggers used in this analysis.

Dataset Trigger Strings
p–Pb CEMC7EG1-B-NOPF-CENTNOTRD, CEMC7EG2-B-NOPF-CENTNOTRD,
pp CEMC7EG2-B-NOPF-CALO, CDMC7DG2-B-NOPF-CALO,

CEMC7EG2-B-NOPF-CENT, CDMC7DG2-B-NOPF-CENT

The EMCal gamma trigers (EG1, EG2, DG1, DG2) are based on the summed energy in
2×2 adjacent tiles (a tile is composed of an EMCal module, 2×2 adjacent cells). The trigger
thresholds were 7 and 11 GeV/c during the 2013 p–Pb run and 5 GeV/c during the 2017 pp
run.

Due to the 2-in-1 magnet design of the LHC, which requires the same magnetic rigidity
for both colliding beams, the beams had different energies during the p–Pb run (Ep = 4
TeV, EPb= 4 TeV×Z, where Z = 82 is the atomic number of lead). In the lead nucleus,
the energy per nucleon was therefore 1.56 TeV = (Z/A)× 4 TeV, where A = 208 is the
nuclear mass number of the lead isotope used. This energy asymmetry results in an average
nucleon–nucleon center of mass collision energy of

√
sNN = 5 TeV and a rapidity boost of

this frame by ±0.465 units relative to the ALICE rest frame in the direction of proton beam.
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Around halfway through the 2013 p–Pb run, the beam directions were flipped, yielding
similar integrated luminosities in both beam configurations.

During the 2013 p–Pb run period, the TPC suffered from space-charge distortions3 that
affect tracking performance, leading to a very drastic drop in efficiency for tracks with pT > 4
GeV/c. We bypass this issue by using ITS-only tracking as detailed in Section 3.8. For the
2017 pp data, the TPC was also inactive due to the high luminosity of the runs considered
in this analysis. We use the 17q period, during which all six layers of the ITS were active.

The average number of inelastic collisions per bunch crossing, µ, is 0.020–0.060 for the
2013 p–Pb data set and in the range 0.015–0.045 for the 2017 pp dataset 4.

3.3 Monte Carlo simulations

We use Monte Carlo (MC) simulations to obtain the signal shower-shape distributions for
the template fits (Section 3.7), separate set of corrections to the background templates
(Section 4.4.1), and to study tracking performance (Section 3.8).

The simulations of hard processes are based on the Pythia event generator [90]. In
Pythia, the signal events are included via 2 → 2 matrix elements with gq → γq and
qq̄ → γg hard scatterings, defined at the leading order, followed by the leading-logarithm
approximation of the partonic shower. The soft underlying events in pp collisions as well as
fragmentation are included with the default Pythia models.

For the simulation of p–Pb events, the pp samples are embedded into p–Pb inelastic
events generated with DPMJET. The boost of ∆y = +0.465 in the direction of the proton
beam is reproduced.

Table 3.2 shows the MC simulations used in this analysis. Each sample is simulated with
the detector configuration appropriate for the runs used in this analysis. Being anchored to
a data taking period means that the detector response and beam conditions of the period
were also replicated in the MC simulation.

Table 3.2: Monte Carlo simulations used in this analysis.

Name Configuration
17g6a3 p–Pb, 5 TeV, Pythia8 Jet-Jet +DPMJET anchored to 13def
17g6a1 p–Pb, 5 TeV, Pythia8 Gamma-Jet +DPMJET anchored to 13d,e,f
13b2 p–Pb, 5 TeV, Dpmjet anchored to LHC13b,c
18b10a(b) calo pp 5 TeV, Pythia8 Gamma-Jet anchored to 17p/q
18l2a(b) pp 5 TeV, Pythia8 Jet-Jet anchored to 17p/q

3For more information on the problems with space-charge distortions due to high-luminosity in p–Pb run,
see: https://alice.its.cern.ch/jira/browse/PWGPP-314.

4This information can be found in http://aliqaevs.web.cern.ch/aliqaevs/data/2013/LHC13d/

pass4/global_properties.pdf and http://aliqaevs.web.cern.ch/aliqaevs/data/2017/LHC17q/

cpass1_pass1/global_properties.pdf
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3.4 Event Selection

The following event selection criteria is used to ensure good event quality and uniform
acceptance:

• The run passes Quality Assurance (QA) for EMCal and ITS.

• At least one EMCal cluster with pT > 12 GeV/c.

• At least one of the EMCal clusters match the triggers from Table 3.1.

• Valid vertex (|z| 6= 0.0) and 0 < |z| < 10 cm

We use the same criteria on the DCal (used in the 17q dataset), we use EMCal in
text for brevity. The number of events that pass our selection in each sample is shown in
Table 3.3. We report the events selected for each trigger separately, as well as the logical
OR combination. In p–Pb events, the number of events is dominated by the EG1 trigger
(11 GeV/c threshold), and by the EG2 trigger (5 GeV/c) in pp collisions.

Table 3.3: Number of events that passed our full event selection for each of data taking
period used in this analysis. The numbers are also shown separately for EG1 (DG1) and
EG2 (DG2) triggers.

Dataset NEG1||EG2 NEG1 NEG2

13d 134024 133326 12528
13e 198108 196745 22409
13f 340607 338198 38353
13f new 241870 240074 30310

Dataset NEG2||DG2 NEG2 NDG2

17q 406934 301086 119498

3.5 Calorimeter Cluster Reconstruction

3.5.1 Definition

EMCal clusters are formed by a clustering algorithm that combines signals from adjacent
towers. We use calorimeter clusters defined with the “V1” algorithm. This algorithm starts
from a “seed” cell, found from a local-maximum scan, and adds “neighbor” cells to the
cluster if they are above a given threshold. The cluster definition is exclusive, i.e. once a cell
is assigned to a cluster, it is not considered for other clusters. The minimum energy for the
seed and neighbor were set to 500 and 100 MeV respectively; these values are several times
larger than the standard deviation of the electronic noise5.

5Some photon analysis use a 50 MeV threshold, but 100 MeV has been found to improve cell time
measurements. The 100 MeV threshold has been used for example in [91].
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3.5.2 Corrections

We apply several corrections at the cell level, implemented within the “EMCal Correction
Framework,”6 before the clustering algorithm is run over the data and simulations. The
following corrections are applied:

• “CellEnergy”
This performs an energy calibration of cells, with coefficients obtained with π0 → γγ
mass measurements.

• “CellBadChannel”
This removes cells that have been declared hot or dead for a given run period.

• “CellTimeCalib”
Applies maximum thresholds to the cell time measurements to minimize spread be-
tween cells.

• “CellEmulateCrosstalk”.
This correction, described in detail in [92], modifies the simulated cell energies to
emulate the cell cross-talk that has been observed in data. This is applied to all the
simulations described in Table 3.2.

3.5.3 Cluster Selection Cuts

The following selection is applied on the resulting clusters7:

• Cluster pT cut: 12 < pT < 40 GeV/c.

• Cluster pseudorapidity: |η| < 0.67
The cluster pseudorapidity is corrected for the position of the primary interaction
vertex.

• Number of cells cut: Ncell ≥ 2
This requirement removes clusters that are likely dominated by noise.

• Exoticity cut: Ecross/Ecluster > 5%
We remove “exotic” or “spiky” clusters likely coming from slow neutrons or highly-
ionizing particles hitting the avalanche photo-diode of a cell by a requirement on the
ratio of the summed energy around the leading cell to the total cluster energy.

• Cluster time cut: |t| < 20 [ns]
We require a cluster time measurement of |t| < 20 ns to remove out-of-bunch pileup.

6http://alidoc.cern.ch/AliPhysics/master/_r_e_a_d_m_eemc_corrections.html
7This event selection also closely follows previous and concurrent isolated-photon spectra analyses in pp

and p–Pb data. A thank you to Alwina Liu for her work on obtaining the optimal selection of cuts for this
analysis. Please see her UC Berkeley Thesis on Isolated Photon Jet Correlations.
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• Number of local maxima cut: NLM < 3
This cuts suppresses background and improves the MC simulation description of the
background [93].

• Distance seed-cell to bad-channel≥ 1 cells.

Figures 3.1 and 3.2 show the distribution of the variables used in the cluster selection
and the effect of sequential selection (“cut flow”) for the p–Pb and pp data respectively.
Table 3.4 shows a summary of the effect of sequential selection on the number of selected
clusters in both pp and p–Pb data.
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Figure 3.1: Distribution of variables used in the cluster selection of p–Pb data. The red
vertical lines represent the cuts used. The cluster cuts get applied sequentially, i.e. the
clusters cut with a given variable do not appear in the next.
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Figure 3.2: Distribution of variables used in the cluster selection in pp data. The red vertical
lines represent the cuts used. The cluster cuts get applied sequentially, i.e. the clusters cut
with a given variable do not appear in the next.

Table 3.4: Number of clusters, with 12 < pT < 40 GeV/c, that pass our selection in 2013
p–Pb and 2017 pp data. The cuts are applide in a cumulative fashion, (see text).

Selection p–Pb data pp data
|η| < 0.67 714834 385220
Ecross/Ecluster > 5% 613560 323750
Ncell ≥ 2 613560 323750
NLM < 3 443102 231490
|t| < 20 [ns] 441639 171470
Distance-to-bad channel ≥ 1 441639 171470
ISO < 1.5 GeV/c 137895 58638
0.1 < σ2

long < 0.3 40027 16628

52



3.6 Isolated Prompt Photon Selection

8Photons are observed in their final state as a reconstructed cluster in the calorimeter. A
key challenge of this measurement is the relatively small cross section of prompt photons
compared to decay photons. In order to reduce the background of decay photons, and
to identify prompt photons, a combination of isolation and electromagnetic shower profile
selections are made. To select against photons from neutral-meson decays or fragmentation
processes, a shower profile selection and isolation requirement are applied to these clusters.

The primary background for this measurement are photons from the 2-body decay channel
of neutral mesons π0’s. A π0 with a higher pT will decay with a smaller opening angle between
the two decay photons. As the opening angle becomes smaller, the electromagnetic showers
from the decay photons get closer together in the EMCal until they begin to overlap. For
this reason, photons from π0 decays begin to merge into a single cluster in the EMCal above
approximately 6 GeV/c. This cluster, made up of two showers from decay photons, will
therefore tend to have a more elongated shower profile than a cluster resulting from a single,
ideally prompt, photon. Thus, in order reject clusters produced by two photons from a
meson decay, and select clusters from single photons, we select clusters using variables that
encode the shape of the calorimeter shower.

A variable that encodes the shape of a cluster’s electromagnetic shower profile for this
purpose is σ2

long. The σ2
long variable is defined as the square of the larger eigenvalue of the

energy distribution in the η–ϕ plane:

σ2
long = (σ2

ϕϕ + σ2
ηη)/2 +

√
(σ2

ϕϕ − σ2
ηη)/4 + σ2

ϕη, (3.1)

where σ2
ij = 〈ij〉−〈i〉〈j〉 are the covariance matrix elements; the integers i, j are cell indices in

η and ϕ axes; 〈ij〉 and 〈i〉, 〈j〉 are the second and the first moments of the cluster position cell.
The position is weighted by max (log(Ecell/Ecluster)− w0, 0) . Following previous work [94],
the cutoff in the log-weighting is chosen to be w0 = −4.5. Cells that contain less than
e−4.5 = 1.1% of the total cluster energy are not considered in the σ2

long calculation. Thus,
σ2

long discriminates between clusters belonging to single photons, having a σ2
long distribution

which is narrow and symmetric, and merged photons from neutral meson decays, which are
asymmetric and have a distribution dominated by a long tail towards higher values.

Most single-photon clusters yield σ2
long ≈ 0.25, shown later in Figs. 3.11 and 3.12 where

the signal is displayed in blue. Consequently, a cluster selection of σ2
long < 0.30 is applied

irrespective of pT. Simulations indicate that this results in a signal efficiency of about 90%
with no significant pT dependence.

Fig. 3.3 shows an example of a cluster with an elongated shower profile with a large σ2
long,

and a narrow, symmetric cluster with a smaller σ2
long.

8Credit: Alwina Liu
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Figure 3.3: Cartoon of a narrow EM shower profile with a small σ2

long(left), and an elongated
shower profile with a larger σ2

long.

3.6.1 Photon Isolation Requirement

At leading order in pQCD, prompt photons are produced in 2→2 processes surrounded by
very little hadronic activity, in contrast to fragmentation photons and high pT π0’s found
within a jet. Beyond leading order, the direct and fragmentation components cannot be
factorized. As a result, the sum of their cross sections becomes the physical observable.

Despite this, the contribution from fragmentation photons can be suppressed by enforcing
an isolation criteria, where the energy surrounding a photon must be less than a certain
threshold. Theoretical calculations can also be simplified through the use of an isolation
requirement. [95]. This also has the benefit of suppressing the background from decays of
neutral mesons often found within jets.

The simplest definition of isolation is defined as the scalar sum of the transverse mo-
mentum of charged particles within an angular radius, R =

√
(∆ϕ)2 + (∆η)2, around the

cluster direction. This measurement uses R = 0.4, which is a common value used in various
jet measurements.

piso,raw
T =

∑

track ∈∆R<0.4

ptrack
T (3.2)

This does not, however, take into account the energy arising from the underlying event,
described in the following section.

3.6.2 Underlying Event Estimation for Photon Isolation

The underlying event (UE) is defined as the sum of all processes that make up the final
hadronic state in a collision, excluding the leading order hard scattering. When the two
nuclei, Lorentz contracted into discs tiny fraction of a femtometer thick, collide, a small
fraction of the incident partons suffer hard perturbative interactions as the discs overlap
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initially. Most of the incident partons, however, lose some energy but are not deflected by
any large angle. Most of these interactions are soft and involve small transverse momentum
transfer. In the language of fields and particles, as the two discs of strongly interacting
transverse color fields and associated color charges collide, some color charge exchange occurs
between the discs. Longitudinal color fields are produced, which fill the space between the
two receding discs, reducing the energy in the discs themselves. The fields then decay into
qq̄ pairs and gluons. These processes are made up of multi-parton interactions, initial and
final state radiation, and also include measured beam fragments. Essentially, the underlying
event is made up of all the particles not directly associated with the initial hard scattering
of the collision.

Here we describe the method used to estimate the underlying event for the purposes of
correcting the isolation requirement (not to be confused with the later section 3.9.7, where
the contribution from the underlying event to the azimuthal correlation measurement is
described).

We use the jet area/median method9 which estimates the underlying event energy den-
sity, ρ, from the median of the distribution of the transverse momentum densities of the
jets in the event [96]. Jets are reconstructed by running the kT reconstruction algorithm
over all charged particles in the event, using a resolution parameter of R = 0.3. The kT al-
gorithm is used here in place of the more standard anti-kT as it groups particles with the
lowest momentum first to construct the jet. This makes the kT algorithm more sensitive
to the softer objects in the event, and therefore more suitable for studying the underlying
event.The transverse momentum density of each jet is simply the momentum of the jet di-
vided by its area, determined by the sum of the voronoi cells of each particle within the jet.
A voronoi cell is the region for each “seed”, or particle, that consists of all points in the
same plane that are closer to that seed than to any other, an example of which is shown in
Fig. 3.4.

This median calculation is described in Eq. 3.3:

ρ = med

{∑
i∈J ′

k
pT,i∑

i∈J ′
k
Ai

}
(3.3)

where pT,i is the transverse momentum, and Ai the Voronoi area of the particle i within
the jet, J ′k, reconstructed for UE estimation purpose. The median is determined from all
jets in the event with the important exception of the two leading (highest moment) jets in
the event, as those are most often associated with the hard scattering of the collision. This
therefore assumes that most of the charged particles in the event is made up of soft particles,
and that most of charged particles originating from the hard scattering of the collisions are
reasonably contained within the leading jets of the event [96].

9From the FastJet software packace::VoronoiAreaSpec http://www.fastjet.fr/repo/doxygen-2.4.

5/classfastjet_1_1VoronoiAreaSpec.html
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Figure 3.4: An example 20 points and their Voronoi cells
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Figure 3.5: Distribution of the median charged-particle transverse momentum density, ρ, in
pp and p–Pb data, for a minimum-bias selection (left panel) and in photon-triggered events
(right panel).
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The charged-particle density, ρ, is calculated for each event. Figure 3.6.2 shows the
distribution of ρ for minimum bias and gamma-triggered events in pp and p–Pb. Average
values are 3.2 GeV/c in photon- triggered events in p–Pb and 1.6 GeV/c in pp collisions,
demonstrating the a larger underlying event activity in p–Pbcompared to pp.

The mean and standard deviation for each distribution is shown in Table 3.5. The
difference in UE-density in p–Pb is expected due to the increased number of nucleon-nucleon
collisions. The UE-densities shown here are still about a factor of 50 lower than in central
Pb-Pb collisions.

Table 3.5: Median transverse momentum density mean and standard deviation in minimum-
bias and and photon-triggered events in pp and p–Pb data, calculated with negligible sta-
tistical uncertainties.

pp minbias pp γ−trigger p–Pb minbias p–Pb γ-trigger
〈ρ〉 0.49 GeV/c 1.51 GeV/c 1.56 GeV/c 3.19 GeV/c
σρ 0.47 GeV/c 0.85 GeV/c 1.32 GeV/c 1.60 GeV/c

3.6.3 UE Correction to Isolation Variable

For each cluster in the event, the underlying event is subtracted using the measured charged-
particle density ρ that is calculated event-by-event as described in Section 3.6.2, and given
in Equation 3.4. The result is an average subtraction for the isolation cone of R = 0.4 is
about 1.6 GeV/c and 0.8 GeV/c for p–Pb and pp collisions, with a standard deviation of
0.9 GeV/c and 0.4 GeV/c, respectively.

piso
T = piso,raw

T − ρ× π(0.4)2. (3.4)

For photons near the edge of the detector, the isolation energy requirement is scaled to
account for any missing area in the isolation cone10. A check on on this scaling procedure
was also done in Section 4.9.

Figure 3.6 shows the isolation distribution before and after underlying event subtraction
for p–Pb and pp collisions. The distributions have a positive tail that decreases exponentially.
The difference between the p–Pb and pp distribution at low piso

T values can be attributed
to the effect of enhanced soft-particle production in p–Pb collisions, i.e. a larger underlying
event due to the presence of the pPb nucleus. The underlying event subtraction modifies the
isolation distribution only slightly at high pT. At low pT, however, the distributions show
a negative tail after subtraction, which arises from an over-subtraction of the underlying
event. This occurs due to region-to-region fluctuations in the underlying event, where a
cluster contains an energy density that is smaller than the median calculated according
to Section 3.6.2. In both cases, this tail falls by more than three orders of magnitude by

10The final isolated photon-hadron correlations are normalized to the number of reconstructed photons.
As a result, the γiso efficiency was not studied in detail.
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piso
T = −3 GeV/c, indicating that over-subtraction is a small effect for photons above 12

GeV/c.
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Figure 3.6: Cluster isolation before and after underlying event subtraction in p–Pb (left
panel) and pp (right panel) collisions.

The left panel of Figure 3.7 shows the distribution of cluster isolation after UE subtraction
for photon-jet and dijet simulations of p–Pb data (see Table 3.2). The distributions exhibit
different behavior: whereas the dijet simulation shows a prominent exponential tail at large
piso

T values, the photon-jet simulation shows a more Gaussian-like shape that is mostly sym-
metric with the exception of a very small fraction of events that have large piso

T values. In
both cases, however, the negative tail falls rather sharply, as it arises from region-to-region
fluctuations of the UE just as in data.
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Figure 3.7: Isolation distribution of clusters that pass our selection in p–Pb photon-jet and
dijet simulations, and corresponding cumulative distribution. Two vertical lines at piso

T = 1.5
GeV/c (green) and piso

T = 5.0 GeV/c are shown in the right panel for reference.
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The cumulative distributions (Figure 3.7, right panel) show that a piso
T < 1.5 GeV/c

selection keeps about 90% of the signal and rejects about 60% of the background. This
relatively loose photon isolation criteria is used in order to reduce the dependence of the
results on the details of the simulation of the detector noise, tracking resolution, and the
underlying event.

3.6.4 Remaining Background after Isolated Photon Selection

This isolation cut of piso
T < 1.5 GeV/c is used in conjunction with the shower-shape cut of

0 < σ2
long < 0.3 to complete the isolated-photon selection or “γiso selection”. The population

of clusters that pass this selection are labelled“γiso-candidates” (rather than simply “prompt
photons”) because there is still a significant fraction of remaining background. Some other
sources of background not yet mentioned arise from charged-to-neutral fluctuations of jet
fragmentation that leads to low observable piso

T (that considers only charged-particles). How-
ever, the main background present in the γiso selection arise from multi-jet events where
one jet typically contains a π0 or η which carries most of the jet energy, and is therefore
surrounded by relatively less energy within the jet. The pair is also frequently misidentified
as a single photon because it decays into a pair of photons that are collinear with respect to
the EMCal cell granularity, or are sufficiently asymmetric that the softer partner is missed.
The first indication of this is shown in Figure 3.7, where approximately 40% of the dijet
cross section (expressed as a cumulative probability as a function of cluster isolation, shown
in blue) is within piso

T < 1.5GeV/c.

Figure 3.8 expands on this. The left panel shows the isolated photon differential cross

section as a function of pγ
iso

T in proton-proton collisions at
√
s= 5.02 TeV measured by the

ALICE detector. The right panel of Figure shows the differential cross section of charged
jets as a function of pjet

T . The cross section for an isolated photon at pT=20 GeV/c is roughly
2nb GeV/c−1. In contrast, the cross section for charged jets at pT=20 GeV/c is roughly
2×10−3mb GeV/c−1, approximately three orders of magnitude larger. The stark difference
in magnitude between the isolated photon and charged jet cross sections speaks to the rarity
of isolated photons in these collisions and the abundance of background and illustrates the
need to measure the purity of our γiso-candidate selection.

Of course, jets containing a neutral meson with a large fraction of its total momentum
make up only a fraction of the total jet cross section, and recoil partons produced from the
same hard scattering as prompt photons will contribute to the total charged jet cross section.

3.7 Purity

The isolation and shower shape selections remove the bulk of the neutral meson decay back-
ground, but a substantial fraction of the γisocandidates are still background photons. It
is therefore necessary to quantify the ratio of true signal photons in our candidate sample
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obtained for the different checks mentioned above and
in Sect. 3.4. The resulting uncertainty is estimated to
vary from 20.% (pγ

T = 10 GeV/c) to 8.5% (pγ
T =

60 GeV/c).
The decrease of uncertainties with pγ

T is related to the
increase of the purity of the photon candidates.

The uncertainty on the energy scale of the EMCal was
estimated to be 0.8%, determined from the analysis of test
beam data [40] and a comparison of the π0 mass-peak posi-
tion and the energy-to-momentum ratio of electron tracks in
data and Monte Carlo [46]. This uncertainty amounts to 3.3%
in the cross section measurement.

The uncertainty on the trigger normalisation factor is 5.1%
and is estimated from the run-by-run variations of the number
of reconstructed clusters with transverse momentum above
pγ

T = 10 GeV/c per event, corrected for the active detector
area.

A material budget uncertainty accounting for the mate-
rial of the different detectors traversed by photons before
they reach the EMCal has been previously determined [47]
and amounts to 2.1% in the present measurement. The in-
bunch pile-up uncertainty (affecting the raw yield via the
isolation momentum) was found to be negligible, estimated
by adding a random transverse momentum in the isolation
cone estimated from the in-cone energy of a random trigger
in minimum bias events.

Figure 7 summarises the different sources of systematic
uncertainties. The dominant source of uncertainty is the iso-
lation probability, related mainly to the correlation of the two
variables used for the purity estimation (σ 2

long and piso
T ), the

discrepancy in isolation probability between data and MC
and the definition of piso

T . The pγ
T dependence of the total

systematic uncertainty is expected and is related to the low
purity at low pγ

T .

5 Results

The isolated direct photon production differential cross sec-
tion can be obtained from the following equation:

d2σγ

dpγ
T dη

= 1
LεtrigC

d2N iso
n

dpγ
T dη

P
εiso
γ

, (14)

where all the terms were described in the previous sections.
Figure 8 shows the isolated photon cross section as a func-

tion of pγ
T . Error bars indicate the statistical uncertainties

and boxes the systematic uncertainties. An additional nor-
malisation uncertainty of 9.5%, which includes effects from
the measurement of the total minimum bias cross section and
effects due to the rejection factor from the EMCal triggering,
is not displayed in the left panel of the figure.

The measurement is compared to next-to-leading order
(NLO) pQCD calculations using JETPHOX 1.3.1 [48,49].
The parton distribution function (PDF) used is CT14 [50],
and the fragmentation function is BFG II [51]. The central
values of the predictions were obtained by choosing factori-
sation, normalisation and fragmentation scales equal to the
photon transverse momentum (µ f = µR = µF = pγ

T ).
Scale uncertainties were determined with a 7-point scale vari-
ation where µR and µF were varied by a factor of 2 up and
down around pγ

T , keeping the µR/µF ratio between 1/2 and
2. As uncertainties related to the PDF, the 56 eigenvector sets
of CT14 were combined with the Hessian method [52,53].

The isolation criterion in the theory calculations corre-
sponds to the hadronic energy at the partonic level within
R < 0.4 around the photon. The same threshold of piso

T < 2
GeV/c as in data is used. The theoretical predictions are cor-
rected to take into account the underlying event as well as
the fragmentation in the isolation cone. This correction is
estimated using γ -jet PYTHIA simulations as the fraction
of generated photons which are isolated as shown in Fig 6
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Fig. 8 Isolated photon differential cross section measured in pp col-
lisions at

√
s = 7 TeV (left plot). Error bars are statistical and boxes

systematic uncertainties. The bands correspond to pQCD calculations

with JETPHOX. The normalisation uncertainty explained in the text
(9.5%) is not included in the left panel and is presented as an overall
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The dependence of the correction on the strange particle yield in the PYTHIA Perugia-0 simulations is
estimated from comparison to data as explained in Sec. 6.3. The effect on the jet cross sections is less
than 3% and is assigned as systematic uncertainty. For the jet shape observables it is negligible.
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s = 7 TeV. Symbols

correspond to different algorithms used for jet reconstruction. Bottom panel: Ratios between jet cross
sections obtained by kT, and SISCone to that obtained by anti-kT.

8 Results

8.1 Comparison of jet finding algorithms

Figure 2 (top panel) shows the differential cross sections of charged jet production measured in pp col-
lisions at

√
s = 7 TeV using the kT, anti-kT, and SISCone jet finding algorithms. The distributions are

obtained with a resolution parameter, R = 0.4, for jets in the pseudorapidity range |η jet| < 0.5, and
transverse momenta from 20 to 100 GeV/c. The bottom panel of the figure displays the ratios between
the cross sections obtained with the kT, and SISCone algorithms to those obtained with the anti-kT as
a function of the jet transverse momentum. For a correct treatment of statistical correlations between
the numerator and denominator, the data were divided into fully correlated and uncorrelated subsets.
The distributions are corrected using the bin-by-bin correction procedure described in Sec. 6.1. The
ratios of the jet cross sections are consistent with unity over nearly the entire range of jet transverse
momenta spanned by this analysis. A significant deviation of 5% is observed only in the lowest pT bin
(pjet,chT = 20-24 GeV/c) between the SISCone and anti-kT algorithms. For larger pjet,chT SISCone and kT
algorithms agree within errors with the anti-kT algorithm. These observations are in good agreement
with that obtained using PYTHIA Perugia-0 simulation (not shown).

The anti-kT algorithm initiates particle clustering around the highest pT particles of an event. In contrast,
the kT algorithm initiates jet finding by clustering particles with the lowest momenta. It is thus rather
sensitive to events with a large, fluctuating density of low momentum particles as produced in A–A
collisions. The anti-kT algorithm does not exhibit such sensitivity and is thus favored for studies of jet
production in A–A collisions. Since there are no large differences observed between the spectra obtained
with the three jet finders discussed above, and considering the fact that the results of this work will be
used as a reference for similar measurements in A–A and p–A collisions, the remainder of the analyses
presented in this work are performed with the anti-kT algorithm exclusively.

12

Figure 3.8: (Left) Differential cross section as a function of pγ
iso

T in
√
s= 5.02 TeV pp collisions

[97]. (Right) Differential cross section of charged jets for various reconstruction algorithms
[98].

in order to properly subtract it. The estimate of the ratio of true signal photons in our
γisosample is called the purity. 11

3.7.1 The Template Fit Method

The purity of the isolated photon sample is determined with a two-component template fit, a
method used by the CMS collaboration in [99]. The distribution of the shower shape variable
for the isolated cluster sample is fit to a linear combination of a signal distribution and the
background distribution. The shape of the signal distribution is determined by a photon-jet
simulation (see Table 3.2) and the shape of the background distribution is determined from
data using an anti-isolated sideband12 with an additional correction computed from a dijet
simulation.

The shape of the background distribution of the shower-shape for isolated clusters is
estimated with a sideband technique: the shower shape distribution of clusters from isolated
decay photons is estimated with clusters that are anti-isolated but pass all other selection
criteria. This method assumes that the correlation between the isolation variable and shower
shape variable can be corrected for; the procedure for doing so is described below. The signal
and sideband regions defined using the isolation variable are illustrated in Figure 3.9.

For simplicity, the same definitions are used for pp and p–Pb data. The lower bound of
the sideband region is defined as ISO = 5 GeV/c; according to photon-jet simulations, less

11For a more rigorous discussion of the Purity calculation, please see Alwina Liu’s UC Berkeley Thesis.
12The inversion of an isolation cut to estimate QCD background is a standard technique in several

measurements at the LHC and previous hadron colliders.
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Figure 3.9: Isolation variable distribution of clusters with pT between 12 and 16 GeV/c in
p–Pb data (left panel) and pp data (right panel). The green shaded are represents the signal
region (ISO < 1.5 GeV/c); the red represent the sideband (5 < ISO < 10 GeV/c) used to
estimate the background template.

than 1% of prompt photons are beyond this range. The upper bound is chosen such that the
sideband is as narrow as possible, to minimize a possible bias to the shower-shape distribution
due to a positive correlation with ISO, while still containing a number of clusters comparable
to the signal region. A more rigorous study on the sensitivity of our purity estimate on the
choice of sideband region is shown in Section 4.4.3.

Figure 3.10 summarizes the signal and background templates used in the template fit.
The distributions are quite different, which is key for the stability of the template fit. The
background shape in the σ2

long variable shows a peak in the single-shower region but a “bump”
that reflects a π0 peak. In both cases, the peaks in the single-shower region that are observed
in the background templates come mostly from collinear π0 → γγ decays.

The background template is corrected for a bias due to correlations between the shower-
shape and isolation variables [100]. This correlation leads to clusters in the isolation side-
band having a somewhat higher hadronic activity than the true isolated background. Con-
sequently, a background template constructed from this sideband region has an increased
number of background-like clusters and purity values obtained using this systematically
overestimate the true purity. A correction for this bias, R(σ2

long), is determined using dijet
simulated events which also contain the correlation between trigger photon shower-shape
and isolation cut. The ratio of the shower-shape distributions of clusters in the signal (Iso,
piso

T < 1.5 GeV/c) region and sideband (Anti-iso, 5.0 < piso
T < 10.0 GeV/c) region is con-

structed via

R(σ2
long) =

IsoMC(σ2
long)

Anti-isoMC(σ2
long).

(3.5)
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Figure 3.10: Normalized signal (blue) and background (yellow) distributions used as in-
put for the template fit. These distributions correspond to clusters with pT in the 15–20
GeV/c range.

This ratio of shower shape distributions is applied as a multiplicative correction to the
background template:

Bcorr.(σ2
long) = Anti-isodata(σ2

long)×R(σ2
long). (3.6)

This background template correction results in an absolute correction on the purity of
8%–14% depending on the cluster pT. An example of a fit with and without the correction
is shown in Figure 3.11. The correction greatly improves the Chi2 of the fit.
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Figure 3.11: An example of the template fit with and without the background template
correction in p–Pb for clusters with 12 < pT < 15 GeV/c. The goodness of fit (b(indicated
by a lower χ2) is better after the correction and the purity is significantly lower.

3.7.2 Fit Results

The distribution of isolated clusters is fit with a linear combination of the signal and back-
ground templates. The MINUIT [101] package is used for χ2 minimization and the MI-
GRAD package for uncertainty estimation. The only free parameter in the fit is the number
of signal clusters, Nsig, because the overall normalization, N , is fixed to the total number of
isolated clusters:

Nobserved(σ2
long) = Nsig × S(σ2

long) + (N −Nsig)×B(σ2
long), (3.7)

where S(σ2
long) and B(σ2

long) are the normalized signal and background templates. Examples
of template fits are shown in Figure 3.12. The peaks observed in the background templates
originate mostly from collinear or very asymmetric π0 → γγ decays. Photons from η decays
also contribute to the peaks in the background template.

The final purities for isolated, single photons in pp and p–Pb are shown in Fig. 3.13.
The purities in the pp and p–Pb datasets are compatible within the uncertainties. It is
important to note that as described later in Section 3.9.3, an error function fit to the purity
is used in the final correlation analysis, not the values in the four bins in Fig. 3.13. The
Weights(σ2

long) function for different pT ranges is shown in Appendix 4.11 and the evaluation
of the systematic uncertainty associated with this correction is described in Section 4.4.1.
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Figure 3.12: σ2
longdistribution of isolated clusters (black) and template fit results for p–

Pb data in various pT ranges. The stacked histograms (yellow for background, blue for
signal) show the predicted counts corresponding to the best fit. The bottom panels show the
normalized residuals of the fit, with the statistical uncertainty on the isolated cluster data
and the background template added in quadrature. The gray shaded region indicates the
signal region for the isolated-photon selection. See text for additional details.
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Figure 3.13: Purity of the γiso sample as a function of transverse momentum for pp (red)
and p–Pb (blue) data. The error bars represent statistical uncertainties only. The red
shaded area represents systematic uncertainties in pp, while the blue empty boxes represent
systematic uncertainties in p–Pb. The smooth lines correspond to a three-parameter error
function fit to the data.
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3.8 Charged Particle Tracking

13Charged particles are measured in the range of 0.1 < pT < 8GeV/c. The detectors usually
responsible for measuring the charged hadrons in this analysis are the ALICE Inner Tracking
System (ITS) and Time Projeciton Chamber (TPC). During the 13def and 17q periods,
however, the TPC was either not read out or compromised due to space-charge distortions,
mentioned in Sec. 2.2.3. As a result, this analysis relies on the ALICE software for ITS-
only tracking for charged particle reconstruction, a novel approach for this flavor of analysis.
As a cross-check, the charged-particle pT-spectrum using ITS-only tracking is compared to
the normal TPC+ITS tracking in the data-taking period when the TPC was active and
free of space-charge distortions (the low-luminosity 13b data-taking period at 5 TeV p–
Pb minimum-bias data). We also checked the tracking performance against published ALICE
measurements [102] using the same dataset. A more thorough comparison to published
ALICE data is done in Sec. 4.5.1.

The combined effect of tracking efficiency, fake rate, and track momentum smearing
corrections are calculated using MC simulations, and validated by the comparison to the
established hybrid-tracking method in ALICE. The comparison to hybrid tracking also es-
timates systematic uncertainties arising from mis-modeling the tracking performance. The
Monte Carlo simulations used for this section is a DPMJET simulation anchored (matching
luminosity and simulating detector effects) to LHC13b,c and LHC17l3b datasets, and a pp
Pythia8 simulation anchored to LHC17p, see Table 3.2.

The data used to benchmark the simulation, and for the final closure test were events
sampled from the minimum bias LHC13b period as well as the datasets used in [102]. Only
events with the minimum bias trigger that also pass the vertex and pileup selections described
in Section 3.4 are used. The tracks reconstructed from the ITS (“ITS-only tracks”), are
compared with tracks reconstructed from information obtained from both the TPC and ITS
(“TPC+ITS tracks”, or “hybrid” tracking). Here, ITS-only tracks are reconstructed in a
stand-alone way and are not simply the ITS-segment of a ITS+TPC track. A table detailing
the cuts applied to ITS-only tracks is shown later in Table 4.5.

3.8.1 Efficiency and Fake Rate

The tracking efficiency is calculated as the ratio of the number of reconstructed primary
particles14, Nprim,rec(pT), to the number of generated primary particles, Nprim,gen. The truth-
to-reconstructed matching is done following the standard ALICE method.

ε(ptrue
T ) =

Nprim,rec(p
true
T )

Nprim,gen(ptrue
T )

. (3.8)

13Credit to Dhruv Dixit for his work on validating the ITS-only tracking. Please see his UC Berkeley
Thesis for more details.

14No special tuning of the particle type composition is performed. This typically only matters at low pT
and enforces a small (percent level) correction to the out-of-the-box results.
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Shown in Eq. 3.8, the simulated or “truth” transverse momentum, ptrue
T , is used in both the

numerator and denominator in order cancel effects of efficiency from bin-migration due to
momentum smearing.

The numerator of Eq. 3.8 is restricted for charged particles with generated pseudorapidity
in the range |ηtrue| < 0.8 and azimuth 0 < ϕtrue < 2π. Therefore, the correction factor
accounts for both geometrical acceptance, detector inefficiencies, and dead channels.

Fake tracks are defined as reconstructed tracks that do not match to a truth particle.
The fake rate is calculated by taking the ratio of the number of fake tracks to the total
number reconstructed tracks. It is parametrized as a function of the reconstructed transverse
momentum of the track, preco

T :

fakerate(preco
T ) =

Nunmatched(preco
T )

Nallreco(preco
T )

. (3.9)

Figure 3.14 shows the efficiency and the fake rates for the TPC+ITS and ITS only
tracks. In both cases the efficiency grows with pT up to about 1 GeV/c where it dips then a
plateau value with no significant pT dependence. The efficiency starts at about 57% for the
TPC+ITS tracks and at 70% for ITS-only tracks at 150 MeV and plateaus at 84% and 88%
respectively. The lower efficiency for the TPC+ITS tracks compared to ITS-only tracks is
expected since the former requires a matching between ITS and TPC track segments, which
has some inefficiency. This study shows that the matching efficiency is high at large pT but
leads to substantial differences at low pT.

The fake rate for the TPC+ITS tracks is less than one percent over the entire range
shown. However, the fake rate is larger in the ITS-only tracks. It is below 5% up to 5
GeV/c, and it grows roughly linearly and reaches 15% at 10 GeV/c. The effect of this on the
final correlation analysis is discussed in Sec. 4.5.2. The higher fake rate is due to the much
lower number of clusters associated with ITS-only tracks (maximum of 6) than to TPC+ITS
tracks (minimum of 70).
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Figure 3.14: Efficiency and fake rate for combined TPC+ITS tracking (filled circles) and
ITS-only tracking (open circles) obtained with p–Pb simulation. The error bars represent
statistical uncertainty only.

3.8.2 Resolution, Response Matrix and Bin Migration

The main difference between TPC+ITS and ITS-only tracking lies in the much poorer mo-
mentum resolution of the latter. This is driven by having fewer tracking layers and therefore
space points used to reconstruct tracks, and having a smaller

∫
Bdl, as the TPC covers up

to z = 258 cm but the ITS only to z = 48 cm.
Figure 3.15 shows the momentum resolution as a function of ptrue

T for TPC+ITS and ITS-
only tracks. The momentum resolution of both increases with pT; however, the resolution
for TPC+ITS never exceeds a relative 2% below 20 GeV/c, while the ITS-only tracking
resolution is about a factor of 7 worse and reaches ∼15% by 10 GeV/c. In both cases the
resolution curves have the expected shape: the growth at low momentum is due to multiple-
scattering and the linear growth at higher pT arises from the number of hits and intrinsic
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hit resolution, as well as the track bend at the measurement planes.
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Figure 3.15: The relative pT resolution for TPC+ITS tracking and ITS only tracking. The
error bar represents statistical uncertainty only.

The tracking response matrix is defined as the correlation between the reconstructed and
generated transverse momentum. This matrix is filled only for reconstructed tracks with a
true match; fake tracks are explicitly excluded. Figure 3.16 shows the response matrix, its
one-dimensional projections, and the ratio of true to reconstructed spectra. The ratio of the
true to reconstructed spectra is used to correct for bin migration effects, where a track is
placed in the wrong pT bin due to the finite momentum resolution of the detector:

bin migration(preco
T ) =

Nprim,reco(ptrue
T )

Nprim,reco(preco
T )

. (3.10)

The effect of momentum smearing on tracks is clearly visible in the projection plots,
where the reconstructed spectrum is significantly harder at high pT. The ratio of truth to
reconstructed pT is very close to unity in the TPC+ITS case, as expected. On the other
hand, the ratio deviates significantly from unity in the ITS-only case; it reaches 0.9 at 6
GeV/c and drops quickly, reaching 0.5 at about 13 GeV/c. The quick drop at high pT comes
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Figure 3.16: Left panel: correlation matrix between true pT and reconstructed pT of tracks
reconstructed with TPC+ITS (upper row) and ITS-only (bottom row). Middle panel: pro-
jections of the response matrix into the true and reconstructed pT. Right panel: ratio of
true to reconstructed spectra. This ratio used as part of the bin-by-bin correction factors.

mainly from the linear degradation of the relative momentum resolution combined with the
fast drop of the true pT spectrum.

The bin migration (b), along with the tracking efficiency (ε) and the fake rate (f) are
used to correct (Eq. 3.11) for the charged hadron tracks; all of them are shown together in
Figure 3.17. The figure shows that the correction factors are similar for tracks from pp or
p–Pb collisions. We concluded that the multiplicity in p–Pb is low enough such that it does
not affect tracking performance.

w =
1

ε
(1− f)b (3.11)
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Figure 3.17: The efficiency, fake rate, and momentum smearing correction factors for pp and
p–Pb data.

3.8.3 Angular Dependence of Tracking Efficiency

The 2D ϕ-η efficiency is calculated in a similar way to the pT efficiency described in Equa-
tion 3.8, but instead of being functions of ptrue

T , the efficiency is a function of the true
azimuthal angle and pseudorapidity, ϕtrue and ηtrue respectively. Only tracks with ptrue

T > 1
GeV/c are considered to avoid tracks with sharp bends in the magnetic field that would
obscure the impact of dead regions.

Figure 3.18 shows the resulting efficiency for TPC+ITS and ITS-only tracks. While
the TPC+ITS 2D ϕ-η distribution looks uniform, this is not the case for the ITS-only
distribution, which has visible dips in the efficiency at various ϕ. The efficiency is close to
unity for most of the phase space covered. There are no big η variations, but there are large
ϕ variations. The efficiency holes at ϕ = −0.8 and −0.2 are very visible and reach values
close to zero. These are attributed to ITS-staves that are completely dead. Any variations
in ϕ in the γiso-hadron analysis are corrected for using the event mixing technique described
in Section 3.9.5
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Figure 3.18: Tracking efficiency as a function of ϕtrue and ηtrue for TPC+ITS (left) and
ITS-only (right) tracks.

3.9 Photon Hadron Correlations

In this study, the exact cross section of isolated photons is not the observable, nor is the
cross section of charged hadron production in a given event. The quantity of interest is the
number partner particles associated with trigger photons, relating to the leading order picture
of back-to-back prompt photon and parton. Therefore, instead of quoting the absolute yield
of pairs, it is useful to divide by the number of triggers to obtain the conditional yield
(also called per-trigger yield) of associated hadrons. This quantity is typically plotted as a
function of the azimuthal angle between the trigger and partner particle, ∆ϕ:

∆ϕ ≡ φcluster − φtrack (3.12)

The ∆ϕ distribution of cluster-track pairs, divided by the number of triggers is defined
as the trigger normalized correlation function, C:

C ≡ P

T
, (3.13)

where T is simply the number of triggers, and P is the number of cluster-track pairs. At
a given ∆ϕ, such distributions reflect the structure of jets. Di-hadron correlation functions
typically contain a large, very narrow peak at ∆ϕ = 0, arising from the correlation of particles
within the same jet, and a broader peak centered at ∆ϕ = π arising from the correlation
between, particles in two jets in the event, shown in Fig. 1.14.

Enforcing an isolation requirement will heavily suppress the near side peak, however. The
near side peak is further removed after the decay photon hadron correlation is subtracted,
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Sec. 5.1, likely removing the remaining contribution of background jets to the isolated photon
triggers. This becomes particularly important for the underlying event estimate detailed in
Section 3.9.7

Equation 3.13 is closely related to Eq. 1.12. The former can be thought of as an ingredient
to the latter; Eq. 3.13 refers to the correlation function over the full range of ∆ϕ, while
Eq. 1.12 refers to the yields, often the result of integrating C at large ∆ϕ.

3.9.1 Signal Correlation Function

Section 3.5.3 introduced isolated prompt photons as the primary photon signal for this mea-
surement. However, as detailed in Section 3.7, there is a substantial amount of background
contributing to γisocandidates and a subsequent contribution to the γiso-hadron correlations.
In this section, we the disentangle the signal of this measurement from what is initially mea-
sured.

We directly measured the trigger-normalized correlation of isolated cluster in the photon
signal region of the shower shape variable with associated hadrons. This correlation function
is denoted CSR. This quantity will be made up of the true signal correlation function, CS –
the correlation of isolated prompt photons and associated hadrons from the recoiling parton–
as well as the true background correlation, CB, predominantly arising from the correlation
between decay photons that pass the cluster selection and hadrons. We call this background
the correlated background, as it arises from the correlation of background photons and the
hadrons from the same hard scattering in the event. To separate what is initially measured,
CSR, and the true signal, CS, we begin by taking a look at the ingredients of CSR. First, we
denote the number of trigger clusters in the shower signal region, also called the number of
γisocandidates, TSR. We can write TSR as:

TSR = TS + TB. (3.14)

Here we define TS as the number of “true” signal triggers (i.e. the number isolated prompt
photon triggers) and TB as the background, namely decay photons that pass our γiso selection.
Similarly, the ∆ϕ distribution of signal region cluster-track pairs, PSR can be written as:

PSR = PS + PB. (3.15)

Now, following the notation of Equation 3.13, we can write the trigger-normalized corre-
lation functions for shower signal region clusters as:

CSR =
1

TSR

PSR. (3.16)

73



These quantities are directly measured. Similarly, we can write the true signal and true
background correlation functions:

CS =
1

TS

PS (3.17)

CB =
1

TB

PB (3.18)

The goal of this formalism is to write the true signal correlation function (CS) in terms
of quantities that are measured – CSR and the measured purity, p. To this end, the next
step is to write the measured quantity, CSR, in terms of true signal and true background
correlation functions:

CSR =
1

TSR

PSR =
1

TSR

(PS + PB) (3.19)

CSR =
1

TSR

(TSCS + TBCB) (3.20)

Where we have substituted Eq. 3.15 into Eq. 3.16, followed by using Equations 3.18
and 3.18 to substitute out PS and PB, respectively. TS and TB are not directly measured,
however they can be expressed in terms of measurable quantities. The purity is defined as
the fraction of true signal in our γisoclusters, or in other words, p ≡ TS/TSR (see Section 3.7).
Substituting this into Eq. 3.14 and solving for TB/TSR, one obtains: TB/TSR = 1 − p. This
a natural result of the definition of purity: If p is the fraction of the true signal making up
the γisocandidates, 1− p must be everything else, i.e. background. To summarize:

p ≡ TS/TSR (3.21)

1− p = TB/TBR (3.22)

Substituting p into Equation 3.20:

CSR = pCS + (1− p)CB (3.23)

Finally, we can solve for CS in terms of CSR and p:

CS =
CSR − (1− p)CB

p
(3.24)

Equation 3.24 shows CS in terms of the measured quantities, CSR and the purity. It also
includes, however, a term for the background correlation function CB, that cannot be de-
termined from CSR and the purity alone. The correlation function CB is described in more
detail in Section 3.9.2.
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3.9.2 Decay Photon Hadron Correlations

There is a large fraction of γdecay background within the isolated photon sample, and a
subsequent γdecay-hadron correlation present in the measured correlation function. The cor-
relation between hadrons and background photons within the γiso sample correspond to the
CB term in Eq. 3.24. While the equation gives us the scale of this background, 1 − p, it
does not offer information on the shape of this ∆ϕ distribution. To understand the shape,
we take advantage of the fact that the most prominent source background photons within
the γiso population are photons from neutral meson decays. Outside of the γiso selection,
these photons tend to have more assymmetric shower profiles, and thus larger values of σ2

long.
Therefore, in order to select on clusters arising from decay photons, an inverse shower shape
selection is applied which we define as the shower background region, BR:

σ2
long(BR) > 0.4 (3.25)

In order to approximate CB, a γdecay hadron correlation function is measured by taking
the correlation of clusters in the shower background regions with associated hadrons in the
event. This shower background region correlation function, much like Eq. 3.16 is defined as
CBR:

CBR =
1

TBR

PBR, (3.26)

with TBR as the number of clusters in the shower background region, and PBR as the ∆ϕ dis-
tribution of shower background region clusters and hadrons.

The underlying physics process that dictates the number and distribution of correlated
pairs is independent of the opening angle of the neutral-meson decay, which is what drives
the shower-shape, the approximation CBR ≈ CB can be made.15 In other words, the shower
background region correlation function is a good approximation of the correlated background
that contributes to the shower signal region correlation function, CSR. Therefore, Eq. 3.24
can be re-written:

CS =
CSR − (1− p)CBR

p
(3.27)

As a result, the true signal correlation function, CS, is finally written in terms of mea-
surable quantities: The shower signal region correlation function, CSR, the purity, p, and
the newly defined shower background region correlation function (or γdecaycorrelation), CBR.
Thus, hadrons are correlated with clusters in the shower background region to directly mea-
sure the γdecay-hadron correlation functions. This γdecay-hadron correlation function is then
subtracted from the the shower signal region correlation function to obtain the signal correla-
tion. This scaling, however, must be done carefully due to the pT dependence of the purity.

15Here again we take advantage of trigger normalized quantities. The number of isolated photons in the
shower background region vastly outnumber the number of isolated photons within the shower signal region.
By focusing on the associated yield of hadrons per each photon, which is not correlated with σ2

long, this very
useful approximation can be made.
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Figure 3.19: A 3-parameter error function is fit to the purity values measured in pp (left)
and p–Pb (right) data. The width of the band represents the uncertainty on the fit.

The next few sections describe corrections to the correlation functions. Unless explicitly
stated, these corrections (appropriate purity weighting, acceptance corrections, and charged
particle tracking corrections) are applied to both the CSR and CBR before the two are finally
subtracted in Sec. 5.1.

3.9.3 Photon Purity Weighting

Equation 3.27 shows the background correlation function, CB, approximated by the γdecay cor-
relation function, and scaled by 1− p according to its relative contribution measured corre-
lation function. The purity is a pT dependent quantity, rising quickly with pT, correlations
using a low-pT cluster have a higher fraction of background than high-pT clusters (see Figure
3.13). As a result, measuring the γdecay-hadron correlation function for all clusters and scal-
ing by the mean of the purity would lead to an underestimation of the background at low
pcluster

T , and an overestimation at high pcluster
T . This has a non-trivial effect on the correspond-

ing zT bins, which include clusters with a wide range of pcluster
T . Additionally, Equation 3.27

includes an overall scale of 1/p in order to obtain the correct conditional yield of hadrons
after the subtraction in the numerator, and will yield similar complications if applied corre-
lations using clusters over the full pcluster

T range.

In order to avoid these complications, clusters are weighted by the purity corresponding
to their exact pcluster

T when constructing the correlation functions. In order to capture the
quickly rising behavior of the purity at low pcluster

T , the purity is fit to a 3-parameter error
function. This fit to the purity is shown in Figure 3.19. The pcluster

T becomes an input to this
function, and precise purity weighting is applied precisely to each cluster.

According to Equation 3.27, the overall purity weights will be 1/p and (1 − p)/p for
shower signal and shower background region clusters, respectively.
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3.9.4 Track Efficiency, Fake Rate, and Bin Migration Weights

In order to correct for the tracking efficiency, fake rate, and bin-migration we apply a track-
by-track weighting according to:

wtracking(ptrack
T ) =

1

ε
× (1− f)× b. (3.28)

Here ε is the track efficiency, f is the fake rate, and b is the bin-to-bin migration correction.
These are described in Section 3.8. The corrections are estimated independently for pp and
p–Pb data although the performance is very similar. The weights are applied to the measure
charged hadrons as the correlation functions are being constructed, analogous to how the
purity weighting is applied to the photons in the correlations functions.

3.9.5 Pair-Acceptance Correction with Event Mixing

Initially, the raw two particle correlations consist of a combination of true physical cor-
relations and detector effects. The detector effects result from inefficiencies and limited
acceptance in the detectors. The study of trigger normalized yields of associated hadrons
eliminates the need to correct for isolated cluster efficiency, and Section 3.8 outlines the
charged tracking efficiency correction.

Correlations are constructed through pairs of clusters and charged tracks. This results in
a convolution of acceptance effects from the limited acceptance of EMCal and ITS, which we
call pair acceptance effects. These effects are corrected by using the event mixing technique.
Event mixing is a data driven approach to correcting for detector acceptance effects16. By
constructing observables with particles from different events, we remove true physics corre-
lations from the correlation functions, isolating detector effects from limited acceptance in η
and detector inhomogeneity in η and ϕ.

Cluster-track pairs in same event correlation functions obviously share the properties
of the event, and such properties often affect detector response. In order to make the
mixed-event correlations as analogous as possible to the to same-event correlation functions,
events that are as similar as possible with respect to these event properties are used for event
mixing. The two most important event properties for this measurement are produced particle
multiplicity and the z-coordinate of the reconstructed primary vertex (i.e. the position of
the primary interaction vertex along the beam direction)17.

The goal of event mixing is to isolate detector effects by completely removing true physics
correlations. To this end, γ-triggered events are not mixed with other γ-triggered events.
Triggering on a high pT photon will result in an enhancement of away-side hadrons due to
the recoiling jet. Due to the limited acceptance of the EMCal, this enhancement will be

16Event mixing is also used for estimating combinatorial background.
17In Lead-Lead collisions, the event-plane angle which determines the anisotropic distribution of final

state particles, or v2, is also one of the most important event properties to match in Event mixing. However,
because this measurement focuses on smaller systems, pp and p–Pb, this effect can be neglected
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concentrated in a small area of the ITS, approximately 180◦ opposite the EMCal trigger.
Mixing only with triggered events will result in a “pseudo” recoiling jet signal that would
suppress the true signal in the same-event correlation function when the event mixing cor-
rection is applied. Instead, γ-triggered events are mixed with minimum bias events to avoid
this bias, and to sample the full acceptance of the ITS properly. For this analysis, depending
on the zT bin, each γ-triggered event was mixed with up to 300 minimum-bias events.

Traditionally, events are often placed into bins of multiplicity (V0 amplitude, sum of
V0A and V0C) and primary vertex z-position, and then mixed within these bins. This has
the advantage of conceptual simplicity, but is not very efficient and requires a large amount
of cpu time. Instead of bins, the mixing in this analysis is carried out by using a stable
matching algorithm [103]. Generally, this algorithm is used to pair two sets of populations,
where members from both populations have a well defined and ordered preference list. Here,
the two populations are γ-triggered and minimum bias events. The use of this algorithm
avoids the need for binning in multiplicity and primary vertex, and is much faster than the
standard binning method.

The stable matching algorithm first creates a preference list made up of all other events
based on how close events are in multiplicity and z-vertex. After each event has a preference
list, the algorithm loops over all events, with a nested loop that iterates over each event’s
preference list. The algorithm then pairs pairs the current event to the first unpaired event
on that list. As the loop iterates, if an event towards the end of the main loop has an
already-paired event high on it’s preference list, the algorithm loops through the already-
paired event’s preference list and decides if the paired event should stay paired to its current
match, or switch to the new event. If the latter is chosen, the previously matched event is
“unpaired” and added back into the loop. A stable state is met when all paired events have
a match that is higher on their preference list than any remaining unpaired events in the
loop. Such a stable state is guaranteed to eventually be met according to [103].

The pseudo code below follows this description, using γ to denote a γ-triggered event,
and MB to denote a minimum-bias event. The unrequested state refers to a MB event on a
γ-event’s preference list that has not yet been requested for pairing.

procedure GaleShapleyPairing
while ∃ free γ with an unrequested MB on γ’s list do

MB = first unrequested MinBias Event on γ’s list.
if MB is free then

(γ,MB) become paired
else some pair (γ’,MB) exists

if MB prefers γ to γ’ then
γ’ becomes free
(γ,MB) become paired

else
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(γ’,MB) remain paired
end if

end if
end while

end procedure
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Figure 3.20: Difference in V0 multiplicity (upper row) and longitudinal vertex position (bot-
tom row) between paired events in pp (left column) and p–Pb right. The pairing algorithm
results in sharp peak near zero for these difference distributions, particularly in the longi-
tudinal vertex difference. As described in the text, in the correlation analysis we apply a
further selection to cut the large tails observed in these distributions.

The difference distributions for z-vertex and multiplicity between a γ-triggerd and mini-
mum bias events in p–Pb data are shown in Figure 3.20. The resulting distributions show a
sharp peak that is below ∆z < 0.5 cm and also a long tail. Less than 6 % of the distribution
lies beyond ∆z > 2 cm. The multiplicity difference, however, does not have as sharp a peak
near ∆Multiplicity = 0. About 20% of pairs have a multiplicity difference above 40, and cuts
at ∆Vz > 2cm and ∆Multiplicity > 40 were applied to pairs before calculating correlation
functions as a precaution. Skimming p–Pb events with particularly high multiplicities before
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pairing had a similar effect on the tail of the distribution. However, both skimming events
before pairing and applying the previously mentioned cuts after the pairing process had no
visible effect on the mixed-event correlation.

Figure 3.21 shows the V0 multiplicity distributions for pp and p–Pb data in γ–triggered
events. This shows that a multiplicity matching requirement of ∆Multiplicity < 40 is indeed
very tight.
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Figure 3.21: V0 multiplicity distribution, i.e. the sum of V0A and V0C amplitudes , in pp
(left) and p–Pb (right) gamma-triggered data.

Ideally, the mixed event distribution should be flat in ∆ϕ and have a trapezoidal shape
in ∆η, because the limited acceptance in η increases the likelihood to reconstruct pairs with
a small ∆η (i.e, due to the convolution of two uniformly distributed functions). However,
the use of ITS-only tracks and holes in the ITS acceptance result in deviations from a flat
distribution in ∆ϕ.

The correlation function corrected by pair-acceptance effects is then given by:

C(∆ϕ,∆η) =
S(∆ϕ,∆η)

M(∆ϕ,∆η)
, (3.29)

where S(∆ϕ,∆η) is the same-event correlation, and M(∆φ,∆η) is the mixed-event correla-
tion. S(∆φ,∆η) is given by:

S(∆ϕ,∆η) =
1

Ntrig

d2Nsame

d∆ϕd∆η
, (3.30)

with Ntrig as the number of trigger particles and Nsame as the number of same event cluster-
track pairs and d2Nsame/d∆ϕd∆η is found by pairing trigger particles with tracks from the
same event. The mixed-event distribution, M(∆ϕ,∆η), is given by

M(∆ϕ,∆η) = α
d2Nmixed

d∆ϕd∆η
, (3.31)
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Figure 3.22: Left Mixed Event correlation for a single zT bin for gamma-triggered, signal
region clusters and hadrons from minimum bias events. Middle 2D Correlation for signal
region clusters and hadrons from the same events. Right Signal region correlation function
corrected for detector acceptance effects.

where α is the normalization constant that sets the maximum value of the mixed event
correlation to 1, and Nmixed is the number of mixed event cluster-track pairs. The term
d2Nmixed/d∆ϕd∆η is obtained by pairing trigger particles from γ-triggered events with tracks
from minimum bias events matched in z-vertex and multiplicity.

Same event correlation functions are divided by the mixed event correlation function
within the same zT bins, shown for a single zT bin in Figure 3.22. This procedure is carried
out identically for clusters in the signal and background shower-shape regions. The triangu-
lar shape in ∆η is due to the limited acceptance of the ITS and EMCal in psuedorapidity.
A useful analogy is the integration of two intersecting square waves that result in a clear
triangular signal. The round shape in ∆ϕ is more subtle, however. It is due to the inefficien-
cies and holes in the ITS, i.e. due to imperfections in the tracking system. This is further
discussed in Section 4.2.1.

3.9.6 Fully Corrected CSR and CBR

The fully-corrected CSR and CBR correlations are shown in Figures 3.23 and 3.24. The shown
γiso–hadron correlations are the difference between the scaled-CSR and the scaled-CBR, which
are shown in blue and red respectively. While the statistical precision of both CSR and CBR is
high in all zT bins and datasets, this gets diluted in the subtraction. That is, the low-purity
leads to the subtraction of two comparable numbers, which results in a large statistical
uncertainty.
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3.9.7 Underlying Event Estimation

As mentioned in Section 3.6.2, the underlying event corresponds to all the activity in the
event that does not directly relate to the hard scattering in the initial collision. In particular,
low pT hadrons that are not physically correlated with hadronization of the scattered parton
make up a large portion of the underlying event. This background is referred to as the
the uncorrelated background. The first step in this measurement is to form the correlation
function between the trigger photon and all charged hadrons in the event. Next, the large
contribution from hadrons in underlying event must be subtracted.

We used the zero-yield at minimum method no normalize the uncorrelated background.
As the name suggests, this method assumes zero true signal at the minimum of the correlation
function, which is a better approximation for high pT jets than for soft ones. The distribution
of hadrons arising from the underlying event in pp and in p–Pb collisions is conveniently
isotropic in ϕ. Therefore, the distribution of ∆ϕ, the angle between the trigger photon and
the charged hadrons from the underlying event, will be flat in ∆ϕ. As result, the contribution
from the underlying evet can be estimated as a flat pedestal in ∆ϕ.

In dihadron and dijet measurements, the minimum usually occurs near ∆ϕ= π/2. This
is because a struck parton is kinematically unlikely to scatter at 90 degrees from another
parton in the initial collision. An illustration of this method for dihadron measurements is
shown in Figure 1.14.

The isotropic nature of hadrons in the underlying event tells us the shape of the back-
ground is a pedestal, while the ZYAM assumption indicates the overall hight of the pedestal.
Once the shape and magnitude of the underlying event contribution is understood, this
background can be subtracted from the correlation functions.

In this analysis we used a modified version of the ZYAM method. One of the most
prominent features of Figure 1.14 is a near side peak made up of the autocorrelation of
charged hadrons within a jet. The triggers in this analysis, however, are isolated prompt
photons that by construction have little to no surrounding hadronic activity. Therefore, the
near side jet peak shown in Figure 1.14 is completely absent in isolated prompt photon-
hadron correlations. While some surrounding hadronic activity could be present, either due
to fragmentation photons from a jet, or by decay photons within a jet, the latter is subtracted
away by subtracting the decay-photon hadron correlation.

As a result, the minimum of the γiso-hadron correlation function spans a much larger
region in ∆ϕ than in the dihadron case. We modified the standard ZYAM method by taking
the average value of the correlation function in the region of 0.4 < ∆ϕ < π/2 to estimate
the underlying event pedestal. A minimum ∆ϕ of 0.4 is used in order to avoid the region
of the isolation cone used in the photon isolation calculation – avoiding an artificially low
pedestal estimate. The maximum of π/2 is used to avoid the tail of the away side jet peak.

This larger region in ∆ϕ has the advantage of higher statistical precision in the underlying
event estimate. The magnitude of the underlying event is estimated for both SR and BR
correlation functions, and subtracted as a constant in ∆ϕ. In order to show the effect
of pedestal subtraction on the correlation functions in pp and p–Pb data, the correlation
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functions in both systems are overlaid in Figure 3.25 . By construction, the points at small
∆ϕ are consistent with zero as demonstrated by the dark grey bands. Additionally, the plots
demonstrate the larger underlying event in p–Pb data, as well as the agreement in away side
yields in the two systems after pedestal subtraction. This also shows visually the fraction of
signal to background, particularly at low zT in p–Pb collisions.

After the pedestal subtraction, one can begin to see the similarities between the correla-
tion functions in pp and p–Pb.
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Chapter 4

Checks and Systematics

4.1 Summary of Systematic Uncertainties

The measurement is ultimately dominated by statistical uncertainties. Consequently, efforts
to reduce the systematic uncertainties of the measurement were tempered such that they are
smaller than the statistical uncertainty.

The sources of systematic uncertainties of the γiso–hadron measurement are summarized
in Table 4.1, and listed below:

• Purity
The uncertainty of the purity measurement is propagated to the correlation function,
following Equation 3.27. The resulting uncertainty on the correlation function is a rela-
tive ±18% for pp data and ±12% for p–Pb data . As described in Section 4.4.1, a large
fraction of the purity total uncertainty is either statistical uncertainty or systematic
uncertainties that arise due to limited data sample. Therefore, the purity uncertainty
in pp and p–Pb data are largely uncorrelated. As a conservative approach, they are
taken to be totally uncorrelated.

• Underlying Event:
As described in Sec. 3.9.7, the uncertainty of the UE subtraction originates from sta-
tistical fluctuations in the ZYAM estimate. It propagates directly to the per-trigger
yields. It ranges from 7% to 15% depending on the zT bin and data. This uncertainty
is fully correlated in ϕ for a given zT bin, but totally uncorrelated among zT bins, and
totally uncorrelated between pp and p–Pb datasets.

• Tracking performance:
To estimate the systematic uncertainty of the charged-particle pT measurement with
ITS-only track reconstruction, MC simulation studies were performed compared with
the published pT spectra that used the ALICE standard tracking (i.e. including TPC)
in pp and p–Pb collisions at 5 TeV [102]. As described in Section 3.8, the combined
uncertainty due to track efficiency, fake rate, and bin-to-bin migration corrections
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amounts to ±5% added in quadrature with the total systematic uncertainty of the
reference pT spectra, which ranges from a relative 1.6 (2.1%) to 1.9% (2.5%) in the
range 0.5 < pT < 10 GeV/c for pp (p–Pb) collisions [102].

Systematic uncertainties due to secondary-particle contamination and from modelling
of the particle-type composition in MC simulations are small (< 2%) for the range 0.5 <
pT < 10 GeV/c. These were already estimated in [102] for pp and p–Pb data sets and
already included in the systematic uncertainty estimate described above. The tracking
performance between pp and p–Pb datasets is very similar, but as a conservative
approach the systematic uncertainties are taken to be completely uncorrelated.

• Acceptance mismatch due to boost:
As described in Section 4.7, our Pythia8 study of γiso–hadron correlations show that
the impact of an acceptance mismatch between pp and p–Pb data that arises from the
boost of ∆y = 0.47 amounts to a≈ 5% effect irrespective of zT. This estimate is subject
to PDF uncertainties, which are the ones that dictate the shape of the differential cross-
section of photons and associated hadrons in pseudorapidity. We chose to not apply
any correction for this effect, and assign a ±5% systematic uncertainty on the per-
trigger hadron yields. This systematic uncertainty is taken to be completely correlated
with zT. We assign this systematic uncertainty to our p–Pb measurements only.

• Luminosity, trigger, photon, and vertex reconstruction:
The observable is normalized per measured photon. Therefore the uncertainties related
to overall normalization of the γiso pT spectra (such as luminosity scale, vertexing
efficiency, trigger efficiency and photon reconstruction efficiency) cancel completely.
Consequently, a systematic uncertainty associated with these sources is not applied to
the measurement.

• Photon energy scale, resolution and material budget:
While the measurement is by construction insensitive to overall normalization, it is
sensitive to bin-migration or scale uncertainties that affect the shape of the photon
pT spectra. A large integration window over the photon pT range (12–40 GeV/c)
reduces this potential systematic, however. Additionally, the high precision EMCal
ensures that these effects are small in general; for a 12 GeV cluster the resolution
σE/E = 4.8%/E ⊗ 11.3%/

√
E ⊗ 1.7% yields σE/E = 3.6%, and at 40 GeV this yields

σE/E = 2.4%. The EMCal energy scale has been studied with beam-test data [104]
and comparison of π0 → γγ events in data and simulation [105], and has an associated
uncertainty of 0.8%.

The uncertainties due to photon energy scale, resolution, and material budget have
been estimated for the isolated photon cross-section measurement with 7 TeV pp and
5 TeV p–Pb data and are less than 3% in the pT range covered in this analysis [106,
93]. The effects on the per-trigger correlation functions would be even smaller due the
insensitivity to the photon-cross section. Given that this level of uncertainty is much
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smaller than other sources of systematic uncertainties for our measurement, they are
neglected.

Table 4.1 presents as summary of all uncertainty estimates for our γiso–hadron correlation
measurement.

4.2 Event Mixing

Event mixing is used in the analysis in order to correct for the pair acceptance of photon-
hadron pairs, as the convolution of the EMCal acceptance with the η−ϕ dependent efficiency
of the standalone ITS tracking is non-trivial. It can be corrected for, using the data driven
method outlined in Sec. 3.9.5.

Because this correction is data-driven, a systematic from any mis-modeling of the detector
performance avoided. In theory, there should be a statistical uncertainty on the event mixing
that would propagate as an uncertainty on the final analysis. For this reason, a very large
number of MB events are mixed with gamma triggered events such that the statistical
uncertainty on the mixed event correlations is negligible, and thus is not propagated into the
analysis. Furthermore, for the high zT bins in the correlation and fragmentation function
analysis, MB events where at least one track with a pT of 14 GeV/c are chosen to be in
an event pool (this pT requirement roughly corresponds to the zT bin for a photon at 40
GeV/c). This provides very good statistics, even in the normally statistics limited bins at
higher zT.

Typically, an analysis that uses mixing to estimate uncorrelated background also intro-
duces a systematic uncertainty attributed to the choice of the mixed event normalization.
However, because the mixing is used as a pair acceptance correction, the normalization is set
such that the highest value of the mixed-event correlation is set to 1.0, and no uncertainty
is applied to this normalization.

The overall shape of the event mixing distribution was initially difficult to understand.
While the EMCal acceptance is limited in ϕ, the ITS has full azimuthal coverage. When
taking hadron-photon pairs and plotting ∆ϕ, one would expect a flat distribution in the
absence of any physics effects, as seen in previous event mixing analyses that use ITS+TPC
hybrid tracking [107]. The mixed event correlations in this analysis, however, are far from
uniform in ∆ϕ, and in fact show an enhancement at ≈ π

2
. Thus, the accuracy of the shape

of the mixed-event correlation was initially uncertain.
Two cross checks are done to validate the overall shape of the mixed event correlations. To

check that the non-uniformity in ∆ϕ arises from the ϕ-dependent efficiency of the ITS-only
tracking. The second check applies the slower but more standard binned-mixing technique
as a check to ensure that the novel use of the Gale-Shapley algorithm to pair events did not
introduce any major features to the mixed event correlations.
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4.2.1 Toy Monte Carlo for Validating Event Mixing

Given a perfect detector with limited acceptance, the mixed-event correlation function is
expected to be flat in ∆ϕ. This is because the minimum bias tracks detected by an ideal-
ized version of the ITS will have a flat distribution in ϕ. While the EMCal has a limited
acceptance in ϕ, the ∆ϕ distribution will be flat, as any trigger cluster will be correlated
with tracks that are homogeneously spaced in ϕ. In other words, minimum bias tracks are
just as likely to be near a trigger photon as they are to be opposite the trigger photon.
Additionally, the shape in ∆η is expected to be triangular. Both the EMCal and ITS have a
limited acceptance in η, and the convolution of two square distributions yields a triangular
shape. This is shown in the left panel of Figure 4.1, where trigger photons are constrained
in ϕ and η according to the EMCal acceptance, and tracks are limited in η corresponding to
a perfect ITS with full azimuthal coverage.
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Figure 4.1: Toy Monte Carlo mixed-event correlation function. (Left) Photons are produced
randomly within 0° ≤ ϕ ≥ 107° and −0.67 ≤ η ≤ 0.67 to roughly match the ALICE EMCal
acceptance. Tracks are produced randomly for all values of ϕ (between 0° and 360°) and
−0.8 < η < 0.8 to match the acceptance of an ideal ITS. (Right) Photons are generated in
the same range as the left panel, however tracks have the additional constraint of excluding
the range 25° < ϕ < 45° and 245° < ϕ < 270° in order to roughly approximate holes in the
charged particle tracking efficiency, relative to the EMCal acceptance.

However, this flat distribution cannot be assumed, seen previously in Figure 3.22 and
now in right panel of Figure 4.1. Dead areas or spots with a lower overall tracking efficiency
accumulate over years of use at the LHC, and if large enough they can effect the pair
efficiency and therefore the mixed event correlations. This is shown in Figure 4.1. Both
track and trigger photon ∆η and ∆ϕ are constrained according to their respective detector
acceptances, however additional holes in the ϕ distribution of tracks are placed according to
2D tracking efficiency plot, see Fig. 3.18, Sec. 3.8.
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4.2.2 Binned Event Mixing

In order to ensure that the shape of the mixed event correlations arising from the Gale-
Shapley matching algorithm, a more standard binned event mixing method was compared.

Typically, events are binned according the their event topology, centrality, z-vertex, and
second order event plane angle (in PbPb), and then added to larger pools of events according
to these bins. While it depends on the analysis, very common bin sizes are 5%, 2cm for
centrality and z-vertex. The Gale-Shapley pairing algorithm is novel for this use case, and
thus a check was carried out in which the mixed event correlation function was calculated
using the standard binning method for event mixing.
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Figure 4.2: 10 Mixed-Event correlation using the traditional binning method (left). The
Gale-Shapley Mixed Event Correlation (right). The major features presented in the Gale-
Shapley-Paired Mixed event correlation are reproduced in this low-statistics binned mixing
check.

The major features of the Gale-Shapley mixed event correlation are reproduced in the
binned event mixing correlation. These include the trapezoidal shape in ∆η, attributed to the
finite acceptance of the EMCal and ITS in ∆η, as well the non-uniformity in ∆φ, particularly
the enhancement around ∆ϕ ≈ π

2
, which Fig. 4.1 showed are the result of efficiency holes in

the ITS.

4.3 Underlying Event Estimation

The underlying event must be corrected for in two separate steps in this analysis. One is the
pedestal in the correlation functions, attributed to correlating soft particles in the underlying
event with the trigger isolated photon. The second is in the estimation of the underlying
event density used in the isolation criteria. This section discusses checks on both corrections.
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4.3.1 Large ∆η Check

The ZYAM assumption is incredibly useful, as it indicates the overall magnitude of the
background arising from the underlying event. It is, however, an assumption that must
be checked. To check that the pedestal estimate using the ZYAM assumption truly corre-
sponds to the amount of uncorrelated background, it is compared with another reasonable
background estimation method.

As a check on the ZYAM procedure, one can take advantage of the fact that the UE-
estimation is independent of ∆η and that the genuine correlations due to hard scatterings
decrease as ∆η increases. To this end, a region that is dominated by UE is selected, and then
extrapolate back to the region that would normally contains both UE and hard scattering
contribution. The UE level is estimated by projecting the measured yield in 0.8 < |∆η| < 1.4
onto the ∆ϕ axis. To minimize bias from the isolation cut as well as the away side jet peak,
the uncorrelated background is estimated from the projection in the region 0.4 < ∆ϕ < 1.4.
This (∆ϕ,∆η) region is illustrated in Figure 4.3. This region is chosen because particles from
the same hard scattering are very unlikely to have a small ∆ϕ and large ∆η in the absence
of flow effects. This is because the nearside jet peak arises from autocorrelation of particles
within a jet, i.e. it is sensitive only to the individual characteristics of a single parent parton
and its fragmentation process. Therefore, the near side jet peak is observed as a sharp peak
at small ∆ϕ and ∆η. The away side jet ridge, however, is the result of correlating particles
between jets, and is therefore sensitive to the kT asymmetry of the two colliding partons:
The partons in the initial system do not necessarily have 0 pT. Both partons can have an
initial transverse momentum, kT, that makes up a component of their overall momentum
fraction of the nucleon, Bjorken-x, and the resulting scattering becomes more spread out in
∆η. For this reason, a region in small ∆ϕ and large ∆η will be dominated by the underlying
event, as it avoids the away-side ridge, and the sharp near side jet peak.

The statistical uncertainty in the UE estimate method is taken as a systematic uncertainty
for ∆ϕ correlations as it is completely correlated bin-to-bin in ∆ϕ. Figure 4.4 shows the two
UE estimates compared with the isolated photon-hadron ∆ϕ correlations for only 2 zT bins
in order to show detail. The full detail of the two UE estimates is shown in Tables 4.2 for pp
and p–Pb data. The two estimates are consistent within uncertainties for almost all zT bins
in both pp and p–Pb data. For the only case where a significant disagreement is observed,
which is for the lowest zT bin in p–Pb data, the difference is summed in quadrature as an
additional systematic uncertainty.

4.3.2 Checks on UE Estimate with Standard ALICE Tracking

As discussed in Section 3.8, the TPC had space-charge distortions during the 2013 p–Pb run
that resulted in a drop in efficiency for tracking beyond 4 GeV, which limits the ability to
use it for the correlation measurements. However, the TPC tracks can still be used for low
pT tracking, which is the relevant region for underlying-event and isolation measurements.
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Fernando Torales - Acosta 8/8/18

Uncorrelated Background

�11

• ZYAM: Estimate uncorrelated background at ~π/2 
• Not Subtracted, used as reference

• LE: Estimate from large ∆Eta, then project to ∆ϕ 
• |∆η| > 0.8 
• Used in Subtraction

Estimate within 
0.4 < ∆ϕ < 1.4 

Estimate within 
0.9 < ∆ϕ < 1.6 

Large ∆η ZYAM

Avoid isolation and 
away side peak

Figure 4.3: The 2D region used to calculate the uncorrelated background. The ∆ϕ region
is chosen to avoid the away side jet peak, as well as the isolation region of R=0.4. The ∆η
region is chosen assuming that genuine correlations from hard-scatterings decrease as ∆η
increases. The large ∆η is projected onto the ∆ϕ axis, and then averaged within region of
0.4 < ∆ϕ < 1.4. ZYAM is estimated in the region 0.4 < ∆ϕ < 1.4, but for the full ∆η range
(−1.2 < ∆η < 1.2).

Figure 4.4: Projections of the γiso–hadron correlations in p–Pb collisions in 2 zT bins after
correlated subtraction with UE estimates plotted. The grey points represent the large ∆η
region ( 0.8 < |∆η| < 1.2) projected onto the ∆ϕ axis. The blue band represents the region
used to calculate ZYAM and the green band represents the region of large ∆η points used
to calculate the Large ∆η estimate.
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Table 4.2: Summary of UE-pedestal estimates with ZYAM and the ∆η method for various zT

bins, as well as the difference between LE and ZYAM estimates. The background estimate
is shown in units of pairs per trigger. The uncertainty quoted is statistical only.

zT interval ZYAM Large ∆η Difference
pp
0.06 - 0.08 0.480 ± 0.007 0.472 ± 0.015 0.008 ± 0.016
0.08 - 0.11 0.347 ± 0.006 0.346 ± 0.012 0.000 ± 0.014
0.11 - 0.14 0.219 ± 0.005 0.209 ± 0.010 0.009 ± 0.011
0.14 - 0.19 0.131 ± 0.004 0.129 ± 0.008 0.002 ± 0.008
0.19 - 0.25 0.063 ± 0.002 0.058 ± 0.005 0.005 ± 0.006
0.25 - 0.34 0.030 ± 0.002 0.025 ± 0.003 0.005 ± 0.004
0.34 - 0.45 0.013 ± 0.001 0.015 ± 0.003 0.002 ± 0.003
0.45 - 0.60 0.006 ± 0.001 0.005 ± 0.002 0.001 ± 0.002
p–Pb
0.06 - 0.08 1.142 ± 0.006 1.190 ± 0.013 0.047 ± 0.014
0.08 - 0.11 0.855 ± 0.005 0.864 ± 0.011 0.010 ± 0.012
0.11 - 0.14 0.557 ± 0.004 0.566 ± 0.009 0.009 ± 0.010
0.14 - 0.19 0.318 ± 0.003 0.317 ± 0.007 0.001 ± 0.007
0.19 - 0.25 0.151 ± 0.002 0.159 ± 0.005 0.009 ± 0.005
0.25 - 0.34 0.062 ± 0.001 0.062 ± 0.003 0.000 ± 0.003
0.34 - 0.45 0.022 ± 0.001 0.021 ± 0.002 0.001 ± 0.002
0.45 - 0.60 0.007 ± 0.000 0.006 ± 0.001 0.001 ± 0.001

Figure 4.5 shows the ρ and isolation distributions measured with ITS-only and TPC+ITS
tracks in p–Pb data. The ρ distributions are very similar; the mean is 3.129 GeV and 3.202
GeV for ITS and TPC+ITS ρ values respectively. While the ITS tracking resolution is
poorer, the smearing effects are relative small at low momentum.

There are some differences in the isolation distribution that can be attributed to the
worse momentum resolution for the ITS-only tracks as the isolation is sensitive to higher
pT tracks where the momentum resolution worsening is more significant. For simplicity
the same threshold of 1.5 GeV/c is used for the γiso candidates for both the ITS-only and
ITS+TPC tracks. The ITS+TPC tracks leads to a better rejection of the background, which
leads to an increased photon purity. This is shown in Figure 4.6.

The main results (correlation function) were checked in p–Pb data by performing the
analysis with isolation variable, UE estimate, and corresponding purity values calculated
separately for ITS-only tracks and for ITS+TPC tracks. As shown in Figure 4.7, the results
are consistent. A slightly better statistical uncertainty is obtained when including TPC (a
relative uncertainty of 22% to 41% depending on zT vs 24% to 51% for the ITS case), which
an be attributed to the corresponding higher purity. However, these slightly better statistical
uncertainties do not change the main result of this study. For consistency with pp results
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Figure 4.5: Transverse momentum density (left panel) and isolation distributions (right
panel) determined with ITS tracks (in blue) and TPC+ITS tracks (in orange) in p–Pb data.

Figure 4.6: Comparison of purity obtained in p–Pb collisions with isolation variable obtained
with ITS-only tracks (purple) and with ITS+TPC tracks (cyan). The error bars represent
statistical uncertainty only.
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(where one cannot use ITS+TPC tracks because the TPC was not read out), results for
ITS-only tracks was chosen for the final analysis.
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Figure 4.7: Comparison of fragmentation function measurement in p–Pb collisions with
isolation variable obtained with ITS-only tracks (blue) and with ITS+TPC tracks (red).

This study comparing ITS-only tracking and ITS+TPC tracks serves as a check against
possible biases due to worse momentum resolution or fake rate of the ITS-only tracking.
Because consistent results are obtained with the standard ITS+TPC tracking, no additional
systematic uncertainty is assigned for the tracking performance on UE-estimate and isolation
variables.

4.4 Purity

4.4.1 Systematic Uncertainties of the Purity Measurement
1There are two assumptions underlying the template fit procedure. The first is that the
signal template from simulations is correct. The second is that the shape of the background
estimated from the anti-isolated sideband, with the correction estimated from simulations,
reflects the shape of the background in the signal region. In other words, the assumption is
that the correlation between the shower shape and isolation variables can be corrected for
via an Monte-Carlo simulation tuned to match the real detector response. The dominant
sources of systematic uncertainty on the purity calculation are described in this section
and can be summarized as follows: the signal template, the sideband region selection, and

1Please see Alwina Liu’s UC Berkley Thesis for a more thorough discussion of systematics on the purity
measurement
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the background template correction. The effect of varying the cluster selection requirements
were investigated, but it was found that the variations on the purity measurements are much
smaller than the other sources of systematic uncertainties investigated here. Therefore, they
are neglected.

4.4.2 Signal Template

The systematic uncertainty on the purity calculation arising from imperfections in the signal
template is estimated by using a data-driven template fit. To this end, the range of the
χ2 fit to the background-dominated region of the shower-shape distribution is restricted
(0.4–1.5 for σ2

long) and the background template is used to fit the isolated data with the
normalization as the only free parameter. In order to factorize the effect of the MC-correction
to the background template, that correction is not applied here. Once the background
normalization is determined, the signal is considered to be the integral of the isolated data
minus the integral of the background, both in the signal region of the shower-shape variable.

Figure 4.8 shows the results obtained with this method in pp and p–Pb data. There
appears to be some systematic pattern in the residuals, which can be attributed to the
decision of not applying the MC-correction to the background template for this study.

The results agree with the nominal results within a few percent, indicating that the
measurement is not particularly sensitive to the details of the modeling of the shower shape.
As a conservative estimate, the full difference between the nominal results is taken as a
systematic uncertainty in the signal template.
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Figure 4.8: Template fit results of background-only template method for pp and p–Pb data.
The yellow histograms are the predicted counts given the best-fit value of the total number of
clusters in the background dominated region. The hatched gray area represents the interval
considered for the purity estimate. The bottom panels show the normalized residuals of the
fit, considering the statistical uncertainty on the isolated data and the background template
added in quadrature.
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4.4.3 Sideband variation in the background template

To estimate the shower-shape distribution for the γdecay background in the template fit, a
sideband in the cluster isolation variable is used. Only the shape of this distribution is
relevant, as the overall background normalization in the signal region (i.e. the purity) is
measured with the template fit. As in any analysis using a sideband technique, nominally a
sideband as close as possible to the signal region and as narrow as possible is used.

To calculate the systematic uncertainty on the purity due to this selection, the full range of
purities reached by narrow bands of anti-isolation that fall within 5–10 GeV/c is considered.
Converting the full extent to a systematic uncertainty is a matter of dividing by

√
12 (i.e,

the 1 σ for a uniform distribution). This results in an absolute uncertainty on the purity of
0.7–5.8%, depending on the collision system and cluster pT range.

4.4.4 Background template correction

Due to correlations between the isolation and shower shape, the template extracted from the
anti-isolated sideband does not exactly reflect the shape of the background in the signal re-
gion. Clusters in the isolation sideband have more associated hadronic activity than those in
the true isolated background and thus emphasize the non-signal region of the shower-shape
distribution. Consequently, using the isolation sideband instead of the true isolated back-
ground yields systematically higher purities. It should be noted that a similar observation
was made for example by the CMS collaboration in their template-fit purity measurements
in [99])

A dijet MC simulation is used to correct this bias, as described in Equation 3.6. However,
this correction is only valid to the extent that the dijet MC reproduces the data. To estimate
the systematic uncertainty on this correction, a double ratio is used to check to how well the
dijet MC describes the background-dominated region in data[106]:

Double ratio =
Isodata/Anti-isodata

IsoMC/Anti-isoMC

(4.1)

In the signal region of the shower shape distribution (0.0–0.3 for σ2
long), this double ratio

will be far from unity, as the data have prompt photons and the dijet MC do not. However,
away from that region, where background dominates, the double ratio should be flat (i.e.
have no slope) if the dijet MC reproduces the background shower-shape of the data. It
should be noted that for this analysis, only the shape is important and overall normalization
is irrelevant. Therefore, at a minimum the variation in the double ratio is expected to
be smooth. Thus the double ratio is fit to smooth functions (linear and exponential) in a
shower shape range away from the signal region and extrapolated the fit back into the signal
region. A similar procedure was used isolated-photon purity measurements with the ABCD
method [93].

These linear fits to the double ratio were done in two fit ranges: 0.5–1.5 and 0.5–1.75
for σ2

long. In all cases, it was found that the slopes were consistent with 0 within the fit
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uncertainties and thus concluded that the dijet MC was consistent with the data. Therefore,
an additional double-ratio correction is not needed to the weights function in Equation 3.6. It
was also found that the double ratio fits with the different fit ranges gave purities consistent
with each other. So in order to minimize the amount of extrapolation, the fit in the largest
reasonable fit ranges for each of the variables was done (the larger of each of the ranges
described at the beginning of this paragraph).

The uncertainty on double ratio fit is then taken and propagated to a purity uncertainty.
This purity uncertainty was then taken to be the systematic uncertainty on the background
correction. It varies between 1.2–3.4% (absolute) depending on cluster pT and collision
system.

4.4.5 Summary of Systematic Uncertainties on Purity
Measurement

Tables 4.3 and 4.4 give the full estimates of the systematic uncertainties on the purity in both
collision systems. No single source of systematic uncertainty dominates across pT ranges or
collision systems.

Table 4.3: Summary of the systematic uncertainties on the purity as measured with σ2
long

in p–Pb collisions. All values are in absolute percentage. “Stat.” refers to the statistical
uncertainty; “Signal” refers to the signal template uncertainty; “Anti-iso” refers to the uncer-
tainty due to the sideband selection; “Bkg” refers to the uncertainty due to the background
template correction; “Total” is the sum of the previous three columns in quadrature.

pT(GeV/c) Purity Stat. Signal Anti-iso Bkg Total syst
12.0-15.0 20.7 1.1 1.1 0.8 1.5 2.0
15.0-20.0 34.2 1.2 2.0 1.6 1.2 2.8
20.0-25.0 47.6 1.7 1.9 1.1 1.7 2.7
25.0-40.0 54.6 1.8 2.3 2.4 2.1 3.9

Table 4.4: Summary of the systematic uncertainties on the purity as measured with σ2
long in

pp collisions. All values are in absolute percentage. “Stat.” refers to the statistical uncer-
tainty; “Signal” refers to the signal template uncertainty; “Anti-iso” refers to the uncertainty
due to the sideband selection; “Bkg” refers to the uncertainty due to the background tem-
plate correction; “Total” is the sum of the previous three columns in quadrature.

pT(GeV/c) Purity Stat. Signal Anti-iso Bkg Total syst
12.0-15.0 20.1 1.7 2.0 1.2 2.9 3.7
15.0-20.0 31.7 2.0 2.5 1.5 2.4 3.8
20.0-25.0 47.3 2.9 0.8 3.0 2.8 4.2
25.0-40.0 48.5 3.5 5.9 4.0 3.4 7.9
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4.5 Tracking

In order to select good-quality tracks emerging from the primary vertex while maintaining
a high efficiency, each track is required to satisfy the cuts summarized in Table 4.5. A set
of standard cuts are applied to all tracks, and additional track cuts are applied depending
separately for TPC+ITS or ITS-only tracks.

Table 4.5: Summary of the cuts used in Track Selection.

Common Cuts
track η |η| < 0.8
track pT pT ≥ 0.150 GeV/c
SetMaxDCAToVertexXY 2.4 cm
SetMaxDCAToVertexZ 3.2 cm
SetDCAToVertex2D TRUE

TPC+ITS Cuts
SetMinNClustersTPCPtDep 70.+30./20.*x, 20.0
SetMinNClustersTPC 70
SetMaxChi2PerClusterTPC 4
SetMaxChi2PerClusterITS 36
SetMaxFractionSharedTPCClusters 0.4
SetMaxChi2TPCConstrainedGlobal 36
SetRequireTPCStandAlone TRUE
SetRequireTPCRefit TRUE
SetRequireITSRefit TRUE
SetRequireSigmaToVertex FALSE
SetAcceptKinkDaughters FALSE

ITS–Only Cuts
SetRequireITSPureStandAlone TRUE
SetMinNClustersITS 4
SetMaxChi2PerClusterITS 36

4.5.1 Comparison to Published Data

A closure test was preformed to validate the MC corrections used for the tracking efficiency,
fake track rate, and momentum smearing2. A ”folding” of the published spectrum was
preformed instead of unfolding the measured ITS-only spectrum because the former is a
unique transformation and avoids the need for systematic studies of the stability of the
unfolding procedure. This allows us to test the response matrix with higher precision.

2Credit to Dhruv Dixit. Please see his UCB Thesis for more details and insight.
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The published data has a total uncertainty (quadrature sum of statistical and systematic
uncertainties) that ranges from 1.8% at 1 GeV/c, reaches 4.8% by 10 GeV/c and grows
quickly to about 20% at 15 GeV/c, where it is dominated by the statistical uncertainty.

The ratio of the published data to the smeared published data is shown to illustrates
the impact of the momentum smearing, which is less than a 2% effect for TPC+ITS tracks
but it reaches up to twice that in the ITS-only case above 7 GeV/c. The closure-test ratios
from TPC+ITS tracking are consistent with unity within uncertainties, which is expected.
The ratios with ITS-only tracking are within ±5% of unity in the range between 0.85–10
GeV/c and within±8% of unity in the range between 0.5–0.85 GeV/c, which is the range used
for the γiso–hadron analysis. This difference from unity is used as a systematic uncertainty
on the tracking.

The statistically-significant deviation from the published data with ITS-only tracking at
high pT could be due to several reasons including improper modeling of a rapid deterioration
of the momentum resolution and underestimation of fake rate. Further work would be needed
to understand and correct these and other effects at high pT, but that lies beyond the scope
of this work.

Apart from the effect of ϕ-dependent acceptance holes, the measured azimuthal angle
distribution of tracks is expected to be uniform in minimum-bias data. Thus the track ϕ
spectrum is measured and then corrected for the ϕ-dependent efficiency and checked whether
the distribution is flat. The level of flatness gives us a sense of the systematic uncertainties
associated with mis-modeling of the ϕ-dependent efficiency.

After applying the ϕ efficiency, the holes are corrected, and a distribution which is flat
within ±2.5% is obtained. The TPC+ITS remains flat after the efficiency correction, as
expected. This shows that the dead channels in the ITS are well-described in the simulation.

4.5.2 Summary of the ITS-only Tracking Performance Studies
3This section summarizes the findings of the studies on ITS-only tracking performance:

1. Tracking Efficiency:
The ITS-only tracking efficiency is 75% at 150 MeV/c and grows to 85% at 1 GeV/c and
above.

2. Fake rate:
The fake rate of ITS-only tracking is about 10 times worse than for TPC+ITS tracks,
but still less than 20% below 10 GeV/c, which is the relevant range for the analyses
presented in this work.

3. Momentum resolution:
The momentum smearing effects are significant for ITS-only tracking. The bin-to-bin
correction factor due to smearing effects for ITS-only tracking is 0.7 at 10 GeV/c and
0.5 at 15 GeV/c. The smearing effects for ITS+TPC tracking are negligible.

3Please see Dhruv Dixit’s UCB Thesis for more details.

103



1 2 3 4 5 6 7 8 9 10
 [GeV/c]

T
 p

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

 r
at

io

(published data)/(response matrix x (published data)

fake subtracted measured data/(response matrix x (published data x eff))

1 2 3 4 5 6 7 8 9 10
 [GeV/c]

T
 p

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

 r
at

io

(published data)/(response matrix x (published data)

fake subtracted measured data/(response matrix x (published data x eff))

Figure 4.9: Result of closure test comparing measured data and published data, for
TPC+ITS tracking (top) and ITS-only tracking (bottom). The red curves show the ra-
tio of the reference spectra to the smeared reference spectra. The blue curves show the ratio
of the fake-subtracted measured data and the smeared reference spectra. Ideally the blue
curve would be flat at unity. The error bar represents statistical uncertainty only for the
blue curve, and the quadrature sum of statistical and systematic uncertainties for the red
curve. Additionally, the dashed lines from 0.5 to 0.85 GeV/crepresent an 8% band around
1.0, while the dashed lines from 0.85 to 10.0 GeV/crepresent a 5% band around 1.0.
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4. Description of ϕ holes
The efficiency as a function of ϕ shows inhomogeneity not present in the TPC+ITS
tracking that are attributed to dead staves in the ITS. These are concentrated in
specific η and ϕ regions. These are well described in the simulation.

These studies validate the MC corrections for tracking efficiency, fake rate and momentum
smearing by comparing with published data. The combined systematic uncertainty on track-
ing performance is estimated to be a relative ±5% for ITS-only tracks with 0.5 < pT < 10
GeV/c.

4.6 Neutral Energy in Isolation Variable

In this analysis, the isolation variable was constructed using only charged-particles. In
principle, neutral particles could have been added as well in the isolation definition. However,
that would have limited the acceptance the measurement. For example, the recent ALICE
isolated photon measurement [93] restricted the pseudorapidity of the γiso to |η| < 0.27 to
ensure a good containment of the isolation cone that has a radius of R = 0.4 (the EMCal
acceptance is |η| < 0.67). An acceptance limitation would have a large impact of this
analysis in terms of statistical precision, so a “charged-only” isolation was chosen. This is
not different than several ALICE jet analyses that report “charged-only” jets rather than
“full-jets”.

Pythia8 events are used to estimate the impact on the isolation variable of including
neutral-particles. Figure 4.10 shows the comparison of the prompt-photon hadron correla-
tions according to Pythia8 when using no isolation requirement; with an isolation variable
based on charged particles (used in this analysis); and with an isolation variable based on
both charged-particles and neutral particles. In all cases, the charged-particles and neutral
particles are final-state particles and have pT > 150 MeV/c and |η| < 0.8. No significant
difference between the selection of 1.5 GeV/c based on charged particles and the selection
based on 2.0 GeV/c based on charged and neutral particles was observed. Therefore, the
charged ISO < 1.5 GeV/c selection is sufficient to suppress the near-side peak in the corre-
lation functions coming from fragmentation photons, and that using neutral-particles in the
isolation variable would not yield any significant improvement.

4.7 Impact of Acceptance Difference Between pp and

p–Pb due to Boost

The impact of the acceptance difference between pp and p–Pb data that arises due to the
boost in p–Pb data was estimated. The boost in p–Pb data arises due to the energy difference
between the proton and lead beam, and it amounts to a rapidity difference of ∆y = 0.47 in the
proton-going direction. That means that in p–Pb collisions, the lab acceptance for photons
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that is −0.67 < η < 0.67 corresponds to −0.2 < η < 1.14 in the center-of-mass frame,
whereas the charged-particle acceptance of −0.8 < η < 0.8 corresponds to −0.33 < η < 1.27
in the center-of-mass frame.

Pythia8 events are used to estimate what is the difference between γiso–hadron corre-
lations with the acceptance of γiso and charged particles −0.20 < η < 1.14 and −0.33 < η <
1.27 instead of the nominal ranges of −0.67 < η < 0.67 and −0.8 < η < 0.8. This is shown
in Figure 4.11. The boosted acceptance results in about a 5% lower γiso–hadron correlation
signal compared to the nominal acceptance, irrespective of zT range. For illustration pur-
poses, the impact of a boost of ∆y = 1.0 is also plotted in Figure 4.11. This shows a decrease
of about 15% with respect to the nominal acceptance, irrespective of zT range.

The chosen integration window (dashed lines) in the figure above makes it clear what
effect this may have on the final away side yields. The effect of the acceptance mismatch
in this analysis is limited due to the relatively small boost of ∆y = 0.47. Additionally, the
limited acceptance of EMCal and ITS means that even with the boost in p–Pb, the data are
still well within the mid-rapidity region where the cross-sections do not change drastically.
As a result of this study, a 5% correction is applied and a 3% uncertainty is propagated to
the final analysis4.

4.8 Isolated-photon Efficiency Effects

Because the correlation functions are normalized per photon trigger, the photon efficiency
cancels. In principle, a bias may be introduced if the photon efficiency varied rapidly within
the photon pT range being used (12–40 GeV/c) but this section will show that such bias is
negligible.

The efficiency of the isolated-photon selection is shown in Figure 4.12. The efficiency is
rather independent of pT in the range relevant for this analysis. Less than 1% variation is
observed between the high and low ranges of the energy distribution of the photon triggers
(77.7% at 12 GeV/c and 78.5% at 40 GeV/c). This level of variation has a negligible impact
in this correlation analysis.

4.9 Check for Effects of Isolation Cone Coverage

In this analysis5, only clusters with |η| < 0.67 (Section 3.5) are used, with an isolation
variable constructed with tracks with |η| < 0.8 (Section 3.8) and a cone size of R =0.4
(Section 3.6.1). The isolation cone is thus fully contained in the tracking acceptance only for
clusters with |η| < 0.4; the isolation cone for clusters with 0.4 < |η| < 0.67 is only partially

4The 5% difference in p–Pbdue to the boost was initially going to be applied as an uncertainty. The
correction to the final analysis, however, was trivial, involving a simple scaling factor to the p–Pbdata. As
a result, the correction was applied and a slightly smaller uncertainty was assigned.

5Credit Alwina Liu. Please see her UCB Thesis for more detail.
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Figure 4.12: Isolated-photon efficiency obtained with p–Pb simulation.

covered in pseudorapidity. Note that the tracking acceptance covers the full azimuthal angle
so this is not an issue in azimuth.

To check for possible biases due to partial containment of the isolation cone in pseudo-
rapidity, all measured clusters were split into two categories, |η| < 0.4 and 0.4 < |η| < 0.67,
and the purity in each sample was studied. In principle, if the bias introduced by the lack of
total coverage of the isolation cone would lead to higher background in the 0.4 < |η| < 0.67
region (background might appear less-isolated than in reality, and might pass the selection),
it should thus lead to a lower purity. This study is performed in p–Pb data, which has
better statistical precision than the pp data and would allow us to better constrain small
biases. Both sets of measurements are compatible within statistical uncertainties. Thus, the
potential bias due to incomplete coverage of isolation cone is negligible and any systematic
uncertainty to this source is not assigned to the measurement. This observation may be
explained by noting that the azimuthal angle is fully covered, and that most of the energy
in the isolation cone is within small angles of the neutral-mesons which dominate the back-
ground in the isolated photon sample (the background is primarily high-z neutral mesons in
jets).

4.10 Cluster Selection Variations

This section studies the impact of variations in the cluster selection (Section 3.5) on the
purity measurement. It should be noted that the purity by itself is not a physical quantity.
It is entirely cut-dependant, where a higher purity often results in a lower efficiency. As a
result, the variations in this analysis are not used to estimate an uncertainty on the purity.
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The variations studied are listed below.

• Impact of the number-of-local maximum (NLM) criteria for clusters was studied. The
NLM < 3 selection was used in previous isolated photon analyzes (e.g. Ref [93, 106]),
where it was found to help to improve the simulation description of the background
shower-shape. The purity measurement was done with and without this selection in
pp and p–Pb data. No significant difference is observed.

• Varying the distance-to-bad channel cut from the nominal ≥ 1 to ≥ 2 was studied.
This change would remove about 20% of the γiso candidates. Once again, no significant
difference is observed in the purity measurement.

• Study on the effect of the purity measurement with and without cluster time selection.
No significant difference is observed.

• An exoticity cut with a threshold of 5% (nominal) and a variation of 3%. No significant
difference is observed.

• Purity measurement was studied with different isolation thresholds. The nominal
threshold of 1.5 GeV/c is varied by ± 0.2 GeV/c. As expected the higher (lower)
isolation threshold results in a lower (higher) purity. However, the difference with
respect to the nominal result is small compared to the statistical and systematic un-
certainties. This indicates that the purity measurement has only a weak dependence
on the choice of isolation threshold.

Given that the impact of these cluster variations on the purity measurement is small com-
pared to the estimated systematic uncertainties (described in Section 4.4.1), no additional
systematic uncertainty due to cluster selection is assigned.

4.11 MC-based Correction for Background Template

Figure 4.13 shows the weight correction6 (see Eq. 3.6) applied to the anti-isolation shower-
shape distribution, which is obtained from dijet MC simulation. As described in more detail
in Section 3.7, only the shape of this correction is relevant as the normalization is fixed by
the template fit. The systematic uncertainty associated with this correction is obtained with
a double-ratio using data in the background-dominated region (σ2

long > 0.4), as described in
more detail in Section 4.4.1, but is a ≈ 3%(abs.) effect on the purity.

6Credit Alwina Liu. Please see her UCB Thesis for more details.
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Figure 4.13: MC-based correction applied to the background shower-shape template for p–
Pb collisions in various pT ranges.

4.12 Checks on Error Function Fits to Purity

The purity is fit to a 3-parameter error function, shown in Figure 3.13, in order to capture
the quickly rising behavior at low photon-pT and to avoid bin-edge effects. The use of an
error function was chosen as it best represents the data as shown in Figure 4.14

It is important to note that the uncertainty on the fit is not propagated as an uncertainty
on correlation analysis. The uncertainty arising from the purity is discussed in detail in Sec-
tion 4.4.1. The fit is used in order to enable a cluster-by-cluster weighting when constructing
the decay-γiso hadron correlation, followed by the correlated subtraction. The error function
agrees well within the purity uncertainties, seen in Section 3.9.3 as well as in the last panel
in Figure 4.14.

Additionally, a check was performed to study the effect that shifting the bin-centers
horizontally would have on the fit. A comparison was made between using the linear center of
the bins as the bin-center and using the mean pT for the photon-bin (this essentially shifts the
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Figure 4.14: Various functions fit the purity in pp. While there is no simple physics-motivated
reason to use the error-function, it was the only function to simultaneously capture the quick
rise at low pT as well as the plateau at high pT.
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Figure 4.15: Comparison of two different bin-centers for used in the purity-error function
fit. Blue indicates the fit using the linear center of the bin pTbin-width. The red represents
using the mean pTfor that γiso pT-bin. The left panel shows the comparison for pp, while
the right panel shows the comparison for p–Pb. The x-axis is the γisopTin units of GeV/c.
While a small difference is observed, it is well within the uncertainties on the purity, as well
as in the the fits’ confidence intervals.

bin centers towards lower values of pT due to the quickly falling photon pT spectrum). This
comparison is shown for pp and p–Pb in Figure 4.15. There is a shift in the fit after shifting
the bin centers, as expected, but it is extremely small compared to the overall uncertainty
on the purity and is therefore neglected when considering final systematics uncertainties.

4.13 Smearing The Signal Template Shape

As part of the investigation into evaluating the template fit systematic uncertainty, studies
were performed on “smearing” of the signal-shape template. That is, for each cluster the
measured σ2

long is smeared by multiplying it by some random number drawn from a Gaussian
centered at unity with a given standard deviation “smearing width”.

A rather significant deterioration of the χ2 with increasing smearing width is observed,
which indicates that smearing beyond ≈ 3% is strongly disfavoured by the data. To account
for the deterioration of the χ2 from the smearing, the statistical error of the purity is multi-
plied by a scaling factor of

√
χ2/dof. A trend of decreasing purity with increasing smearing

width can be accounted for by the artificial worsening of the goodness-of-fit.
The error on the constant fit to the resulting purity values and deviation of its central

value from the nominal result (smearing width equal to zero) is below absolute 1% difference.
This is much smaller than the signal-template uncertainty based on the background-only
template fit described in Section 4.4.1. The same conclusion holds for all pT ranges in both
the pp and p–Pb data.
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4.14 Check on Sensitivity to ∆ϕ Binning

Here, the impact of binning on the final correlation functions is quantified. The bin size
could affect the ZYAM estimate and the shape of the correlation peak. This is studied by
doubling the number of ∆ϕ bins, which allows integrating the correlation in exactly the
same window as reported in the nominal results (∆ϕ > 7π/8). Figure 4.16 shows the study.
The main conclusion of the study does not change: in every zT bin, the pp and p–Pb data
are compatible within uncertainties (as quantified in the figure by the χ2 and corresponding
p-value). Pythia8 describes the data within uncertainties.

4.15 Checking Sensitivity to Beam Flip

The final results should not depend on the orientation of the beam, (for a detector with an
acceptance/efficiency that is roughly symmetric about z = 0). Figure 4.17 shows results
two using two run periods that differ in the beam configuration and have roughly similar
integrated luminosity, as well as the nominal results. No significant difference is observed
between the different datasets.

4.16 Correlations including ∆ϕ = 0

Figure 4.18 shows the correlation results down to 0 radians. The first bin is contained within
the isolation requirement and therefore is biased, which is why is not reported in the main
results.

4.17 Comparing ITS only tracking to ITS+TPC

Tracking

This section compares results obtained using hybrid (ITS + TPC) tracks in the triggered
data (p–Pb). Other than the change in the appropriate tracking corrections, the analysis
chain is identical to the one that uses the ITS-only tracking. Figure 4.19 shows the correlation
functions for p–Pb that uses hybrid tracks and pp which only uses ITS tracks. This will
allow us to compare RpPb to the ITS-only result.

Figure 4.20 shows the fragmentation studies in p–Pb data with ITS only tracks and
Hybrid tracks. It can be seen in the ratio of ITS Only/Hybrid that the hybrid tracks have a
significantly lower yield at high zT, which roughly corresponds to tracks with high pT. This
is unsurprising as there are issues with TPC charge distortions.
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Figure 4.17: Comparison of final correlations functions for p–Pb (red) and Pb–p (blue)
collisions.

4.18 Checking Sensitivity to zT binning

This section looks into the impact of varying the number of zT bins. Figure 4.18 shows the
resulting fragmentation function in 6 zT bins. The major results of the analysis, that pp and
p–Pbcorrelation functions agree remains unchanged.

4.19 Checking sensitivity to pile up cut in pp

A stringent pile up cut is applied to the pp dataset, as mentioned in Sec. 3.4. Figure 4.22
shows the correlation functions in only 6 zT (instead of the nominal 8 bins for this analysis)
bins to compensate for the loss of statistics in pp after applying the cut.

Figure 4.23 shows the resulting fragmentation function in 6 zt bins with the pile up cut
applied to the pp data. The figure shows no significant change as a result of this cut.
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Figure 4.20: Left: Comparison of final correlations functions for p–Pb Hybrid tracks (blue)
and pp ITS only tracks (red). Right: Comparison of final correlations functions for p–
Pb Hybrid tracks (red) and p–Pb ITS only tracks (blue).
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Figure 4.21: Results with variation of numbers of zT bins.
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Figure 4.23: The fragmentation functions with the pile up cut applied to pp, resulting from
the correlation functions shown in Fig. 4.22.

4.20 Checking maximum track pT cut

This section explores the effect of varying the maximum pT cut on the final away-side yields
in pp and p–Pb and the effect of this variation on the final ratio is shown in Figure 4.24.
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Chapter 5

Results and Discussion

5.1 Correlation Functions

The final γiso-hadron correlations are reported in zT bins for each trigger-photon pT bin,
where zT is the ratio of the associated hadron, ph

T, to isolated photon transverse momentum,

zT = ph
T/p

γiso

T . The fully subtracted azimuthal correlations as a function of ∆ϕ, the azimuthal
angle between the photon and the hadron, are shown in Fig. 5.1 for pp and p–Pb data.
With the measured γiso constraining the parton kinematics, the distribution of away-side
associated hadrons with momentum fraction zT represents the fragmentation function of
the parton. The systematic uncertainties are discussed in detail in Chapter 4. The darker
colored bands at zero represents the uncertainty from the uncorrelated background estimate.
The vertical bars indicate the statistical uncertainty only. The final correlation functions
in each collision system demonstrate similar behavior: both show a signal consistent with
zero at small ∆ϕ, and a rising away-side peak at large ∆ϕ arising predominantly from the
hard-scattered parton opposite to the trigger photon.
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Agreement within uncertainties between pp, p–Pb, and the PYTHIA 8.2 Monash Tune
is observed. By measuring associated hadrons, correlations can be observed at much larger
angles than would otherwise be possible for hadrons within a reconstructed jet. A χ2 test
between pp and p–Pb data and a p-value is calculated in each zT bin for the null hypothesis
that pp and p–Pb data follow the same true correlation function. In each bin, the null
hypothesis cannot be rejected, indicating that there is no significant difference between the
correlation functions in the two collision systems. This conclusion is limited by the statistical
precision of the available data.

5.2 Parton Fragmentation Function

As discussed in Sec. 1.7.2, the correlation functions from Fig. 5.1 are then integrated in the
region |∆ϕ| > 7π

8
for each zT bin in order to obtain the γiso-tagged fragmentation function

shown in Fig. 5.2. This range approximately corresponds to the azimuthal angle consistent
with the commonly used radius of R = 0.4 for jet measurements.

The statistical uncertainty on the away-side yields in each zT bin is calculated from the
statistical uncertainty in the fully subtracted correlation functions, along with the statistical
uncertainty arising from the uncorrelated background subtraction. A maximum charged
hadron pT of 10 GeV/c and a photon trigger pT up to 40 GeV/c could result in a potential bias
of the associated zT spectrum. However, by repeating the analysis in different photon trigger
pT bins, it was found that any such effects are negligible compared to other uncertainties.
The two largest sources of systematic uncertainty are from the purity and the single track
correction factors; for the chosen ptrack

T interval, there is no strong pT dependence for the
uncertainty of the charged tracking efficiency.

The ratio of the fragmentation functions in p–Pb and pp collisions is shown in the lower
panel of Fig. 5.2. The fit yields a constant factor of 0.84 ± 0.11(stat) ± 0.19(sys), with
a reduced χ2 of 0.84. Thus, within total uncertainties, ranging from 22–40% for different
zT bins the p–Pb to pp ratio is consistent with unity.

5.3 Integrated Statistical Uncertainty on

Fragmentation Function Ratio

For the purpose of giving a single number to quantify how similar pp and p–Pb fragmentation
functions are, an integrated statistical uncertainty on the ratio of the two was calculated 1.
First, the fragmentation function in pp was integrated, and the statistical errors were added
in quadrature. The summed statistical uncertainty was then divided by this integral to
obtain the relative uncertainty. The same was done for the p–Pb fragmentation function.

1The p-value calculated from the two distributions only indicates that the null hypothesis, pp and p–
Pb are the same, cannot be rejected
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Figure 5.2: γiso-tagged fragmentation function for pp (red) and p–Pb data (blue) at
√
sNN

= 5.02 TeV as measured by the ALICE detector. The boxes represent the systematic uncer-
tainties while the vertical bars indicate the statistical uncertainties. The dashed green line
corresponds to PYTHIA 8.2. The χ2 test for the comparison of pp and p–Pb data incorpo-
rates correlations among different zT intervals. A constant that was fit to the ratio including
statistical and systematic uncertainties is shown as grey band, with the width indicating the
uncertainty on the fit.

Then, the two relative uncertainties were added in quadrature and the ratio of the integrals
was taken. This is shown in equation 5.1 below,

I =
∑

i

yi · zi

δabs. = δ0 ⊕ δ1 ⊕ ...δn
δrel =

δabs.

I
,

(5.1)

where I is the integral of the fragmentation function, yi is the conditional yield of associated
hadrons in zT bin i, and zi is the width of zT bin i. Additionally, n is the number of zT bins,
and δi is the statistical uncertainty of the ith zT bin. δrel is the relative statistical error on
the fragmentation function. Taking the ratio of the integrals and summing the uncertainties
from pp and p–Pb in quadrature:
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δratio =
Ip−Pb

Ipp

· (δrel,pp ⊕ δrel,p−Pb), (5.2)

yields a total integrated statistical uncertainty on the ratio, δratio of 13%. Thus, modifications
to the fragmentation function in p–Pb are constrained to be less than 13%. This measurement
probes the transverse momentum fraction range of xT = 2pT/

√
sNN = 0.005–0.016. This xT

range is similar to RHIC measurements at forward rapidity [59].
This measurement marks the first study of photon-tagged fragmentation in p–Pb col-

lisions at the LHC. A precise measurement of Q2 in heavy ion collisions is not possible
without reconstructing all particles in the event. Nonetheless, among the LHC experiments,
ALICE is uniquely configured to measure low-pT charged particles. In the context of jet
constituents and total jet pT, ALICE is capable of measuring hard scatterings with a lower
Q2 than other LHC experiments. Previous data have shown that, at sufficiently high Q2

there is no fundamental difference in the scattering off a nucleon or off a nucleus [52, 108].
Thus, the kinematic range of this study is of particular interest for studying cold nuclear
matter effects, as they are expected to be largest at lower Q2 [52].

The agreement between pp and p–Pb in this kinematic range constrains modifications to
the parton fragmentation function to be less than the integrated uncertainty of 13% on the
p–Pb/pp ratio for 0.005 < xT < 0.016, and partons with approximately 12 < pT < 40GeV/c.
This region in xT is particularly important to keep in mind when comparing the measurement
to CNM calculations and nPDFs.

5.4 Insensitivity to Parton Distribution Function

Section 1.4 detailed the factorization of the hadronic cross section into the product of the
parton distribution function (PDF) and the fragmentation function (FF). One of the goals
of this study is to better understand the modification of the fragmentation function in p–
Pb collisions. A very important question for the fragmentation function in p–Pb collisions
compared to pp collisions is: How do we know if modifications to the observed γ-tagged
associated yields are due to the PDF, and not in fact modifications to the fragmentation
function?

To answer this question, the prompt photon and hadronic cross sections need to be under-
stood, particularly the nPDFs present in both cross sections. Because the main observable
is the conditional yield of hadrons per photon, modifications to the cross production cross
sections cancel. Coupled with the fact that photons are not otherwise be affected by nuclear
effects [46], this measurement helps elucidate the impact of cold nuclear modification on the
parton fragmentation function. Equation 5.4 shows the factorized inclusive cross section of
prompt photons in heavy ion collisions adapted from [109], and Eq. 5.4 shows the hadron
cross section (shown in section 1.4, but displayed here again for convenience):
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σA+B→γ+X =

∫
dxadxbdz

∑

a,b

fa(xa)fb(xb)σ̂
a+b→γ+X′

(5.3)

σh =
∑

a,b,c

∫
dxadxbdzfa(xa)fb(xb)dσ̂(pa, pb, pc)D

h
c (z). (5.4)

The sum is over the flavor of incoming partons a and b with fa, (xa) and fb, (xb) being
the nPDFs of the incoming partons. The nPDF is simply the nuclear parton distribution
function and applies to nucleons that make up a larger nucleus, in this case lead. In Eq. 5.4,
σ̂a+b→γ+X′

is the prompt photon production cross section in parton-parton collisions, and can
be further factorized into σdir and σfrag as done in [110]. The hadron cross section sums over
an additional parton flavor c to include the outgoing parton’s fragmentation function, Dh

c (z),
that produces the final state hadrons. It is important to note that Eq. 5.4 is not the inclusive
cross section of charged hadrons (such a cross section would include significant contribution
from the underlying event, which is subtracted in this measurement), but instead corresponds
to hadrons produced from the scattered parton. What’s important about these two equations
is that the underlying form of the nPDFs in both equations, fa(xa) and fb(xb), is identical
in this factorization scheme.

Ignoring detector effects, the measured yield of prompt photons should be directly pro-
portional to the product of Luminosity and the cross section:

Y = L × σ (5.5)

The same logic applies to the yield of charged hadrons. The observable in this study, the
conditional yield of charged hadrons associated with isolated prompt photons, is essentially
the ratio of measured yields, and by extension the ratio of cross-sections described in Eqs.
5.4 and 5.4.

Y h

Y γ
≈ σh

σγ
(5.6)

Where the luminosity is cancelled. Because the terms fa(xa) and fb(xb) are shared between
the two cross sections, when the ratio of these two cross-sections is taken, the contribu-
tion from the nPDFs is cancelled. As the conditional yield observable in these study is
directly proportional to the ratio of these two cross sections, the nPDF are not expected to
significantly contribute to the final measurement.

Thus, the answer to the question posed at the beginning of this section is: The observable
per-trigger hadrons yields is largely insensitive to modifications to the PDF to the extent
that factorization holds. Factorization in this case has not been proven, and as discussed
in the next section there are effects that do not necessarily cleanly fit into this factorization
scheme.
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5.5 Comparison to Theory

The level of agreement of the ratio with unity constrains the modification of the fragmen-
tation function. However, careful comparison to relevant theory calculations can provide
valuable insight on the specific cold nuclear matter (CNM) effects. Calculations of the γ-
hadron spectra in p–Pb for the same kinematic range as this study were performed in [111].
The paper includes two models, one based on modified nuclear PDFs, and another that
simulates the formation of a small droplet of QGP in p–Pb collisions, the experimental sig-
nature of which is described in Sec. 1.3.1. These models will be described in the following
subsections, and compared to the measurement detail in this work in Sec. 5.5.3.

5.5.1 The Nucleus as a Medium

Section 5.4 outlined how the measurement is largely insensitive to modifications to the parton
distribution function. However, one of the most common approaches to model CNM effects
in pA collisions is based on QCD factorization and attributes all these effects to universal
nPDFs [112, 113, 114]. That is to say, effects that do not strictly modify the underlying
probability density of partons in the initial state are still absorbed into the broader nPDF
term as part of a framework to model final state cold nuclear matter effects on hard probes.
We investigate this by looking at two nPDF calculations, the latter of which is directly used
in the comparison done is Sec. 5.5.3.

One particularly elucidating calculation fit to RHIC data is done in [112]. The calculation
includes the Cronin effect, cold nuclear matter energy loss, dynamical shadowing, and other
CNM effects. These contributions are:

The Cronin Effect is attributed to multiple initial-state scatterings of partons in the cold
nuclei producing a broader distribution of the transverse momentum of the parton, kT. The
parton distribution function can be written as a function of x and kT: fb(xb, kT,b) (often Q2

is used instead of the latter, but not here), and in [112], the final kT distribution is thought
to be Gaussian. The Cronin effect is modelled as a change in the variance of this distribution
and is absorbed as a change in the nPDF.

Cold nuclear matter energy loss is the term for medium-induced gluon bremsstrahlung
as the initial state parton undergoes multiple scatterings, and is often modelled simply as
an energy shift in the nPDF, shown in Eq. 5.7

fa(xa)→ fa(
(xa)

1− εeff.

), (5.7)

where the main effect of the fluctuations due to multiple gluon emission is an effective reduced
fractional energy loss, εeff.. The overall average cold nuclear matter energy loss is obtained
by integrating the initial-state medium-induced bremsstrahlung spectrum [115].

Dynamical shadowing, or just shadowing, refers to suppression of the cross section in the
small-x region. The nature of shadowing in deep inelastic scattering can be understood in
terms of multiple scattering involving the hadronic component of a virtual photon and the
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overlap of the gluon distributions of different nucleons within the nucleus. The incoming
virtual photon is represented as a superposition of gluons, quarks, anti-quarks and their
bound states. At high bombarding energies the photon converts into qq̄-pair before the initial
scattering, and its hadronic component interacts coherently with several nucleons of the
target nucleus. This process leads to absorption and, therefore, to nucleon shadowing[116].
It is included as an effective shift in the x distribution of the partons, on which the nPDF
depends. The precise value of the shift depends on the color factor of the partons involved,
CF , and the characteristic scale of multiple scattering per nucleon, ξ2. The average values
for these are obtained from RHIC data as inputs into the shift of the x distribution[112].
This and the Cronin effect in particular is useful for the intuition: The direct photon cross
section in p–Pbshould not be sensitive to this effect, but the distribution of associated
charged hadrons resulting from the scattered parton should be. Thus, these contributions
cannot cancel in the ratio of yields in Eq. 5.6; these effects are added as modifications to the
hadronic cross section, but not for the photons. Measurements of the ratio of photon yields
in pp and p–Pbshow no depletion of direct photons [117].

To obtain the correct admixture of competing effects, these modifications to the nPDFs
are fit to data, in this case, RHIC. This is shown in Fig. 5.3.

Figure 5.3: The nuclear modification factor is plotted as a function of transverse momentum
for photons (left panel) and π0’s (right panel) measure with the PHENIX detector.[112]

There are additional cold nuclear matter effects, such as anti-shadowing at high bjorken-
x and the EMC effect that are not included in the calculation in [112]. Anti-shadowing
is considered to have similar origins as shadowing discussed previously, but is thought to
lead to an enhancement at more intermediate x [118], approximately above x ≈1 0−2 [52].
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The origins of the EMC effect are still not well understood. One model attributes it to
mean field modifications, in which close proximity of nucleons may allow quarks in different
nucleons to interact directly. Mean-field models predict that all nucleons experience some
degree of structure modification, and they are consistent with the observation that the EMC
effect increases with nuclear size, scales with local density, and saturates for very large nuclei
[53]. Another model suggests that rather than all nucleons experiencing some modification,
the short-range correlations hypothesis predicts that most nucleons at any one time are
unmodified, but some are substantially modified [54].

However, of particular importance for the comparison of this data is EPPS16 nPDF
parametrization, which does include these effects. EPPS16 is a nPDF parametrization based
on LHC, PHENIX, SLAC, and FNAL, and NMC data [52]. The overall x-dependant nuclear
modification RA

i (x) is given by the parametrization:

RA
i (x) =





a0 + (a1 + a2x) [exp(−x)− exp (−xa)] x ≤ xa
b0 + b1x+ b2x

2 + b3x
3 xa ≤ x ≤ xe

c0 + (c1 − c2x) (1− x)−β xe ≤ x ≤ 1
(5.8)

The available collider data is not sufficient to determine the nuclear modification for all
parton species separately, so RA

i (x) is defined only for valence quarks, RA
V (x), all sea quarks

together, RA
S (x), and gluons, RA

G(x). A is the mass number of the nucleus, and ai, bi, ci, β, xa,
and xe are all A-dependant parameters.

This parametrization actually already shown in Fig. 1.22, but is placed here again for
convenience.

For the calculation of the γiso-hadron spectra in [111], the nPDFs from EPPS16 were
used. The other key component relevant to the γiso-hadron correlations are modifications to
the fragmentation function. The calculation in [111], uses a vacuum fragmentation function,
Dh/d (zd, µ

2), based on the Kniehl-Kramer-Potter parametrization [119], where zd = pT/pTd

is the hadrons momentum fraction when the parton d fragments in vacuum. Vacuum frag-
mentation is used because the timescale of fragmentation is thought to be sufficiently begins
only after the scattered parton is no longer within nucleus. However, a precise estimate of
the fragmentation timescale requires a good measurement of Q2 [120].

The modification to the yield of associated hadrons in p–Pbis quantified as the ratio of
yields in p–Pband pp, IγhpA. IγhpA is plotted in Fig. 5.5 for the kinematic region most relevant
to the measurement detailed in this work.

This calculation is overlayed with the measured data as well as a QGP droplet calculation
in Fig. 5.6. It predicts a value of IγhpA above one at higher zT, meaning there is a higher yield of
hadrons in p–Pbfor that zT. This is attributed to the anti-shadowing effect from the EPPS16
nPDF. Section 5.5.3 will discuss in more detail the extent to which our data confirms this
prediction.
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Figure 1: Left: Typical form of PDF modifications in a nucleus. Right: Kinematic reach of the data used in nPDF

global analyses. Figures from Ref. 11).

done in leading order (LO) perturbative QCD; the first next-to-leading order (NLO) analysis was provided by nDS 8).

The EPS08 analysis 9) was the first to include RHIC dAu hadron-production data.

The relation of the bound-proton PDFs with respect to free-proton PDFs fp
i is often expressed in terms of the

nuclear modification factors

RA
i (x, Q2) =

f
p/A
i (x, Q2)

fp
i (x, Q2)

. (4)

A typical form of such modifications is shown in the left panel of Fig. 1: small-x shadowing followed by antishadowing,

EMC-e↵ect, and Fermi motion at large x. The global-analysis procedure is the same as in free-proton fits (see Ref. 10)

for a review), but there is a further complication since not enough data are available to fit each nucleus independently,

and instead one needs to parametrize also the mass number dependence. Also the kinematic reach of the available

data is more restricted than in corresponding free proton fits; see the right panel of Fig. 1 for an illustration of the

data used in the most recent EPPS16 analysis 11).

2 Global analysis

The PDF global analysis aims at finding the best possible parameter values such that a large set of experimental

data from various hard processes are optimally described. In practice this is done by minimizing the figure-of-merit

function

�2
global =

X

i,j

[Ti({a}) � Di] C
�1
ij [Tj({a}) � Dj ] (5)

with respect to a set of parameters {a}. Fig. 2 summarizes the various steps and inputs needed in the minimization

process. One begins by parameterizing the PDFs at some initial scale Q2
0 and sets initial values for the parameters.

The PDFs are then evolved to higher scales by solving the DGLAP equations and then convoluted with the coe�cient

functions to obtain theory predictions Ti. These are then compared to experimental values Di with covariances Cij

using Eq. (5). If the minimum attainable �2 was reached, one declares that the best fit was found and proceeds to

uncertainty analysis. If not, one alters the parameter values and computes the observables again. Since this loop has

to be traversed multiple times, fast methods for both solving the DGLAP equations and computing the observables

are needed so that neither of these becomes a bottleneck in the analysis.

It is worth to note that all of the inputs in Fig. 2 are possible sources of uncertainty. However, the theoretical

uncertainties related to the choice of the parametrization form or neglecting higher order corrections in the splitting

and coe�cient functions are hard to quantify. Thus one usually restricts oneself to asking how the experimental

uncertainties translate to uncertainties in the parameter values. The Hessian method for uncertainty extraction 12)

Figure 5.4: An illustration of the fit function RA
i (x) from the EPPS16 parametrization [52].
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FIG. 14. The modification factors Iγ h
AA or Iγ h

pPb due to CNM effect on γ dir-hadron spectra in Au+Au collisions at
√

sNN = 0.2 TeV (left plot),
in Pb + Pb collisions at

√
sNN = 2.76 TeV (middle plot) and p + Pb collisions at

√
sNN = 5.02 TeV (right plot) all within 0–10% centrality

are shown there in correspondence with Figs. 4 and 5.
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APPENDIX A

The cold nuclear modification factors for γ dir hadron Iγ h
AA

and Iγ h
pPb normalized by the number of trigger photons as a

function of zT in Au+Au collisions at
√

sNN = 0.2 TeV (left
plot), Pb + Pb collisions at

√
sNN = 2.76 TeV (middle plot),

and p + Pb collisions at
√

sNN = 5.02 TeV (right plot) all
within 0–10% centrality are shown in Fig. 14 in correspon-
dence with Figs. 4 and 5. In 0–10% Au+Au collisions at
0.2 TeV, at an average value of photon trigger transverse
momentum pT = 12 GeV/c, the direct photon spectrum has
a suppression of about 10% as shown in Fig. 4. While in
0–10% Pb + Pb at 2.76 TeV and p + Pb collisions at 5.02
TeV, at an average value of photon trigger transverse momen-
tum pT = 26 GeV/c, the direct photon spectra both have a

suppression of about 10% as shown in Fig. 5. All of them lead
to an enhancement of about 10% to the γ -hadron modification
factor Iγ h as shown in Fig. 14.

APPENDIX B

To show similarity of our numerical results with VISH
(2 + 1)D and superSONIC (2 + 1)D hydrodynamic model for
the bulk medium evolution, we extract the jet transport pa-
rameter q̂0 with superSONIC (2 + 1)D hydrodynamic model
in 0–10% Au+Au collisions at

√
sNN = 0.2 TeV shown in

Fig. 15, as a comparison to Fig. 6, which is obtained with
VHIS (2 + 1)D hydrodynamic model. As we can see the best
fit of q̂0 we get with superSONIC hydro in 0–10% Au+Au
collisions at 0.2 TeV is 1.7 GeV2/fm (q̂0/T 3

0 ≈ 6.7) while it
is 1.5 GeV2/fm (q̂0/T 3

0 ≈ 5.9) with VISH hydro. These two
values of q̂0/T 3

0 are in the extracted range of q̂0/T 3
0 ≈ 4.0–7.0

as shown in the purple solid box in Fig. 8, which is the jet
transport coefficient range we used for p + Pb collisions in
Fig. 13.
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Figure 5.5: The modification factor IγhpPb due to CNM effect on γdir-hadron spectra in p+ Pb
collisions at

√
sNN = 5.02TeV within 0− 10% centrality [111].
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5.5.2 Modeling a Droplet of QGP

The calculation in [111] models nuclear effects on the γ-hadron spectra by modeling a small
droplet of QGP produced in p–Pb collisions. The model involves the dynamical evolution of
the QGP medium that governs the space-time evolution of the local temperature and flow
velocity. The droplet dynamics utilize previous studies of jet quenching in A + A collisions,
obtained using the (2 + 1) dimensional viscous hydrodynamic model with Monte Carlo-
Glauber initial conditions. The scaled jet transport coefficient q̂0/T

3
0 , which is the mean pT

transfer between the parton and the medium in each collision, determines the magnitude of
energy loss, and is taken from the single inclusive hadron spectra in Au+Au and peripheral
Pb+Pb hydrodynamic simulations.

Importantly, the droplet of QGP should modify the fragmentation function. If Dh/d (zd)

is the vacuum fragmentation function, D̃h/d (zd, µ
2,∆Ed) is the hot medium modified frag-

mentation function, and is related to the vacuum fragmentation function by:

D̃h/d

(
zd, µ

2,∆Ed
)

=
(

1− e−〈Nd
g 〉
)[z′d

zd
Dh/d

(
z′d, µ

2
)

+
〈
Nd
g

〉 z′g
zd
Dh/g

(
z′g, µ

2
)]

+ e−〈Nd
g 〉Dh/d

(
zd, µ

2
)

(5.9)

z′d = pT/ (pTd −∆Ed) is the momentum fraction of a hadron with transverse momentum
pT from a parton with initial transverse momentum pTd that has lost energy ∆Ed while
propagating through the hot medium. 〈Nd

g 〉 is the average number of radiated gluons and

z′g =
〈
Nd
g

〉
pT/∆Ed is the momentum fraction of a hadron from a radiated gluon which

carries an average energy ∆Ed/
〈
Nd
g

〉
. Lastly,

(
1− e−〈Nd

g 〉
)

is the probability for a parton

to suffer at least one inelastic scattering while propagating through the hot medium. ∆Ed
can be calculated by doing an integral over the partons propagation path, l, and is detailed
in [121]. 〈Nd

g 〉 is calculated from [122].
The expectation of γ-hadron suppression due to jet quenching in a small droplet of QGP

in p–Pb collisions is shown as the orange band in Fig. 5.6. The width of the band represents
the uncertainty on the calculation, given by varying the parameters of the caluclation. The
leading uncertainty in the calculation arises from varying the QGP formation time, τ0 be-
tween 0.5-1.0 fm/c. A comparison to the measured data can constrain these parameters, as
well as the model in general.

5.5.3 Measurements and Models Compared

The comparison between these calculations and this measurement are shown in Fig. 5.6.
Interestingly, the QGP droplet model predicts that even if a small droplet of QGP were

to form, it’s effects would be extremely small: it is close to 1.0 in the ratio, well within
the statistical and systematic uncertainties in the data. Qualitatively, the calculation being

133



ALI-DER-353793

Figure 5.6: The ratio of isolated-tagged fragmentation functions for pp and p–Pb data at√
s = 5.02 TeV as measured by the ALICE detector. The ratio is compared to two models

from [111]. The CNM model evolves the partons without parton energy loss, while the quark
gluon plasma (QGP) model assumes that a small droplet of QGP is created in p–Pb collisions
and applies an energy loss to the partons.

below unity is in line with expectations of energy loss in a small QGP droplet. While the
formation of QGP in p–Pb is currently a topic of debate in the field, this model indicates that
the modification of the parton fragmentation function in p–Pb is very unlikely to unambigu-
ously reveal its existence. The prediction based on nuclear PDFs tells a very different story.
The nuclear modification factor of the PDFs in the CNM model were given by the EPPS16
parametrization [123]. It indicates that if a modification to the parton distribution function
were to be observed, it should result in an enhancement at higher zT, roughly corresponding
to the anti-shadowing region at higher Bjorken-x shown in figure 5.4.

The data are consistent with both models. This is not surprising, despite the very different
underlying physics that make up the models. The xT region of 0.005 < xT < 0.016 probed in
this analysis corresponds to a region in the EPPS16 nPDFs where the modification is close
to one; the region is close to the anti-shadowing maximum that corresponds to at most a
10% effect, and is before the EMC minimum in Fig. 5.4. Larger cold nuclear matter effects
are expected to occur at an even lower x. A measurement using photon triggers with half
the pT would probe the nPDFs closer to the shadowing region, where a larger suppression is
expected. According to [52], this suppression is expected to be approximately 40%. However,
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much higher statistical precision would be needed to measure this with precision. The
constant fit to the fragmentation function ratios has an error band of approximately 26%.

The modifications predicted by the QGP droplet are extremely small for this kinematic
range, and would require orders of magnitude more data to distinguish from unity. While
flow has been observed in small systems, energy loss or jet suppression has not been observed.
The search for energy loss in small systems continues, it at least indicates that hot nuclear
matter, if present at all, will have a small effect on the fragmentation function. This means
that if a large modification were to observed in p–Pb it is unlikely to be the result of a QGP
droplet.
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Chapter 6

Conclusions

The γiso-hadron correlations presented in this work marks the first γiso-tagged fragmentation
function measurement in p–Pb. The relatively lower Q2 probed include partons that are
expected to be more sensitive to cold nuclear matter modification. Nonetheless, no mod-
ification is observed within the reported uncertainties between the fragmentation function
in p–Pb and pp. Comparisons to models indicate that any cold nuclear matter effects, or
suppression from a small droplet of QGP formed in p–Pb should be small, and fall within
the reported uncertainties of this measurement.

Any modification observed in Pb–Pb larger than the uncertainty of 13% cannot be at-
tributed to cold nuclear matter effects, and must be due to the modification of the produced
Quark Gluon Plasma on the scattered parton. An analysis on isolated photon-hadron cor-
relations in Pb–Pb using similar techniques is a natural extension of this work, and would
focus on hot nuclear matter effects. For additional insights into cold nuclear matter effects,
and their modification of scattered partons, however, a very different direction is needed.
While the golden channel of prompt γ-jet and γ-hadron correlations provide excellent con-
straints on the kinematics of the scattered parton, and therefore remarkable insight into
modifications of the parton, they remain relatively rare in high energy heavy ion collisions
due to the relatively low cross section of prompt photons compared to decay photons. Thus
the overall statistical precision of the measurement is limited.

The Electron Ion Collider encompasses another direction for the study of cold nuclear
mater. Semi Inclusive Deep Inelastic Scattering where the final state jet Q2 can be precisely
measured is a promising direction. The EIC with an integrated luminosity of LEIC =
10fb−1, will enable measurements with much higher statistical precision, and more rigorous
comparisons to theoretical predictions. Specifically, measurements of charged jets represent
two aspects of the larger jet physics program at the EIC. The charged jet fragmentation
function can be measured at much lower Q2 than in relativistic heavy ion or p+A collisions.
The electron-jet correlation functions can probe the interaction of scattered partons with a
cold nuclear medium.

The study of cold nuclear matter effects at ALICE can help us elucidate differences hot
nuclear matter effects arising in a small quark gluon plasma droplet vs. cold nuclear matter
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effects. These can be compared to transport in QCD matter at the highest energy densities
available. Studies at the EIC will more directly probe QCD in nuclei, and also help answer
fundamental questions relating the internal structure of nuclei. As these measurements
progress in precision and sensitivity, our knowledge of QCD inside the nucleus will grow,
and with it, our understanding of all hadronic matter that makes up our visible universe.
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Appendix A

The Electron Ion Collider

The Electron Ion Collider (EIC) is a planned US-based facility that will make precision
measurements of the collisions of electrons with polarized protons and ions over a large mass
range to study Quantum Chromodynamics (QCD) [64, 124]. Electrons with energies up to
18 GeV will collide with protons up to 275 GeV and ions with energies up to 110 GeV per
nucleon, at luminosities up to 1034 cm−2 s−1 [125]. The EIC will explore a very wide range
of physics topics, including - among others - the spin structure of protons and light nuclei,
the partonic structure of light and heavy ions, parton transport in nuclear matter, and the
hadronization process. The analysis in this chapter will primarily focus on the latter two
topics using jets to study the fragmentation functions as the parton transport in the nucleus.

The ALICE γ-hadron measurements in this dissertation constrain the modification of the
parton fragmentation function due to cold nuclear matter effects within 13% for a xT range
of approximately 0.005 − 0.016. But despite ALICE being the heavy-ion detector at the
LHC, the large particle multiplicities and high energies make precise measurements of Q2

impossible, ruling out comparisons to many theoretical models of cold nuclear matter effects.
The EIC, however, makes measurements of Q2 trivial; the EIC was designed from the ground
up for that very purpose. Studying the charged jet fragmentation function at the EIC can
place much tighter constraints on modifications to the fragmentation function. Additionally,
measurements of electron-jet correlations can probe the mean energy of a parton lost to the
nucleus, q̂L.

While the γ-hadron correlations place very important constraints on cold nuclear matter
effects, it does so as a small part of general-purpose detector with a very large heavy-ion
program, largely focused on the development of the quark gluon plasma. Jet measurements
at the EIC however, can probe the nucleus much more precisely through semi-inclusive deep
inelastic scattering and furthermore help quantify certain properties of the nucleus. This
chapter focuses on such measurements, done with a novel all-silicon tracker design for the
EIC. The tracker will be described in detail, followed by a description of the simulated jet
reconstruction performance, and end with the simulation of two physical observables to be
measured at the EIC.
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Figure A.1: Schematic of how the EIC will fit within the tunnel of the Relativistic Heavy
Ion Collider reusing essential infrastructure and key components of RHIC [126].

A.1 All-Silicon Tracker Concept Design

The detectors that make up the EIC have been conceptualized as general-purpose instru-
ments surrounding the interaction point (IP) and embedded in a solenoidal magnetic field
with a field strength of either 1.4 or 3.0 T. A cylindrical volume of 2.5m along the z axis
with a radius of 80 cm is reserved for the innermost tracking system. The innermost tracking
system will then be surrounded by other sub-detectors including particle identification (PID)
detectors as well as electromagnetic and hadronic calorimeters. The tracking and vertexing
systems at the EIC must have a wide kinematic coverage, good momentum resolution, and
secondary vertex separation capabilities in order to meet the demands of the EIC physics
programs. One very interesting detector design being considered is an all-silicon tracker
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for both momentum and vertex measurements, a contrast from the ALICE hybrid tracking
system.

Recent R&D studies have showed that the all-silicon tracker can deliver comparable or
better momentum resolution compared to hybrid concepts while being substantially more
compact radially. This leaves much more room for the outer PID detectors that can enhance
the overall PID capabilities of the EIC. This detector concept in implemented in GEANT4,
and discussed in the next section.

Figure A.2: All-silicon tracker geometry. Left: GEANT4 schematic of the tracker cross
section. The barrel, disks, and support structure correspond to the green, dark-gray, and
yellow components, respectively. The beryllium section of the beam pipe is shown in cyan.
The rest of the beam pipe, which takes into account the expected electron-hadron-beam
crossing angle is shown in light-gray. Right: detector schematic (side view). The barrel
layers, disks, and support structure are represented in blue, red, and yellow, respectively.
See text for details. Taken from [127].

A schematic of the all-silicon tracker concept considered in this work is shown in Fig. A.2.
The detector, designed within a generic EIC-detector R&D effort [128], corresponds to
a cylindrical tracker with radius of 43.2 cm and length of 242 cm along the z direction
and wrapped around the beam pipe and centered at the nominal IP (which corresponds to
(x, y, z) = (0, 0, 0)). In the region −79.8 < z < 66.8 cm, the current design of the beam pipe
corresponds to a beryllium cylinder of radius of 3.17 cm and a thickness of 760 µm. Outside
of this region, the beam pipe fans out to accommodate a beam-crossing angle of ≈25mrad.
Inside the beam pipe, a vacuum is simulated. The rest of the geometry is embedded in an
air volume.

The tracker coverage for low values of pseudorapidity, η ≡ −ln
(

tan(θ/2)
)

is provided by
a barrel with 6 layers. The radii at which these layers are located and their corresponding
lengths along z are summarized on Table A.1 and illustrated in Fig. A.2 (right). They are
laid out as three double layers to provide redundancy, and the middle double layer is placed
equidistant between the inner and outer double layers to measure hits in the vicinity of the
sagitta (vertical line from the midpoint of the chord to the arc itself, where the arc is simply
the charged particles bend in the magnetic field) to optimize the momentum resolution.
The pairing of the barrel layers also has the benefit of reducing the number of unique stave
designs required.
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The vertexing capabilities of the detector are driven primarily by the first two layers.
The innermost layer is placed as close to the beam pipe as possible, and the position of
the second layer was varied until the optimal vertexing performance was found. Coverage
at larger absolute values of pseudorapidity is provided by 5 disks in each direction. These
disks are assembled by adding rectangular staves in parallel and giving each a length that
fits within a circle of radius R, the disk outer radii presented in Table A.2, along with their
z positions and inner radii; see Fig. A.2 (right).

Given the rectangular geometry of the staves, the hole through which the beam pipe
passes is shaped as a square with sides equal to twice the inner radii presented in Table A.2.
While the disks on either side of the x − y plane are positioned at the same distance from
the center of the detector and their outer radii are the same, their inner radii are optimized
to be as close to the beam pipe as possible. Thus, the acceptance limit at high |η| is
given by the beam-pipe geometry. Given the asymmetric nature of the EIC collisions (i.e.
electrons colliding with protons or nuclei with different lab-frame energies), a potential future
improvement is to optimize the disk layout separately for the forward and backward regions.
An odd number of disks is favored to measure hits in the vicinity of the sagitta, thus achieving
a better resolution. The transition between the barrel and the disks occurs at |η| ≈ 1.1.

0 0.5 1 1.5 2 2.5 3 3.5
η

0

0.05

0.1

0.15

0.2

0.25

) 0
ra

di
at

io
n 

le
ng

th
 (

X
/X

beampipe

barrel

disk staves

services and support

Total

Figure A.3: Detector material budget. Left: schematic of the ALICE ITS2 inner-barrel
staves used in the all-silicon tracker design presented here. Schematic taken from Fig.1.3
in [129]. Right: all-silicon tracker material scan. The dashed magenta line corresponds to the
material from the beam pipe. The barrel and disk contributions are shown in red and blue,
respectively. The aluminum support structure is shown in yellow. The total contribution is
shown in black. See text for details.

Both the barrel layers and the disks are made up of realistic staves modeled after the
ALICE-ITS2-upgrade inner-barrel staves [129, 130, 131] and shown in Fig. A.3 (left). Be-
sides the active silicon volume, each stave includes components such as carbon-fiber support
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Table A.1: Barrel-layer radii and lengths.

Barrel radius length along z
layer [cm] [cm]

1 3.30 30
2 5.70 30
3 21.00 54
4 22.68 60
5 39.30 105
6 43.23 114

Table A.2: Disk z position and inner and outer radii.

Disk z position outer inner
number [cm] radius [cm] radius [cm]

-5 -121 43.23 4.41
-4 -97 43.23 3.70
-3 -73 43.23 3.18
-2 -49 36.26 3.18
-1 -25 18.50 3.18
1 25 18.50 3.18
2 49 36.26 3.18
3 73 43.23 3.50
4 97 43.23 4.70
5 121 43.23 5.91

structures and water cooling pipes, which combined correspond to an average material bud-
get of 0.3% X0 per stave. The total amount of material that these staves contribute to the
all-silicon tracker geometry is shown in Fig. A.3 (right) Since the staves create a periodic but
φ-varying structure (where φ corresponds to the azimuth), the geometry is scanned around
the azimuth for a fixed η, and the minimum and maximum amounts of material found define
the boundaries of the uncertainty band. With the current configuration, the material budget
contributed by the barrel and disk staves is < 5%X 0.

The attributes of the sensor used in the simulations are taken from the eRD25 and
EIC Silicon Consortium [132] descriptions of the projected properties of an EIC specific
Monolithic Active Pixel Sensor (MAPS) currently under development. The sensor silicon
pixels have a pitch of 10×10µm2 (corresponding to a point resolution of 10/

√
12 µm) and

silicon thickness of 50 µm. While this simulation effort uses 0.3% X0 for the inner two
tracking layers, there are ongoing R&D efforts to use stitched, thinned and bent air-cooled
silicon to allow the vertexing layers to become as thin as 0.05% X0 [133].

As part of the EIC Yellow Report effort, projections were generated for both the radiation
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length of staves and discs [134] based on the eRD25 EIC specific sensor and for the services
(location and composition) and mechanical supports [135] that would be required to complete
a tracking detector. These projections, which were only available after most of the work
presented here, are referenced for completeness and are reasonably consistent with what is
used in the shown simulation for material in the tracking detectors acceptance.

The detector is complemented with a simplistic conical aluminum support structure with
a thickness of 5mm which is tapered for z > 58 cm. As shown in Fig. A.3 (right), this support
structure adds a significant amount of material to the detector. However, the projective
design concentrates this material into a narrow pseudorapidity range at |η| = 1.1. More
realistic support structures (likely made of carbon-fiber composite) and services are still to
be implemented. An earlier notional all-silicon detector extended out to a radius of 75 cm
[136]; a larger detector can offer improved momentum resolution, at a cost in larger silicon
area, and hence cost. This study also considered the possibility of using timing to improve
resolution for low-momentum particles, but this is difficult with the smaller 43 cm lever arm.

A.2 Jet Physics at the EIC

As discussed previously, jets are composite objects that relate final-state particles measured
in the detector to an initial parton, and serve as a powerful tool for probing QCD. Jets are
measured experimentally by clustering the observed particles using a particular clustering
algorithm (anti-kT [137] in this work) within a chosen jet resolution parameter. In heavy-
ion collisions, prompt γ-jet and γ-hadron correlations are labelled ”the golden channel”,
because the measured photon constrains the kinematics scattered parton, allowing one to
study deviations or modifications to the parton more accurately. Such constrains in heavy-
ion physics are not common, due to the extremely high multiplicity environments.

Semi-Inclusive Deep Inelastic Scattering (SIDIS) at the EIC goes much further in this
regard, and thus can yield exciting new insights to studying QCD in nuclei. By accurately
measuring the energy of the electron before and after the scattering, one obtains an excellent
handle on the momentum that is transferred from the beam electron to the parton. Thus,
at leading order, the parton should have momentum Q in the absence of any modification,
and yield a measured jet with comparable momentum. Rather than a rare event, as it is in
prompt photon channels in heavy-ion collisions, SIDIS events are the rule, not the exception.
Figure A.4 shows a carton of SIDIS with a measured jet. Futhermore, jet can be measured
at much lower Q2 at the EIC when compared to the LHC, down to Q2 = 10−5 [138].

Earlier studies of e+p collisions utilized jets, but in a limited fashion [139]. An extensive
jet program has been proposed for the EIC, as follows:

• Jets from electroproduction in DIS can be used to study parton energy loss and inter-
actions in cold nuclear matter [140].

• Inclusive jet production in polarized electron-proton collisions constrains the helicity-
dependent parton distribution function (PDF) of the proton at low x, complementary
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Figure A.4: Leading order deep inelastic scattering diagram. The struck quark is observed
as a jet of final state hadrons and serves as an excellent probe of the nucleus.

to existing measurements at high-x [141].

• Inclusive jet production in DIS off nuclei [142] and dijet quasi-real photoproduc-
tion [143] can be used to advance our knowledge of nuclear PDFs.

• Dijet photoproduction gives access to the photon PDF [144].

• Single-inclusive lepton scattering resulting in jets, where the scattered electron is not
observed, has been proposed as an EIC measurement to study transverse spin effects
in the nucleon [145, 146].

• Jets complement measurements of the three-dimensional structure of hadrons, encoded
in transverse momentum-dependent (TMD) PDFs and fragmentation functions (TMD
FFs). Unlike in the semi-inclusive DIS case, jet measurements allow the extraction
of these two quantities separately. Specifically, jet measurements at the EIC have
been proposed to constrain the quark Sivers function, transversity distribution, and
the Collins FF [147].

• Dijet production can be used to access gluon TMD functions at the EIC [148, 149].

• Charm-jet cross section measurements can be used to resolve the tension between
different experimental results regarding the strangeness content of the nucleon [150].

• Substructure measurements can be used to tune parton-shower event generators and
study cold nuclear matter effects as explored in [151].
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Of particular interest for this work is the study of jets to study parton energy loss that
can be observed as a pT broadening effect on the measured jet; When a highly energetic jet
is produced in the hard partonic process, it experiences multiple interactions with the target
nucleus which will generate pT -broadening effects [152]. These final state interactions can
also be factorized into the TMD quark distribution of the nucleus, from which one can extract
the typical transverse momentum obtained by the quark, q̂L, through multiple interactions
with the cold nuclear matter[153]. The pT broadening effect can be observed by measuring
electron jet correlations, and modelled using different q̂L. This is shown in Fig. A.5.

Figure A.5: pT broadening effects for the lepton jet azimuthal correlation due to the inter-
action with cold nuclear matter as a function of ∆ϕ = |ϕjet − ϕl − π| for two typical values
of q̂L [154].

In the next, section the jet momentum and angular resolutions achievable with the all-
silicon tracker are discussed. Finally, two specific observables, electron-jet correlations in
DIS and the charged jet fragmentation function, will be presented to illustrate potential of
the physics with jets reconstructed in the silicon tracker.

A.3 Charged Jet Reconstruction Performance

Of course, the jet physics program at the EIC can only be accomplished with accurate
measurements of the final state jets. This section discusses the jet reconstruction performance
of the all-silicon tracker described in Sec. A.1. Charged jets have been measured extensively
in p+p collisions with the ALICE detector at the large hadron collider [155].

Track-only jets can often offer greater experimental precision, but are traditionally harder
to compare to theoretical calculations. However, there has been progress in connecting
experimental track-only jet observables with theoretical studies [156]. To quantify the jet
reconstruction performance of the silicon tracker described in section A.1, electron-proton
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collisions are simulated with the PYTHIA8 Monte-Carlo generator and a full GEANT4
simulation with a 1.4 T and 3.0 T solenoidal magnetic field. Electrons and protons are
collisions are simulated with a center-of-mass energy of

√
s = 89 GeV and a minimum Q2

of 16(GeV/c)2. Jets are reconstructed using the anti-kT algorithm, with a large resolution
parameter of R = 1.0. This is feasible due to the relatively low multiplicity of particles
produced in e+p collisions.

Reconstructed jets are required to have 4 or more constituents and a minimum total
energy of 4.0 GeV (informed by the minimum Q2 of 16(GeV/c)2) in order to be considered.
Jets are reconstructed in the range |η| < 3.5, according to the acceptance of the all-silicon
tracker. Reconstructed jets within ∆R = 0.5 of the highest energy electron in the event are
omitted to ensure that the beam electron is not included as part of any jet.

Additional selections are made on the jet constituents. They are required to have a pT ≥
70 MeV/c, with a higher threshold depending on η of the constituent. The minimum pT

for different η regions is shown in Table A.3. The values in Table A.3 are extracted from
Ref. [157] and exceed the values discussed in section A.1. These are based on the need for
three or more traversed barrel layers or disks in the all-silicon tracker in order to determine
the track curvature for a charged particle and hence its transverse momentum. Jets with
constituents that hit the conical supports where the central barrel meets the forward and
backward disks are omitted. Based on Fig. A.3, we take this range to be 1.06 < |η| < 1.13.

Table A.3: Minimum pT-threshold (in MeV/c) for charged jet constituents.

B field [T] |η| < 1.0 1.0 < |η| < 1.5 1.5 < |η| < 2.0 2.0 < |η| < 2.5 2.5 < |η| < 3.5

1.4 200 150 70 130 100
3.0 400 300 160 220 150

Reconstructed jets are matched to truth-level jets by requiring that the two axis of the
jet are within ∆R < 0.01. In the event that two or more truth-level jets satisfy this criteria,
the truth jet with the higher energy is matched to the reconstructed jet. Once the jets are
matched, the neutral components from the truth-level jets are subtracted to obtain charged
truth jets. The 4-momenta of the neutral constituents are subtracted from the particle-level
generated jets to obtain charged jet 4-vector:

pjet, µcharged = pjet, µtotal − pjet, µneutral. (A.1)

Certain aspects of the original jet will be unaltered by the subtraction; the jet area, for
example is not recalculated according to Eq. A.1. A negligible difference was found in the
jet performance studies using particle-level jets that were originally charged-only, versus
particle-level jets where the neutral components are subtracted.

Figure A.6 shows the momentum response matrix for charged jets passing all criteria, with
pT ≥ 4 GeV/c. There is a strong correlation between the reconstructed jet momentum, pReco

Jet ,
and the charged truth jet momentum, pTruth,Ch

Jet , indicated by the prominent diagonal line in
the histogram. There are, however, jets that fall outside of this strong linear correlation.
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Figure A.6: Charged-jet momentum response for jets with Nconstituent ≥ 4 determined from
PYTHIA e+p events at 20×100 GeV collisions in a 1.4 T (left) and 3.0 T (right) magnetic
field.

The most important variable impacting the energy and position resolution of jets after all
other selections are made is the number of particles not reconstructed as part of the jet (ie
“missing” particles).
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Figure A.7: (Left) Number of missed jet constituents (N truth
constituent−N reco

constituent) vs. Jet dp/p.
(Right) dp/p distribution of jets with less than 1 missing constituent (blue), and jets with
with one or more missing constituents (red).

Figure A.7 shows the energy resolution of jets vs. the difference between number of truth
and reconstructed constituents, NMissed = N truth,ch

constituent − N reco
constituent. The left panel shows a

distribution centered at 0 for jets with no missing constituents. As the number of missed jet
constituents increases, this distribution broadens and shifts towards higher values of dp/p.
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The right panel shows the dp/p distribution of two populations of jets: jets with less than 1
missing constituent and jets with one or more missing constituents. Jets in a magnetic field
of 1.4 T (3.0 T) with less than 1 missing constituent make up approximately 58% (49%) of
jets that pass all other selection criteria and have a narrow distribution centered at 0 that is
well described by a Gaussian fit. Jets with one or more missing constituents, however, have a
much broader dp/p distribution that is shifted toward higher values. These are best described
by a Landau distribution. Consequently, we characterize the jet momentum resolution of the
silicon tracker by simply taking the standard deviation of the dp/p distribution; Gaussian
fits to the combined distributions are dominated by the narrow peak at dp/p ≈ 0, with
the detrimental effect of poorly characterizing the non-Gaussian “shoulder” shown in red in
Fig. A.7.
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Figure A.8: Momentum and angular resolutions of charged jets, reconstructed with the all-
Silicon tracker simulated in PYTHIA e+p collisions at 20×100 GeV with the 3.0T magnetic-
field configuration.

Figure A.8 shows the momentum and angular resolutions of jets in a 3.0 T field. The
resolutions are shown in bins of jet momentum and η. The momentum resolution for jets
with one or more missing particles that make up the shoulder of the distribution is more
difficult to describe. The dp/p distribution shown in Fig. A.7 in red is best fit with a Landau
distribution, where σ is undefined. Therefore, instead of a fit, the simple numerical standard
deviation of the overall distribution is taken, and reported for the momentum resolution in
Fig. A.8. The angular resolutions are well described by double-Gaussian fits, where in both
the azimuthal and polar angular distributions there is a narrow peak centered at zero, with
a low shoulder at larger values. The narrow Gaussian from the fit is used to the standard
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Figure A.9: Momentum and angular resolutions of charged jets reconstructed with the all-
Silicon tracker simulated in PYTHIA e+p collisions at 20×100 GeV with the 1.4 T magnetic-
field configuration.

deviation and its uncertainty is estimated from the fit. Figure A.9 shows the resulting
resolutions of applying this procedure to jets simulated in a 1.4 T magnetic field.

A.4 Charged Jet Observables at the EIC

Figure A.10 shows full simulation results for the azimuthal difference between jets and the
scattered electron, |ϕjet − ϕe − π| in a 1.4 and 3.0T magnetic field. Dashed lines display the
correlation between the reconstructed scattered electron and charged jets both reconstructed
with the all-silicon tracker. The darker solid lines show the correlation between the scattered
truth electron and particle-level truth jets. The shaded bands centered on the reconstructed
correlation reflect the estimated uncertainty arising from the ∆ϕ resolution, extracted by
a fitting double Gaussian to d∆ϕ distributions, where d∆ϕ = (∆ϕtruth − ∆ϕreco/∆ϕtruth.
The band is obtained by varying the reconstructed ∆ϕ correlation by ±σ∆ϕ. The statistical
error bars are scaled to reflect an expected luminosity of L = 10fb−1. Both the electron
and jet momentum and azimuthal angle, ϕ, are reconstructed using the all-silicon tracker.
The measurement on actual data, however, will likely implement an E/P ≈ 1.0 selection
on the electron. However, at the time of this simulation, a mature design of the backwards
calorimeter responsible for measuring the electron’s energy was not implemented. Instead,
the electron truth energy was smeared by the backward calorimeter energy resolution of
σ(E)/E ≈ 2%

√
E ⊗ (1− 3)% described in the EIC yellow report of [138].
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particle-level scattered electron and jets. The dashed lines display the correlation between
the reconstructed electron and reconstructed jets, with the shaded bands representing the
uncertainty arising from the ∆ϕ resolution. The statistical error bars are scaled to reflect
an expected luminosity of L = 10fb−1.
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Kammion Irroittaen Kaasusta Elektroneja. Elektroni Kiitä Kohti Positiivisesti Varat-
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