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Abstract

Over the course of nearly a century, astrophysical and cosmological evidence has suggested
that a large portion of the universe’s mass is comprised of some form of non-luminous matter.
Called dark matter, its source remains an open question to the present day. Inspired by
theories such as Supersymmetry (SUSY), in recent years, the weakly interacting massive

particle (WIMP) hypothesis, has dominated the dark matter search landscape.

A generic, weak-scale, thermal relic WIMP could account for all of the observed dark mat-
ter in the universe, and experimenters continue to probe new WIMP parameter space by
developing larger and more sensitive detectors. However, these experiments have detection
thresholds for deposited energy, and they tend to lose sensitivity for low mass (below 10 GeV)
dark matter particles. This leaves a large range of parameter space open for exploration, and
new experiments are being launched to search in this region. Furthermore, while some effort
has been directed towards detection of ultra-low mass (below 100 eV) dark matter candidates,

all efforts to date have yielded null results, and the regime remains largely unexplored.

Extending the Standard Model (SM) to include an extra U(1) gauge symmetry, requires a
new gauge boson called a dark photon that can couple very weakly to electrically charged
particles. If the dark photon has mass, it will mix with the Standard Model (SM) photon.

The mixing parameter effectively translates to a coupling strength e, between the dark
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photon and SM fermions. Due to its mass, it is also a candidate for low-mass dark matter.

This thesis describes the development of the Dark E-Field Radio Experiment: A wideband
search for the weak electric field signature of a dark photon in the 200-1250 neV (50-300 MHz)
mass range. The experiment utilized a commercial, real-time spectrum analyzer coupled
to a wide bandwidth antenna. Over the course of 133 days, 3.8 hours of real-time data

07115, The experiment is

were collected and analyzed to set an upper limit on € of ~ 1
the electromagnetic dual of magnetic detector dark radio experiments being carried out
elsewhere. A paper based on this work has been peer-reviewed and published (Godfrey

et al., 2021). Work done in preparation for the next phase of the experiment, along with

suggestions for improvement to the current experimental design, are also described.

This work was supervised by Professors J. Anthony Tyson, S. Mani Tripathi, and Brian H.
Kolner, and was performed in collaboration with scientists at Stanford University and the

University of California, Davis.
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Chapter 1

The Dark Matter Story

1.1 History of Dark Matter

Astronomy at the turn of the twentieth century was heavily focused on stellar observations.
Even though prisms had been around since Newton ([1]), it took until 1912 when John
Stanley Plaskett began developing high enough quality diffraction gratings that allowed for
the observation of both dimmer objects and the dynamics of celestial bodies |2]. This also
coincided with the development of photographic plates as a recording mechanism for these
spectra [3, p. 42].

By the early 1920’s, efforts were underway to map out the local mass density of the
Milky Way. In 1922, J.C. Kapteyn was one of the first to do this by modeling the shape and
velocity profile of the Milky Way [4]. He established a relationship between the motion of

stars and their velocity dispersion concluding that the effective mass density was higher than



the observed luminosity (M/L ratio) [5], although he ultimately concluded that it appears
at once that this mass cannot be excessive|6]. This work was followed up by James Jeans,
similarly finding a mismatch between mass density and luminosity in the Milky Way. In
1932, Jan Oort, Kapteyn’s student, provided a more detailed analysis to understand the
kinematics of stars in the local solar neighborhood and also provided an estimate of the local
mass density once again finding that there was more matter than suggested from looking at
the luminosity of the stellar objects [5].

Contemporaneous with the work of Kapteyn and Jeans, Alexander Friedman showed
that Einstein’s field equations allowed for the possibility of an expanding universe [7]. This
was independently derived in 1927 by Georges Lemaitre [8]. Hubble built off these results
experimentally showing the linear relationship between the distance to an object and its re-
cessional velocity due to the expansion of space [9]. This important result lead to the famous
work of Fritz Zwicky who is popularly attributed with coining the phrase dark matter [5).

Looking at eight galaxies within the Coma Cluster, Zwicky used the virial theorem to
relate the velocity dispersion of the galaxies to the gravitational potential energy. Doing
this, Zwicky found a large discrepancy between the two, finding that the galaxies had a
larger velocity dispersion than expected attributing das dunkle Materie, to non-luminous
astrophysical objects [4, [10].

While World War Two brought with it untold amounts of devastation, it also hastened
the development of radar, which ended up a boon for the astronomical community. Old

military radars were re-purposed for astronomical observations, heralding the start of radio



astronomy [4]. This in turn hastened the discovery of the hydrogen line, an electromagnetic
spectral line from microwaves coming from the hyperfine transition of the hydrogen 1s ground
state. First predicted in 1944 by Oort’s student, Hendrik van de Hulst, de Ewen and Purcell
experimentally observed it in 195111} [12].

This incredibly important discovery sets the stage for a significant amount of astrophys-
ical evidence for the existence of dark matter. The discovery of the hydrogen line allowed
astronomers to peer out to large radii through the interstellar cosmic dust that is opaque to

visible light.

1.1.1 Rotation Curves

By the 1960’s, radio observations confirmed the large mass-to-light ratios seen by Zwicky for
individual galaxies up to galaxy clusters |14} |15]. And new technology enabled astronomers
to look further out onto the edges of galaxies. The most famous example is the work of Vera
Rubin and Kent Ford. Building on the development of a new image tube spectrograph that
allowed observation of stars previously too faint to see, Kent Ford and Vera Rubin performed
spectroscopic observations of the Andromeda Galaxy looking at the rotational velocity of
stars versus distance from the galactic center. A plot from [13] is reproduced in Figure
showing how rotation velocity flattens out as distance from the center increases.

Now able to look far out from the galactic center, Rubin and Ford’s work both expanded

the regime of optical spectroscopy and also deepened the mystery of what was causing the
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Figure 1.1: Plot from Rubin’s 1978 paper Extended Rotation Curves of High-Luminosity
Spiral Galaxies showing rotational velocities of seven galaxies versus distance from the

nucleus )

flattening of the rotation curves [16].

It was during this time that explicit statements arguing for additional mass began to
appear. Ken Freeman’s seminal 1970 paper compared the radius that rotation curves were
expected to peak, assuming an exponential mass distribution, using optical data compared
to the observed 21cm rotation curves for both M33 and NGC300 spiral galaxies. He found

that there must be missing mass with a different mass distribution than what was visible
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Today, the astrophysical evidence supporting the the presence of dark matter extends
past the presence of large mass-to-light ratios. We now go through a brief summary of some

of that evidence.

1.1.2 Gravitational Lensing

Figure 1.2: Galaxy cluster CL0024+1654 (reddish yellow) lensing a background ring
galaxy into five images, evident by their faint blue color. The cluster distorts the five
images somewhat differently, which is due to the effects of the cluster’s gravitational
potential [18][19].



In 1916, Einstein published his general theory of relativity that relates energy and mo-
mentum to the curvature of spacetime [20, 21]. Since light travels the path of least time,
it will appear to bend around massive objects. This effect, is called gravitational lensing.
Predictions of gravitational lensing are variously attributed to Khvolson, Link, and Einstein
([22-24]). However, it was not until 1979 that the first gravitational lens was discovered [25].
An example of lensing is shown in Figure [I.2in which a background ring galaxy is lensed by
a foreground galaxy cluster to create multiple copies of the same galaxy.

Because dark matter only interacts gravitationally, lensing provides a mechanism by
which to discover its effect on EM radiation. Lensing is separated into three categories:
Strong, weak, and micro.

Strong lensing is characterized by easily visible distortions of a background source such
as arcs, rings, or multiple images. Weak lensing is a statistical measurement, looking at
correlations in the shapes of many background objects. Finally, for microlensing, the mass
of the foreground object is too low for the displacement of light to be easily seen. However,
variation in the brightness of the background object may still be detected. This depends on
the lens passing in front of the source in a reasonable amount of time (relative to a human
lifespan) in order to be observed [26]. Weak lensing measurements have provided mass
measurements of one of the most famous pieces of evidence for dark matter: The Bullet
Cluster[4l, |5].

Discovered in 1998, the Bullet Cluster is one of the strongest pieces of evidence for the
nature of dark matter. The cluster consists of two colliding galaxies located 3.7 billion
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Figure 1.3: False color composite image of Galaxy Cluster 1E 0657-56, also known as
the Bullet Cluster. Red shows the location of hot gas detected by the Chandra X-
ray Observatory in X-rays. Blue shows the areas with the greatest mass concentration
determined from gravitational lensing studies [27].

light years away from Earth. The galaxies contain three main components: Stars, gas, and
dark matter. Each behaves differently during the collision. Stars, observable in the visible
spectrum, are not affected by the collision and pass right through each other. Gas, seen
in X-rays, and comprising most of the visible mass, are slowed down via electromagnetic
interactions. Finally, dark matter is observable via weak lensing of background objects.
If dark matter interacted through the weak interaction, lensing would be strongest near

the X-ray gas. Instead, it is strongest in two regions nearby the visible galaxies. This is



in agreement with predictions that dark matter only interacts gravitationally|27]. This is
commonly cited as evidence against theories that do not include dark matter like Modified
Newtonian Dynamics (MOND) [4]. A false color composite image of the Bullet Cluster is

shown in Figure

1.1.3 Cosmic Microwave Background (CMB)

Current understanding of universe formation is that a scalar field called the inflaton field
drove a period of rapid expansion in the universe called inflation [2§]. After the initial
expansion, the inflaton field decayed creating a hot, dense, but uniform plasma. This in
turn created a mixture of quarks, gluons, and, ultimately, hadrons and leptons. During this
time, the lack of neutral particles meant that photons were readily absorbed and re-emitted
through Thomson scattering [29, Chapter 21.2]. As the universe continued to cool, charged
particles combined to form atoms approximately 370,000 years after the Big Bang[30]. Now
that the evolving universe was transparent to light, photons were able to travel long distances
and this primordial echo is what we see as the CMB |29, Chapter 28][31].

Discovered serendipitously by Arno Penzias and Robert Wilson in 1964, the CMB looks
like a 2.725K black body today and provides primary evidence for the Big Bang model of the
creation of the universe[33]. The first map of the CMB was done by the Cosmic Microwave
Background Explorer (COBE) between 1989 and 1993 [34]. Since then, much effort has

gone into developing experiments to measure the CMB at ever finer angular scales. Most
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Figure 1.4: Temperature anisotropies of the CMB measured by the Planck space tele-
scope. Reproduced from [32].

notably are the results from the Wilkinson Microwave Anisotropy Probe (WMAP) and the
Planck observatory. These experiments revealed that while there was near uniformity in
all directions, there were small residual temperature fluctuations explainable from quantum
fluctuations in the very early universe quickly expanding out to cosmological scales (Figure
&)

Prior to recombination, the universe acted much like a harmonic oscillator. Density
fluctuations pulled baryons together, which were then pushed apart when the over-density
became too high and radiation pressure forced them apart. As recombination occurred, these

fluctuations became locked into place resulting in density waves in the primordial plasma,



which are seen today as anisotropies in the angular power spectrum , .

6OOOFT —frr r T [ T T [ r T [ T T T [ T T T ]
5000 |

4000

(K]

3000 [

T
£

2000 |

1000

600 |-
300 F

ADFIT
o

-300
-eoo:\

R L L PRI RS S SRR N R R SRR R S S S M S R R
2 10 30 500 1000 1500 2000 2500
£

Figure 1.5: Temperature power spectrum from Planck 2018 results showing the spherical
harmonic decomposition of the temperature power spectrum. The m index has been
averaged over, which partially explains the larger variance at large angular scales (small
). A theoretical spectrum is overplotted in light blue in the upper panel. Residuals
with respect to this model are shown in the lower panel. The error bars show +1¢ error

bars [36].

The angular power spectrum measured from the Planck 2018 measurement of the CMB
anisotropies is shown in Figure [1.5] The size, shape, and location of these peaks inform
models for various parameters of the Universe and give bounds on the amount of baryonic
matter, dark matter, and dark energy in the universe. For example, under current under-

standing, a peak around ¢ = 200 indicates a flat universe. This in turn informs the energy
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density required to maintain a flat universe, which gives an estimate on the amount of dark
energy. It is also hypothesized that the abundance of dark matter influences the relative

height of the third peak relative to the second peak [39]. Planck 2018 results find that

Q4 = 0.6847 + 0.0073 (1.1)
Q. = 0.3153 + 0.0073 (1.2)
Q = 0.04924 % 0.00033 (1.3)

corresponding to the fractional mass densities of dark energy, dark matter, and baryonic

matter, respectively [36]. All values are normalized with respect to a critical density

B 3H?
Po = G

~ 8.6 x 10~ *"kg/m?, (1.4)

defined as the average matter density required to halt the expansion of the universe after an
infinite time [40]. This thesis will not discuss dark energy, but a good review is in [41].

Big Bang Nucleosynthesis provides an independent measure of the baryon mass density
by looking at the relative abundances of light elements besides *H that were produced from
around 10s until around 20 min after the Big Bang [42]. Immediately after hadronization,

nuclear reactions of the sort

n+et2v.+p (1.5)

n+ve=2p+e (1.6)
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kept the ratio of protons to neutrons close to parity[43]. As temperature dropped, the
number density of protons increased over neutrons due to their slightly lower mass. These
reactions slowed down until it became energetically unfavorable when the temperature of the
universe was approximately 0.8 MeVH Neutrons continued to decay into protons until the
temperature cooled below the energy that photons could disassociate deuterium signaling
the production of bound light nuclei (around 0.1 MeV) and light elements (mostly “He) up
to lithium. Looking at the mass fraction of any of the light elements, allows the computation
of the baryon-to-photon number density. Multiple elements gives further confirmation of the
model [44].

Current measurements give a baryon-to-photon ratio of
n = (5.931+£0.051) x 107 (1.7)
[45] and a baryon density of
O,h* = 0.02235 + 0.000016 + 0.00033 (1.8)

[46], which is consistent with CMB results in Equation [1.3] Here, h is the reduced Hubble

constant defined by the dimensionless quantity

~ 100km/ (s - Mpc)

h (1.9)

1 As a point of reference 1eV corresponds to approximately 11,600 K.
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1.2 Dark Matter Candidates

In light of the overwhelming evidence in support of missing mass, theories have been proposed
to explain what the missing mass may be. A survey of them is given in Figure [I.6] showing

the sea of possibilities. A few are highlighted and discussed in this section.

R~parity NMSSM
MSSM violating

Supersymmetry

@
%"\

=

Dark Photon
Light \

Force Carriers

Warped Extra

Sterile Neutrinos
Dimensions

Little Higgs

QCD Axions

Axion-like Particles
Littlest Higgs

made by Tim M.P. Tait

Figure 1.6: Sea of dark matter candidates showing highlighting the wide variety of
theoretical candidates [from T. Tait}[47]
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1.2.1 Baryonic matter

A natural candidate for dark matter is normal baryonic matter that is massive but non-
luminous. The mass range of these massive compact halo objects (MACHOs) spans a wide
mass range from 1072 to 107M, [48, 49]. Candidates include black holes, neutron stars,
red, white and brown dwarfs, and planets.

Gravitational micrloensing surveys have searched for MACHOs in mass ranges over many
orders of magnitude and found that they cannot contribute a significant fraction of the total
dark matter mass in the galaxy [50-55]. Observations by the Hubble Space Telescope of
the faint spectroscopic signature from red dwarfs showed that they compose only a small
fraction of the dark matter halo mass.

CMB observations constrain the amount of mass attributable to primordial black holes.
When black holes accrete matter, they emit X-rays, which then become microwaves due to
Thomson scattering and cosmic expansion. These microwaves distort the CMB isotropy,
which means limits on their numbers can be set by looking at the temperature variations
of the CMB [56]. These calculations have mostly ruled out primordial black holes as the

dominant form of dark matter, which effectively rules out MACHOs [57-59).

1.2.2 Weakly Interacting Massive Particles (WIMPs)

To obtain the observed dark matter abundance via thermal production requires a self-

annihilation cross section approximately equal to what is expected for a weakly interacting
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massive particle of order 100 GeV. This coincidence, combined with the prevailing opinion
that most of the mass in the Universe consists of cold, non-baryonic particles has pushed the
WIMP hypothesis to be one of the leading dark matter candidates for more than 35 years
because a generic weak-scale thermal relic could account for all of the observed dark matter
in the universe.

Thermal production of WIMPs during the early universe was kinematically allowed until
the temperature of the universe cooled below the WIMP mass. At this point, self-annihilation
reduced the number density until the mean free time for annihilation exceeded the age of the
universe. This so called freeze-out is what accounts for the current density of WIMPs [60].

WIMP searches are broadly focused in three main areas: Indirect, direct, and particle
searches. Indirect searches comprise astronomic searches for annihilation or decay products of
WIMPs such as high energy gamma rays that are a byproduct of either direct annihilation or
the inverse Compton scatter of charged particles. Non-observation of an annihilation signal
sets limits on the WIMP annihilation cross section [61].

Direct detection searches comprise lab-based detection techniques to observe the effect of
a WIMP-nucleus collision. There are many such experiments with a few different detection
modalities. Noble gas detectors such as DEAP, XENON, DarkSide, DARWIN, and LZ use
a noble element as a scintillation medium to detect the charge and light yield of a WIMP-
nucleus interaction. Similarly, there are experiments that use scintillating crystals instead
of a noble gas as a detection medium. These include experiments like DAMA /Libra (which
famously observed an annual modulation in the number of detection events consistent with
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WIMP detection), IceCube (looking for an excess of solar neutrinos that could be explained
by solar WIMP annihilation), ANAIS, and COSINE. Other experiments such as CDMS,
CoGeNT, CRESST, and EDELWEISS use cryogenic crystal detectors to measure the heat
generated by a WIMP vibrating the crystal lattice. Bubble chambers like PICO and COUPP
look for WIMP energy depositions inducing acoustic shock waves in a superheated liquid. A
comprehensive list of references to these experiments are contained in [62].

Even with all this experimental effort, no conclusive evidence for WIMPs has been found.
Measured and predicted limit curves for the spin-independent cross section versus mass for
various experiments are given in Figure[I.7] Null results from these searches have motivated

alternative theories.

1.2.3 Neutrinos

Long thought to have zero mass, the disappearance of atmospheric muon neutrinos, as
evidenced by an up-down asymmetry at the Super-Kamioka Neutrino Detection Experiment
(Super-K) provided the first indication of oscillations[64] and implied neutrinos have a non-
zero rest mass. Further proof of oscillations was in the resolution of the long-standing solar
neutrino problem, wherein the observed flux of electron neutrinos was about one-third of
what was expected from prevailing models of the sun [65]. This was then confirmed by
comparing the rates of charged current versus neutral current neutrino interactions because

only electron neutrinos participate in charged current interactions below the muon mass
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Figure 1.7: Exclusion limits on the WIMP spin independent cross section vs. WIMP
mass for various experiments both pass and future. The yellow region shows the neutrino
floor, where detectors will be able to see the neutral current interaction of a neutrino
and a nucleus. This irreducible background makes exploration below this floor very

difficult )

threshold, whereas all three species can undergo neutral current interactions.

Since neutrinos are uncharged under electromagnetism, they qualify as a dark matter

candidate due to their small mass. However, current constraints on neutrino masses make

them too light and not abundant enough to be a major contributor to the dark matter density
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[67]. Furthermore, since they are relativistic and free streaming, they do not contribute
towards dark matter clumping and galaxy formation [68].

Searches are ongoing, however, to look for sterile neutrinos. Such particles would have
opposite chirality to SM neutrinos and could have a large mass [69]. Experimental efforts
searching for sterile neutrinos, are inconclusive thus far [69-72]. However, sterile neutrinos

remain a viable dark matter candidate.

1.2.4 Axions

Quantum chromodynamics predicts that charge parity (CP)-symmetry should be violated
in the strong sector. A byproduct of this prediction is that the neutron, because it is a
hadron, should have an electric dipole moment. However, current limits on the neutron
electric dipole moment suggest a very small CP violating term. Thus, even though theory
predicts that CP violation should exist in the strong sector, no experiment has seen it. This
fine-tuning problem is known as the strong CP problem [73].

Named after its founders, Roberto Peccei and Helen Quinn, the Peccei-Quinn theory
introduces a new scalar field into the SM Lagrangian charged under a new U(1) symme-
try that allows for the construction of a quantum chromodynamics Lagrangian that ensures
CP symmetry. At some energy scale, spontaneous symmetry breaking creates a pseudo-
Nambu—-Goldstone boson. This light, psuedoscalar is called an azion. The non-zero (nega-

tive) vacuum expectation value of the axion field cancels out the CP violating term in the SM
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Lagrangian giving a solution to the strong CP problem. Theory predicts that this symme-
try breaking should happen below the electroweak scale. Since the energy scale is inversely
proportional to the mass, this predicts very light particles. Astronomical bounds place the
mass between 107> < m, < 1072V although axion-like particles (ALPs) are theoretically

motivated at mass scales many orders of magnitude lower |74].

a --»-~Garr4 a-->-

Bo

Figure 1.8: Feynman diagrams of axion decay into photons through a quark loop. (Left)
The conversion of axions into two photons in vacuum. (Right) The inverse Primakoff
effect in a static magnetic field [75].

Axions are postulated to have been produced in the early universe via the misalignment
mechanism. This non-thermal process generated a cosmological population of cold axions
with an abundance depending on the mass of the axion |[76-7§]. This production mechanism
is one of the possible ways that dark photons could have been produced in the early universe

as well [79]. Because axions are produced non-thermally, even though they have low mass,

they constitute a cold dark matter candidate [80]. This has important implications on
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the history of structure formation in the early universe. In the cold dark matter model,
small objects collapse under their self-gravity first, eventually merging with other objects
to form more massive structures. This is in general agreement with current observations of
cosmological structure in the universe [36, 81-83].

The electromagnetic interaction of the axion with field strength a and coupling g4 is

governed by the interaction Lagrangian given as

Loy = GarraE - B|75, 84]. (1.10)

This informs the diagram shown in Figure (1.8, There are two general direct detection
methods: Light-shining-through wall (LSW) and haloscope experiments [85]. Both take
advantage of the Primakoff effect, which is the resonant production of neutral pseudoscalar
mesons created via the interaction of two photons with an atomic nucleus [86] [84].

LSW experiments take advantage of high photon flux densities to look for photon excess
in a region past an electromagnetically opaque barrier. The experimental goal is that in the
presence of a strong magnetic field, placed before the barrier, photons convert into axions via
the traditional Primakoff effect. Then, after the barrier, axions convert back to photons via
the inverse Primakoff effect and are observed as a photon excess. However, the requirement
of two conversions means that the observed power is only proportional to the fourth power
of gayy 187].

Axion haloscopes look for production of axions inside a radio frequency (RF) cavity. The

resonance of the cavity provides a large enhancement to masses at the resonance frequency of
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the cavity given by the quality factor of the cavity itself [88]. Furthermore, the requirement
of only a single axion-to-photon conversion means that the power observed is proportional
to the square of the axion-photon coupling constant [89).

The design of axion haloscopes has informed experimental design for dark photon searches
[90, 91] too. Furthermore, the experimental signature from axions is nearly equivalent to

dark photons except for a couple things:

1. Since dark photons kinetically mix into photons they do not require a magnetic field

for detection.

2. Dark photons have an intrinsic polarization (depending on production mechanism)

while axions have a preferred direction set by the applied magnetic field.

However, axion limits can be used to set dark photon limits as shown in [85] and [92].

1.2.5 Dark Photons

As already introduced, dark photons are hypothetical, low-mass, gauge bosons, which have
been posed as a candidate for dark matter. They are theoretically motivated via fluctuations
of a vector field during the early inflation epoch of the universe. A relic abundance of such
a particle could be produced non-relativistically in the early universe in a similar way to
axions, through either the misalignment mechanism or through quantum fluctuations of the

inflaton field |93, |94].
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In contrast to axions, a massive, inflation-produced vector boson like a dark photon
would have a power spectrum that is peaked at a length scale of roughly 10'° km and rapidly
decreases in intensity at large length scales. This is important because current CMB obser-
vations disfavor large scale CMB fluctuations (see Figure . Furthermore, a dark photon
would adopt the adiabatic fluctuations of the inflaton making it a good dark matter candi-
date [94]. The high phase space density required for dark photons to constitute a significant
portion of the local dark matter density (~ 0.3 GeV/ecm?) implies that they would behave as
an oscillating field with a frequency equal to the mass of the dark photon. In general, for a
theory with two U(1) symmetries, there would be some weak coupling with a corresponding
term in the Lagrangian [95-97]. The Lagrangian then varies from the standard model, Lgy/,

as shown in Equation |1.11

1 1 1
L= ELF™ + §m2A;A'M — 5eF Fli + Lsn (1.11)

Here m is the mass of the dark photon (determined from its Compton-equivalent frequency),
F,, and A, are the electromagnetic field strength and gauge potential, ), and A are the
dark photon field strength and gauge potential, and ¢ is the dark photon-to-electromagnetic
coupling factor, which must be measured. The mixing term between the two coupled fields
is then $eF7, ;. Through kinetic mixing, dark photons would be detectable in traditional
electromagnetic searches, and € can be measured. A summary of previous experimental

bounds on ¢ from direct detection experiments is given in [98].
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1.3 Dark Photon Physics

Searches for particles beyond the SM have focused on particles that have at least some of the
gauge interactions of SM particles. Null results in these searches motivate increased interest
in the dark sector. This dark sector (or hidden sector) comprises a collection of quantum
fields and their corresponding hypothetical particles operating in parallel with the SM world.
Contained within these states is dark matter.

Now, if the dark sector were only to interact gravitationally, then lab-based detection
would be nigh impossible. Hope hinges that the dark and standard sectors also interact
through a portal that is experimentally accessible (in lab-based experiments).

This portal may take various forms, defined by the type and dimension of its operators.
These are generally specified by the spin of the mediator and are given by: Higgs (scalar),
axion (pseudo-scalar), neutrino (spin 1/2), and vector (spin 1) [99].

A dark photon is identified as the boson of an extra U(1) symmetry (exactly like a massive
SM photon). First identified by Bob Holdom in 1986 [95], an additional U(1) symmetry would
mix between the SM photon and the new gauge boson implying that the dark photon can
change back and forth between a dark and SM photon. It is this kinetic mixing that provides
a detection portal.

There are actually two types of dark photons: Massive and massless. From an experi-

mental point of view, the massive case is more compelling for a couple of reasons: Firstly,
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to be a viable dark matter candidate, the dark photon needs to be massiveE] Secondly, it
couples directly to SM currents making it accessible for lab-based searches. As a result,

everything that follows will focus on the massive case.

1.3.1 Massive Dark Photons

The Lagrangian for two, Abelian, gauge bosons described by two gauge groups U (1), and

U (1),, is given by:

1 1 1
L= —FunFl = =Py B — gFWF,f‘” FeJP AN+ e AN — §M§AWA§ (1.12)
kinvetic inter‘arction m;s

Here, the gauge boson, AY, is assumed to couple to the SM four-current J* = eyy#4). Like-
wise, the SM gauge boson, AY, is assumed to couple to the dark four-current J*. Consistent
with current understanding, the mass of the standard photon field has been set to 0. It is as-
sumed that the dark photon acquires a mass by means of the Stueckelberg mechanism. This
is discussed in Section [I.3.2] The Lagrangian has been separated into kinetic, interaction,
and mass parts, and is labeled accordingly.

We can make the interaction between the gauge fields manifest by diagonalizing the gauge

fields
A# I cosf sinf| | A™

1—e2

_ . (1.13)
—<_ (| | —sinf cosf AH

1—g2

S]

A

S

2The dark photon could be a portal to a dark sector with other dark sector particles that may have SM
interactions.
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Note that the second matrix in the transformation is a general 2d-rotation matrix parame-
terized by an arbitrary rotation angle. Specifically, this angle parameterizes a mixing matrix
and defines the angle between the charge and mass basis Vectors.ﬂ This rotation is always
possible because of the Spectral Theorem that says that a real, square, symmetric matrix
is orthogonally diagonalizable [101]. We will see that simultaneously diagonalizing the mass
terms of the Lagrangian fixes this angle.

We begin the diagonalization process by focusing on the kinetic part of the Lagrangian

and plugging in using the definition of the field tensor F* = orAY — o AM.

sinfcosf

1 1
Fo FY = 1_—52cos29F;wF’W + 1_—82sin29Fw,F“” -2 = F'"™F,, (1.14)
v i ccost > A esinf \? "
Fb.UVFb = sm@ — \/1—_752 F“VF + COSH + \/1—_762 F,u,l/F (115)

0 ind
+2 (sin9 - 1gcos ) (COS@ + 158111 ) F Fr

— g2 — g2

u  cost ., ccost ) SN esinf w
FouF" = Wi (sm& —m EF = cosf + —m FF

(1.16)

— ﬂ [COSH + sinf +

Vi-2 (sinf — cos@)]

€
V1—¢2
Combine equations together to obtain the kinetic part of the diagonalized La-

grangian

1., -, 1
Laag = =7 Fl " — =P ™. (1.17)
3 An analog is the PMNS matrix that quantifies the relationship between the mass- and flavor-eigenstate
bases for neutrinos|100].
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We can go through similar steps for the interaction Lagrangian. Plugging in then gives

the following

'cosd 0
o= | e (s - ) g (118)

e'sinf esind
+ |:\/1—_7€2‘],u +e (COSQ — \/1—_752) JM:| AM.

For right now, the mixing angle 6 is arbitrary and interaction between dark/SM currents
and dark/EM currents is made apparent.
Finally, we diagonalize the mass terms of the Lagrangian. We will start by defining the

Lagrangian for two U(1) gauge bosons that acquire a mass via the Stueckelberg Lagrangian

(see Section [1.3.2))

1 1
L = —§M§AWAZ - §M§AWAZ — M, M,A,, AL (1.19)

Note that in equation that the mass of the a gauge boson has been set to 0.
The orthogonal matrix R that defines the diagonalization of the mass matrix is given by
Mdiag = RT (QTMS‘CUQ) R (120)

where @ is the GL(2) transformation defined in Equation and R is the orthogonal
transformation parameterized by the mixing angle #. Multiplying out the matrix of the
quadratic form of Lg, and the kinetic diagonalization matrix from Equation the matrix

to be diagonalized is given by

1 —e 2 1 M3+52M2725MGM1, szMaMb
Ve Ve Mg MMy —= 1 e e (121)
9 e Mo My—eM? 2
1 0 M,M, M; == 0 e S M;



Orthogonalizing this matrix then gives the following

1 1—55 —(5\/1—52
_ 2
V1 -2+ 5T 22

(1.22)
1—de

My

where § = 7

. Comparing this to the general orthogonal transformation in Equation m,

we can read off the solution for the mixing angle 6 and find that

I (1.23)

0 — tan_l (51—_82)

If we associate M, and M, with the standard and dark photon masses, respectively, then

6 = 0, and we can rewrite the interaction Lagrangian in Equation [1.18 as

r_ e / ge /
£ = l¢1——7§J#+ \/1—_752J‘u:| AH—FQJ#A“. (124)

Thus, we find that when § = 0, the SM photon couples only to the normal EM current, but

the massive dark photon couples to both the standard and dark currents. The strength of

the interaction to the standard EM current is read off as

ge

Laark—EM = ﬁJHA'“ ~ ced, A" (1.25)

This milli-charged (tiny fraction of the charge of an electron), direct-coupling to standard
EM is what sets up a possible detection mechanism in lab-based experimental searches.
Interestingly, by setting the mass of the SM photon to 0, it removed the possibility of EM

milli-charged particles/[]]

4The arguments made in this section are based on results given in [99] and [102].
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1.3.2 Stueckelberg mechanism

In general, the QED Lagrangian does not allow a mass term. This is easily seen by looking

at the mass term for the free photon field
L, =m>A"A,. (1.26)

If the Lagrangian is gauge invariant then it is unchanged under a transformation of the form
AF — AP 4+ OFA. Plugging in to equation m then gives L/ — (A" + 0"A) (A, + 9,A).
This is not equal to L,.

However, construction of a gauge invariant theory is important. For example, charge
conservation is a consequence of gauge invariance. And renormalizable theories are required
to be gauge invariant [103].

Ernst Stueckelberg devised a clever way around thisﬁ by introducing a new scalar field

¢ (z) and defining the following gauge transformations
At (x) — AF (z) + 0" A (x) (1.27a)

o) = o(x) —A(z). (1.27b)

In order for the Lagrangian to be invariant under the gauge transformations, redefine the
gauge field such that

AP = A — 9, (1.28)

This is a summary of [104].
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The new gauge field is now invariant under the new gauge transformations given in Equations

1.27a and [1.276l We can see how this works by looking at the free field Lagrangian of a

massive spin-1 field given by

1 1
Efree - _ZFH,VF“V - §m2Ap,AH- (129)

Plugging in the redefinition of the gauge fields given by then gives the following in full

form

Liee = — %1 (04 (A, — 0,0) — 0, (A), — 0,0)] [0" (A" — 8") — & (A" — 0"9)] (1.30)

1
— 5m? (A1, — 0,0) (A" — ")

This can then be simplified to

1 1 / / / 1
Efree = _ZFMVFMV - émzA MAu + m28ﬂ¢A o — §m25’u¢8“¢. (131)

Making the gauge choice ¢ (x) = A(z) sets ¢ (x) = 0 and leaves the same result as in
Equation [1.29] Doing this, we have constructed a gauge invariant theory of a massive vector

boson.

1.3.3 Proca Action

The Lagrangian of a massive spin-1 particle is given by [f

1 1
L= —1F"Eu + §m2A“Au. (1.32)

6These results are a summary of notes from [105].
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This looks very much like the source free EM Lagrangian with an extra mass term. Plugging

into the Euler-Lagrange equation gives the equation of motion as
OA4* — 9" (9,A") + m*A* = 0. (1.33)
General plane wave solutions to Equation [1.33| are given by
A" (z) = Re [¢" (p) e "7], (1.34)
where € (p) is a polarization vector. Plugging in this solution into Equation then gives
piet — (pYe,) p" — mPet = 0. (1.35)

Consider first solutions of the form

p'-e, =0. (1.36)
In this case, Equation becomes
(p* —m?®)e=0. (1.37)
Then in the rest frame o
m
0
= (1.38)
0
0,

which means that ¢ = 0. The other solution is that € (p) = cp*. In this case, Equation

[L.33] becomes
—m?e" = 0. (1.39)
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This is only satisfied in the trivial case. Thus, it cannot generally exist. Since ¢ = 0, ¥
transforms as a 3-vector with components [0,e,]. Here, the h index specifies the helicity
of the polarization vector, which is the projection of the spin-axis onto the direction of
momentum. Notice that there are now three degrees of freedom corresponding to h = 0, 1.
The 0 helicity state represents the longitudinal mode of the massive vector field, which
is not allowed by Maxwell (massless spin-1 particles). Graham et al. argue in [94] that
this longitudinal mode is important because inflation contains a mechanism for the copious
production of longitudinal modes that is consistent with CMB observations and could explain

the measured dark matter density.

1.4 A Search for Dark Photons

Ultimately, the physical nature of dark matter is unknown. Several highly sensitive searches
for weakly interacting massive particles (WIMPs) have failed to observe a signal [106]. The
2014 P5 report [107] emphasizes the importance of searching for dark matter in the entire
mass scale using every feasible experimental technique to do so. To date, relatively little
effort has been spent on detection of ultra-low mass dark matter candidates, where it is best
described as a wave rather than a particle [108]. Figure shows the spectrum in both mass
and frequency domains and highlights the techniques that have or can be applied in various

ranges.
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Figure 1.9: Current exclusion limits on dark photons showing coupling constant versus
mass range. Regions excluded by both experiment and astrophysics are shown.
A significant fraction of the available phase space in the low mass spectrum, has not

vet been explored even though dark matter may exist there as shown in [1.10] wherein the

excluded space is shown in various colors. Investigating this parameter space requires the

development of new strategies, which invariably lead to new detection concepts.
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Figure 1.10: WIMP searches have focused on the region in purple, but there is a wide
area of unexplored phase space especially in low mass regions.

To this end, we have built an experiment to search for dark photons in the nano- to milli
-eV (50-300 MHz) mass range. This experiment is the electromagnetic dual of magnetic dark
photon experiments performed by Parker et al., and Chaudhuri et al., . We have
completed a feasibility test of the Dark E-field Radio experiment, which has shown that

the full experiment can work. The strategy for searching for dark photons is discussed in

Chapter
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Chapter 2

Experimental Design and Verification

In designing the Dark E-Field Radio Experiment there are two overarching unknowns: The
mass of the dark photon, and the coupling strength to SM fermions, €. The coupling strength
is determined by measuring the weak electric field signature from a dark photon converting
into a normal photon. The mass of the photon is determined by the measurement frequency,

v. Candidates will have a spectral width defined by a fractional bandwidth @) given as

— ~?x10%= — 2.1
ok , (2.1)

which comes from the orbital velocity, v, ([110, [111]) of the Earth (~ 1073¢) with respect
to a non-rotating galactic frame (assuming that dark matter forms a virialized, non-rotating
smooth halo). Therefore, the goal is to detect very small electric fields over a wide bandwidth

with a @ of one part-per-million (ppm) or better over the entire spectral range.E]

'If fractional resolution is greater than 10° the signal to noise ratio stays fixed.
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Figure 2.1: The Dark E-Field Radio Experiment inside a large electromagnetic shielded
room, searching for a narrowband signal between 30 MHz and 20 GHz from dark photons
converting inside the shield. The antenna is placed in the center of the room. Features
that affect the modes of the room are shown including light fixtures, electrical box, and
door latch. All of these impact the antenna’s response to wall currents. The output from
the antenna is fed into an LNA inside the shield, whose buffered output is connected
to a wideband, real-time, spectrum analyzer for data processing (Rigol RSA-5065-TG).
See Figure [2.2] for a block diagram.

Because the coupling strength is weak, we need to shield external RF sources from

interfering with candidate signals. Figure shows the current 50-300 MHz setup in a
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3.05 x 2.45 x 3.67m commercial shielded room with ~100dB isolation. Conducting features
in the room that affect simulations over a 50-300 MHz range have been included in the solid
model. The antenna is placed in the center of the room. Conductive features such as light
fixtures, electrical box, and door latch all impact the antenna’s response to wall currents and
the conversion of incident electric field to a voltage at the feedpoint of the antenna.

The output from the antenna is then fed into a low-noise amplifier (LNA) inside the
shield, whose buffered output is connected to a wideband, real-time, spectrum analyzer for
data processing. Ultimately, the sensitivity is limited by the thermal noise of the walls,
however, it is important to have an amplifier whose noise temperature is subdominant to
the temperature of the room. Amplifier requirements are discussed in Section A block
diagram of the experimental setup is shown in Figure 2.2

The coherence of the dark photon signal can be leveraged by coherent averaging of the
power spectrum. Variance of the incoherent, wideband amplifier/thermal noise will reduce
proportional to the number of averages improving the signal-to-noise ratio (SNR) although
only proportional to the quarter root of the number of averages. This is discussed in further

detail in Section 2.3

2.1 Amplifier Requirements

It is important that an amplifier is included in the signal chain in order to raise the power

from the antenna above the displayed average noise level (DANL) of the spectrum analyzer.
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Figure 2.2: Block diagram of the Dark E-Field Radio Experiment (not to scale). The
low noise, Pasternack PE15A12012, amplifier is directly coupled to the access panel
inside the shielded room while the biconical antenna is placed at the center of the room.
They are connected via coaxial cable. Output from the LNA is fed to a Rigol RSA-5065-
TG spectrum analyzer, which is controlled via a PC (not shown). The role of the LNA
is to raise the level of the power measured by the biconical antenna, which is mostly
thermal/Johnson noise, above the baseline noise level of the Rigol spectrum analyzer.

The DANL is normally specified as a power spectral density (PSD). In the region of interest

this is
dB
DANLpicor, ~ —160 { m] . (2.2)
Hz
Here, dBm is a logarithmic quantity defined by
Plin
Plog = 101Og10 (1mw) (23)

where P;, is a power measured in mW. From this, we can do a calculation to determine

requirements for the amplifier.
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Since this experiment is being done at room temperature, the PSD of thermal noise is
specified by the Johnson noise formula as kgT'. At 300K, this is -174 dBm/Hz. To ensure
that the noise from the spectrum analyzer is subdominant to the noise from the antenna, we
set a threshold of 20dB. Then 1% of the measured power is due to the spectrum analyzer.
This is also the gain of the front-end preamplifier on the commercial spectrum analyzer,
which simplifies the calculation.

From this, the required amplifier gain is then

G o PRigol
dB — &5
PJohnson

= —160dBm/Hz — (—174 dBm/Hz) (2.4)

= 14dB.

While this is true for a single acquisition, coherent averaging will increase the SNR such that
we are sensitive to baseline fluctuations at the level of the DANL of the spectrum analyzer.
This improved SNR is specified by an averaging gain that is vitally important in being able
to set a good limit on &, but it also increases the SNR of spurious signals from the spectrum
analyzer. If we assume a spur (a high @ signal that mimics a dark photon signal) at the
DANL of the spectrum analyzer, then we would like the power in any candidate dark photon
signal to be at least 20 dB above the level of a spur. This is very similar to the requirement
that the spectrum analyzer noise is 1% of the amplified power coming from the biconical
antenna. However, now, we are requiring that the standard deviation of the power measured
by the spectrum analyzer be 20 dB higher than the DANL of the spectrum analyzer.
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Since the antenna power has a flat PSD (because it is mostly thermal), its variance
decreases as the number of samples, n. Therefore, the standard deviation goes down as n'/2.
If we would like this to remain true for 10 hours of real-time acquisition, and each acquisition

takes 100 ms, then the averaging gain is given by

10h % 3600 s/hr
0.1s/scan

Gave = dlog g <

= 28dB.

Equivalently, this says that the standard deviation decreases by a factor of 631 (10%®) com-
pared to a single acquisition over the course of a 10-hour, real-time, data run. This is
discussed further in Chapter [5| for the new ROACH data acquisition system. The nominal

gain of the amplifier is then

Gamp = 14dB + 28dB (2.6)

= 42dB.

It is because the limit on ¢ is ultimately set by the standard deviation of the measured power
(see Chapter , that we are able to relate the physical and averaging gain, which is a sta-
tistical quantity. For the experiment, we chose a 40 dB LNA since it closely matched these
requirements. Note that adding further gain into the system is risky because of spectrum an-
alyzer saturation and feedback. Saturating the preamplifier on the spectrum analyzer causes
a non-linear amplifier response, which means that the input power level, and ultimately the
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incident electric field strength on the antenna, is poorly defined. Feedback effects occur when
power from the output of the amplifier feeds back into the input. If this power gets radiated
into the room, it can pump up modal structure of the room causing spurious signals, which
may also saturate the preamplifier /spectrum analyzer.

Assuming wide-bandwidth noise, we can integrate the baseline across the entire 1 GHz
bandwidth of the amplifier to make sure that we are well below the saturation level of the

spectrum analyzer[112].

Vhigh
/ vk (Troom + Tamp) Gamp ~ k5 (300K + 100 K) - 10° Hz - 10°

Vlow

=55-10"mW (2.7)

= —22.6dBm.

Here, a 100 K noise temperature front-end amplifier is assumed. Total gain is the product of
the external amplifier gain (40dB) and the internal preamplifier on the spectrum analyzer
(20dB) for a total of 60dB of gain. Maximum input power on the spectrum analyzer is
30dBm (1 mW), which we are well below.

Choosing an LNA is important but not overly so. Because this experiment is being
done at room temperature, we are ultimately limited by the 300 K walls of the room. A
consequence of this, is that there is marginal improvement between a room temperature and

a cryogenic LNA. The amplifier we chose has a 60 K noise temperature. This is also specified
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in terms of a noise figure (NF) given as

Tam
0

where Tj is a reference temperature. As defined, the NF is non-zero for all non-zero Tp,yp,.
For a reference temperature of 25°C, 60 K corresponds to a 0.8 dB NF[112].

However, even if we had a 0 K amplifier, the improvement in the total system temperature
is then (1 —300/360) x 100 ~ 16%. Since ¢ is proportional to T/2, then this ultimately
improves the limit on € by 8 %. As a rule of thumb, we would like an amplifier whose noise

temperature is under half the 300 K thermal noise of the room.ﬂ

2.2 Windowing

A discrete Fourier transform (DFT) projects a (periodically extended) set of samples onto
an orthogonal set of sinusoidsﬁ If the frequencies in the sampled set do not align with
the finite basis, there will be non-zero projections on the entire basis set. This is called
spectral leakage. In general, a set of data will have sharp discontinuities at the boundaries.
These boundaries introduce leakage over the entire basis set, which translates to signal power
getting distributed into adjacent DFT bins.

A way to mitigate this is by applying a weighting function to the data coming into

spectrum analyzer (see Figure [2.2)) in order to taper the boundaries so that the periodic ex-

2Even an LNA with a 150 K = 2.2dB NF would only reduce the limit on € by ~ 12% over the current
amplifier choice.
3This section is a summary of results found in [113].
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tension of a signal is smooth (over as many derivatives as possible). The weighting functions
used to do this are called windows. A display of the different windows offered by the Rigol
RSAbH065-TG used in this experiment is given in Figure 2.3]

Windows have many figures of merit, but there are a few that are important to the Dark
E-Field Radio experiment, namely the effective noise bandwidth (ENBW), process loss, and

frequency resolution. These are described in detail in this section.
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=  Hamming
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—
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Figure 2.3: Plot of the different windowing functions available on the Rigol RSA5065-
TG spectrum analyzer [114] showing the different ways of tapering to zero at the ends.
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2.2.1 Effective Noise Bandwidth

The ENBW is defined as the ratio of the bandwidth of a rectangular filter to the bandwidth of
the chosen window such that the amount of noise power accumulated inside the rectangular
filter is the same as the chosen window. Equivalently, for a discrete windowing function w [n]

of length N, this is defined as

2w [n]

ENBW = N . (2.9)
w [n])

For a rectangular window, the ENBW is identically one. Assuming that the signal is in
a single bin, increasing the ENBW reduces the SNR of a candidate signal by increasing
the noise floor. An ENBW of 2 bins, decreases the SNR by 10log;, (2) = 3dB. Since the
variation in the noise goes as the quarter root of the number of samples, a decrease of 2 in
SNR corresponds to an increase of 2* = 16 in total acquisition time to obtain the same e.

As discussed in Section this SNR reduction is also called the power loss.

2.2.2 Worst Process Loss

Worst case process loss is actually the sum of two separate figures of merit: Power loss and
scalloping loss. Power loss is the SNR reduction due to windowing, which is just the ENBW
(given in dB). Scalloping loss is the ratio of coherent gain for a signal located a half bin

from a DFT sample point over the signal located at a DFT sample point. For a discrete
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windowing function w [n] of length N, this is defined as

> T

5, wln]exp (—j%m)|

2w [n]

(2.10)

The worst process loss is then the product (sum in log space) of the process and scalloping
loss. This represents a reduction in SNR, which is very important for detecting very small

signals.

2.2.3 Minimum Resolution Bandwidth

The minimum resolution bandwidth classifies the minimum frequency separation required to
identify two equal-strength lines such that at an arbitrary frequency their respective main
lobes can be deﬁnedﬁ The minimum spacing required to resolve these two peaks is the
6.0dB bandwidth. For the first run of the experiment, this quantity is important because
it defines how many spans are required for the entire spectral range. The RSA-5065-TG
spectrum analyzer defines this quantity in terms of a ratio constant that depends on the
length of the FFT. For the first run of the experiment, a Kaiser window was chosen based off
of [114] page 3-7. Herein, the Kaiser window was listed as having good spectral leakage and
amplitude accuracy and moderate frequency resolution. In retrospect, amplitude resolution
is not tremendously important since we are not trying to resolve multiple candidates. From

Table 2.1] the basic rectangular window is actually the best choice because it has the lowest

4The main lobe is frequently defined as the width between zero crossings or as the variance if there are
no zero crossings [115, Other Definitions of Main Lobe Width]. See Figure for examples of different
windows.
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Windows and Figures of Merit
Window ENBW (Bins) Worst Process 6.0 dB BW
Loss (dB) (Bins)

Gaussian a = 3.0 1.64 3.40 2.18
Flat-top 3.82 5.82 5.78
Blackman-Harris 1.61 3.34 2.19
Rectangular 1.00 3.92 1.21
Hamming 1.36 3.10 1.81
Kaiser a = 2.5 1.65 3.38 2.20

Table 2.1: Important window parameters taken from [113]. Although specific window
parameters are not given in [114], care has been taken to match the numerical order of
the 6.0 dB BW and the RBW ratio order as a function of window type. It also appears
that the Hanning window described in [114] is actually the Hamming window described
in [113].

ENBW (thus the lowest baseline) and the best frequency resolution (smallest 6.0 dB band-
width). These factors mitigate the effect of having a high process loss. Dynamic range is not
important since all candidate signals will be very low level so the high side lobe level of the
rectangular window is not concerning. A plot of the FFT of the various windows shown in
is shown in Figure visually highlighting the various features discussed. As discussed
in Chapter 5| we have developed a real-time FFT system based on the ROACH platform.
For the reasons above, and also because it is simple to compute, we are using a rectangular

window for this system.
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Figure 2.4: Power spectrum of the various window functions in Figure showing the
different parameters described in Sections [2.2.1] and Ultimately, a Kaiser
window was used for the first run of the experiment although a rectangular window is
a better choice even though it has large side-lobes. The amplitude of the main lobe for
all windows has been normalized to 0 dB.

2.3 Sensitivity analysis

The direction of a monochromatic E-field from dark photons is unknown. Although we do
not save phase, the receiver is sensitive to F-field direction due to the polarization sensitivity
of the antenna. For example a dipole has peak sensitivity to an F-field aligned with its axis.
We mount the antenna such that it is most sensitive to the east-west component of an F-

field, so that if a signal is detected, its amplitude will be modulated on 12-hour periods by
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the Earth’s rotation [85].

The measurable quantities are the total power, Pr, and the system noise power, Py (in
some bandwidth). The noise power can also be measured by averaging the measured power
in nearby frequency bins. The signal power, Py, adds linearly with the noise power and

thus can be found by subtracting the noise power from the total power

V2, Re{Z}”

Pig = Pr = Pys = =52

(2.11)

where Ve is the measured RMS voltage and Z is the impedance of the antenna. We use
a balun to match the impedance of the antenna to the transmission line and therefore
Re{Z}/|Z|* ~ 1/|Z|. The signal voltage is related to the electric field at the position of the

antenna, Ex by the antenna factor, AF, via

E,

sig

AF=| (212

The AF is defined as the electric field component coupling to the antenna divided by the

corresponding voltage developed at the antenna terminals. AF has units of meters—?.

For example, for an antenna with 50 Ohm termination

where A is the wavelength in meters and G is the antenna numerical gain over isotropic|116].
In free-space, the dark matter energy density is related to the measured electric field via

€0 2

— Y\ 2.13
PDM 9¢2 ‘ ( )
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where € is the small kinetic mixing parameter between the dark photon and electromagnetism
and ¢ is the permittivity of free-space. From this, the signal power is related to the local
dark matter energy density according to

2¢?

Pig = ————ppur-
sig 6O(AF)2|Z|pDM

(2.14)

The uncertainty in a noise measurement of a narrow band signal, 0., is given by the Dicke

radiometer equation [117]
O R TSyS
T /Ay rET

where Tiys is the system noise temperature. The bandwidth, Avyy, times the integration

(2.15)

time, 7, gives the number of trials in the integration. The random uncertainty in the mea-

sured power, 0y, is therefore given by
op R kpAvppoqp. (2.16)

This uncertainty applies to both the measurement of total power and to the measurement
of the baseline power. The total power is measured for a single bin, whereas the baseline
power is measured using a large number of bins, so the statistical uncertainty in the signal
power is approximately given by

kBTsys
\ /AI/RFT'

Figures [2.5] and [2.6] illustrate the predicted behavior of the averaged spectral data and

(2.17)

op R kgop ~

eventual measurement error in the event of a detection of a 10nV dark matter signal. Fig-
ure 2.5 shows the time-evolution of the baseline noise near a detection. As the baseline
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Figure 2.5: SNR dependence on number of scans averaged for a 10nV signal, relative to
a 100nV long-time averaged noise floor, at a frequency of f;. The red, blue, magenta,
and green curves represent the signal after 1, 10, 100, and 1,000 scans, respectively. The
width of this signal is assumed to be Af = f,/10°. Note that even though the average
noise level goes down like the square root of time (Equation, the limit on the scalar
coupling constant, e, goes as the quarter root of time (Equation .

averages down, the exclusion limit will decrease as (number of scans)!/4. As it approaches

the 10 nV signal, the additional power from the dark photon field will manifest as a wors-
ened exclusion limit around the central frequency, fo. Once the 50 threshold is crossed, the
uncertainty on the measurement will decrease as the inverse square root of time.

Figure [2.6] shows the integration time dependence of the 50 exclusion limit, and of the
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Figure 2.6: Time dependence of a detection. The gray shaded region shows the predicted
+10 band of the integrated voltage measurement from a 10 nV signal as a function of
time. The solid blue line shows the 30 exclusion limit as a function of time. The black
dashed line and shaded region shows the predicted time until a 30 detection.

predicted integrated voltage measurement from a 10nV dark matter signal. The limit curve
again decreases like the quarter root of the number of scans, and a discovery will occur when
the measurement rises above this line. The exclusion line enters the +10 band of the voltage
measurement at 1,428 scans and exits at 3,272 scans. This means that although the expected
time until detection of such a signal is 2,304 scans, the actual time will vary by roughly 40 %.

The uncertainty in the coupling constant due to system noise, 0., can be found using
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standard error propagation

. =

2 0 (AF)2 |Z|60Psig o2
: aPsig

2ppm
(2.18)

AF)? | Z|eoA
0. = kBTsys ( ) | |€0 VRF
8IODMPsigT

If a positive detection is defined as a signal equal to a constant multiple of the system noise,

¢ € R*, the limit of detection for a given integration time is given by

g . QPSig T

0. kT \| Avge

5‘ _ & e kaTSyS(AF>2|Z’€O
SNR=¢ T 2ppM

Equation ([2.18]) describes how the uncertainty of a given dark photon signal decreases with

(2.19)

integration time, while Equation (2.19) (obtained by substituting Equation describes
how the limit of detection is improved with integration time. The former scales like the
inverse square root of time and can be thought of as an expression of the Central Limit
Theorem, while the latter scales as the inverse quarter root of time. For example, in order to
reduce the limit of detection measured using an hour of data by a factor of 10, the integration

time would have to be increased to about 1 year.

2.4 EM simulation of response

The antenna and the shielded room are sufficiently complex that an analytic derivation of
the effective AF' is impractical. Using both COMSOL and CST EM software (|118], [119]) we
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carried out simulations of the response of the antenna to an F-field in the shielded room. As
mentioned above, this response is the AF. For the antenna in a shielded room, the boundary
conditions of the conducting walls mean that the AF exceeds the free-space value (antenna
response suppressed) at frequencies for which the wavelength is large compared to the size
of the shielded room. At frequencies above this cutoff, the AF is quite unlike the free-space
AF because of the strong coupling of the antenna to the modes of the shielded room. [120].
The model for the shielded room and antenna is taken from measurements with precision of
0.2 % of the shortest wavelength. An example of the mode structure in the shielded room
from a COMSOL simulation is shown in Figure [2.7]

An EM simulation of the AF for the biconical antenna in the shielded room, using
CST, is shown in Figure [2.8] This simplified antenna-plus-room model empty room allows

comparison to analytically derived modes.

2.5 Isolation Testing of RF Shield

External EM signals can mimic candidates and reduce sensitivity. As a result, understanding
the isolation of the RF shield is an important part of understanding the system setup. We can
get a sense of the isolation requirements we would like via a back of an envelope calculation
and then do spot frequency checks to check that we meet those requirements.

Noise inside the shield is dominated by 300K thermal noise, which has a power spectral

density of -174 dBm/Hz in the Rayleigh-Jeans region (in the frequency range of interest this
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Figure 2.7: COMSOL simulation of the TE035 room mode at 275.9 MHz. The interior
of the room with the biconical antenna is shown filled with heat-map slices of the E-field
strength. Dark blue corresponds to zero field and dark red to 10® V/m.

is a very good approximation since kg7 = 300K > hv for frequencies v < 100 GHz). In a
100 Hz bandwidth (Q ~ 10°) into a 50 Q load, the noise voltage is ~100nV. A strong radio

station outside the room has a signal strength of 1 V/m. In order for external RF to be less
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Figure 2.8: CST simulation of the AF of the biconical antenna in the shielded room as
a function of frequency with (red). Also shown is the simulation of the free-space AF
(black) emphasizing how the room and antenna become a strongly coupled system.

than the thermal noise inside the shield then requires a shielding factor of

‘/ou stde
SF = 20log,, ( o Loid ) — 100dB. (2.20)

inside
Thus, the goal is to have >100dB of isolation in the frequency range of interestﬂ We can

test the isolation of the RF shield by either injecting signals of known power or listening at

5There is the further complication of averaging that makes us even more sensitive to external RF. Thus
this is a lower limit.
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frequencies with known interfering signals. Local FM stations are good candidates for this.
In order to do this, a candidate signal is identified. With the door to the RF shield
open, data are acquired. Then the door to the RF shield is closed and the process repeated.
Because a signal may no longer appear, a lower limit is set by looking at the RMS voltage
of the background and calculating a 5o limit.
An example of this testing is shown in Figure[2.9] KSFM is a 50 kW transmitter located ~10
miles from the lab transmitting at 102.5 MHz. With the biconical antenna located inside the
room with the door open, a 46.4 uV signal was measured. Afterwards, the door to the RF

shield was closed, the RMS voltage fell to 47.1 pV representing an isolation of

4.64 % 10
= 20008105 02

SFroom

— 106 dB. (2.21)
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Figure 2.9: (Top) Listening to the KSFM radio station at 102.5 MHz and KXSE at
104.3 MHz. For this test, the biconical antenna was located inside the shielded room
and the door was held open. (Bottom) Same span with the door closed.
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Figure shows the gain corrected amplitude spectral density of the biconical antenna from
50-300 MHz inside the shielded room. The amplitude spectral density of a 50 €2 terminator is
also plotted. The expected 0.9nV/Hz'/2 is slightly higher than expected because of amplifier
noise. Note that the noise from the terminator is larger than noise from the antenna because
the biconical antenna is not perfectly matched to the input of the amplifier. This shows
though that the room is successfully shielding external RF down to the level of the thermal

noise floor. This is a fundamental limit unless we cool down the shielded room.

2.6 Signal Injection Tests

As a test of the sensitivity of the Phase-I system, we inject a small signal at one frequency
and integrate the FFT over a narrow bandwidth. Figure shows an example of the
resulting spectrum. For this test, we inject a small signal at 70.5 MHz into the shielded
room using a small bow-tie antenna. This signal is well below the noise floor of the receiver.
A narrow-band sweep from 70.48-70.51 MHz was then performed many times to extract the
signal from the noise. Since the span is narrow, we can scan in real-time, performing a nearly
100 % efficient FFT over this frequency range. The result for a 10°s integration shows an
amplitude of 42pV (RMS) referred to the input of the preamplifier. Using the standard
deviation of the baseline in the narrow-band sweep, and the known AF, a 5o-limit on the
kinetic mixing parameter, ¢, of 6.4 x 107! between 70.49 and 70.51 MHz can be inferred.

We test the limiting detectable signal versus integration time and find that the peak
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Figure 2.10: Gain corrected amplitude spectral density of the biconical antenna from
50-300 MHz inside the shielded room compared to the thermal noise amplitude spectral
density of a 50 Q terminator. While the expected noise of the terminator is 0.9nV /Hz'/?
the measured value is slightly higher because of amplifier noise. Noise from the termi-
nator is larger than noise from the antenna because of matching. This shows that the
room is effectively shielding external RF signals.

detectable power scales inversely as the square root of integration time. As discussed in
Section [2.3] the limiting e then scales as the fourth root of integration time. A study of the
average of many scans with a weak injected signal demonstrated that the expected behavior

from Equation [2.18]is observed.
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Figure 2.11: Power spectrum showing a 220 detection at 70.5 MHz after integrating
for 10%s (frequency span=10kHz). Total signal power received by the antenna is 3.5
x10723 W, which is a factor of 730 below the detection threshold without averaging.
This signal injection test demonstrates the sensitivity of the system.

There is a trade-off between channel width (needed to attain high @), number of spans,
and integration time in the search phase versus followup phase for any detected signal. In
the search phase, detection of a monochromatic signal buried in noise is the goal. This
puts emphasis on integration time-per-Hz. However, because the frequency of the signal is

unknown, the maximum range must be covered during the search phase. For example halving
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the FF'T resolution doubles the spectral efficiency (half the number of required spans) for
a given run time. Splitting the spans during data acquisition into sequential time samples
enables additional filtering for the expected constant signal.

Once candidate signals are detected above threshold, a run at high efficiency may be
made with much higher spectral resolution in spans centered on the candidate frequencies.
A surviving candidate may then be validated by demanding a non-detection in the spectrum

monitoring system with an antenna outside the shielded room.
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Chapter 3

Signal Detection

Defining candidate signals is crucial to the experiment. However, the baseline is not flat and,
without an analytic model for it, this makes it difficult to claim signal detection because we
do not know how significant a candidate is. However, we do have a couple of handles
that we can take advantage of: Dark photons are monochromatic and they are high @
(occupy only a single FFT bin). Using this information, we can develop a high-pass filter to
remove unwanted shaping of the baseline of the power spectrum. In so doing, the baseline
distribution becomes Gaussian because of the Central Limit Theorem, and defining a signal
detection is simplified. The motivation for doing this and an example applied to experimental

data are discussed in this chapter.
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3.1 Description of the Filter

The issue at hand is that we would like to make significance claims about candidate signals
in the spectrum without having a good understanding of the underlying baseline. The
dominant noise source is thermal, which we know the probability density function (PDF)
of. However, the baseline also includes a combination of effects due to antenna mismatch,
room geometry, environmental conditions, etc. Without an analytic model for the PDF of
the baseline, making significance claims seems impossible (see Section for an averaged
power spectrum span from the data run).

However, we do know that the signal is monochromatic and mostly constant in time.With
this in mind, we know that any wide structure in the power domain can be ignored. We can
use this fact to remove the baseline shaping. The following series of simulations describe this
process.

Figure shows a simulated time-domain acquisition sampling a Gaussian white noise
source. In total, 1024 acquisitions are shown sampling at 600 MHz. This is meant to mimic
the pilot data where the maximum frequency in any span was 300 MHz and the number of
frequency bins was 800.

To show that these data are normally distributed, the data in Figure 3.1 are put into a
histogram in Figure [3.2] Since these samples are drawn from a known Gaussian-distributed
parent distribution, this is simply a consistency check.

Now we compute the magnitude-squared of the FFT (length 2!'° for this example) to get
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Figure 3.1: Simulated acquisition in the time domain. Data are assumed to be white
and Gaussian. The sampling rate is set at 600 MHz and there are 1024 time samples
shown.

the FFT power spectrum. In order to normalize the FFT, the following factors need to be

included:
e A factor of two to account for the signal only containing real frequencies.

e Division by a factor (FFT length)?. One power is needed by Parseval’s theorem [121].

The other is a normalization factor, which is a byproduct of not including a normal-
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Figure 3.2: Histogram of the simulated data in Figure A Gaussian is fit to the
data and a simple x?-test done. For the data shown here, the p-value is 0.36, which is
consistent with the null hypothesis that the data are normally distributed (at least the
null hypothesis cannot be rejected at the standard p < 0.05 level).

ization factor when computing the FFT.
e A factor of 1000/50 to convert Volts?® to mW.

The frequency separation, Av has been set such that

clock rate

Ay = ————
g FFT length

(3.1)
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where the clock rate has been set at 600 MHz, implying that the highest frequency that can

be resolved is 300 MHz (Nyquist-Shannon sampling theorem [121]).

0 50 100 150 200 250 300

Frequency (MHz)

Figure 3.3: Power spectrum of data shown in Figure after doing a 2'%-point FFT
and converting units.
This simulated power spectrum is different from real data because in experimental data,
we see shaping in the power spectrum. To model this, a constant factor, which is a sum of
two sinusoids and a damped exponential is added to the power spectrum of the Gaussian-

distributed noise. There is no analytic model to motivate this form. It is given here only as an
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example of the process. See Section for an example of baseline shaping the experimental

data. The shaping signal is shown in Figure (3.4}
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Figure 3.4: Constant shaping spectrum added pointwise to the power spectrum. While
this form is only a model, it sufficiently shapes the baseline to make the thrust of the
argument clear.
The shaping spectrum in Figure is added pointwise to the spectrum in Figure to
produce a simulated power spectrum with shaping in Figure [3.5]

The question now becomes: How do we deal with a power spectrum (magnitude-squared

FFT spectrum) that has baseline shaping in it? As noted, we only care about the components

66



0.25 4

0.20 A

©

=

S,
1

Power (mW)

©

=

o
1

0.05 4

0 50 1(I)O 1EI'>O 260 250 360
Frequency (MHz)

Figure 3.5: Power spectrum of data shown in Figure after including baseline shaping.

in the waveform that are narrow and do not care about any wide undulations. If we were in
the time domain, the natural conclusion would be to high-pass filter. We can do the same
thing here. Now, however, the filter is acting on the spectral components of the magnitude-
squared spectrum.

Candidate signals occupy only a single spectral bin. In power spectrum space this is the

equivalent of saying that candidate signals are high frequency. However, we can make the
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Figure 3.6: Sixth-order high-pass Butterworth filter with a normalized cutoff frequency
of 1/10 indicated by the vertical green line.

corner frequency of the high-pass filter considerably lower frequency than that to minimize
the chance that we attenuate candidates. We can also minimize this attenuation by choosing
a filter that is maximally flat in the passband. This was the motivation for choosing a
Butterworth filter. For this example, the cutoff frequency is 1/20 the span. The cutoff

frequency is given in frequency units normalized by the sampling rate. To find the cutoff
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frequency in these units given a cutoff in bins

1

fcutoff = ﬁ (32)

(Note that bins is really just a normalized time). Equation abstracts the magnitude-
squared spectrum to a sampled waveform in which the Nyquist frequency is 1/2. We have now
designed a digital filter to remove the baseline shaping that we can apply to the magnitude-
squared spectrum in Figure We then histogram the results after filtering and show the
result in Figure 3.7, Note that technically the units are still watts, but they have lost some
meaning now that we have applied a filter. The negative values are a result of removing
the DC component of the magnitude-squared spectrum. This is okay though because we are
ultimately concerned with the size of the fluctuations on the baseline (namely the standard
deviation), not the value of the baseline itself.

Interestingly, from Figure |3.7| we see that the resulting distribution is not Gaussian.
However, this is not a true simulation of the experiment. We actually average many power
spectra together before we apply the filter. This means that we can take advantage of the
Central Limit Theorem, which says that even if the underlying distribution is not Gaussian
distributed, an independent randomized sum of many of these spectra should approach a
Gaussian distribution [122].

To test this, we repeat the same process as before. However, we now average together
10° magnitude-squared spectra that are generated in the same way as in Figure Note

too, that for this simulation, we have assumed that the shaping is independent of the voltage
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Figure 3.7: Histogram of the magnitude-squared spectrum after applying the filter in
Figure to the data in Figure A Gaussian was fit to these data and a y>-test
was run, which gave a p-value of 0. This means that we reject the null hypothesis that
these data are Gaussian distributed.

signal (the power in Figure is added to each power spectrum). The resulting averaged
power spectrum is shown in Figure |3.8

Herein, the shaping due to the addition of the baseline shaping spectrum in Figure |3.8
is apparent. We can now apply the filter in Figure [3.6] as we did for a single acquisition, to

these data. Note that the DC bin in the power spectrum has been removed before doing the
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Figure 3.8: Averaged power spectrum after taking and averaging 10° acquisitions with
shaping like that shown in Figure [3.5

filtering. This is because the DC bin is notoriously much larger than the rest of the spectral
components. When the filter passes over a sharp transition, there are ringing artifacts that
heavily skew the fitted Gaussian in the histogram even though the order of the filter was set
such that this effect was reduced [l

Applying the filter, removes the low frequency shaping of the averaged magnitude-squared

'Removing the first bin was done for the run as well. To mitigate the effect of missing frequencies, spans
were slightly overlapped.
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Figure 3.9: Power spectra after averaging together 10° acquisitions and filtering through
the filter shown in Figure[3.6] Note that the DC bin has been removed to prevent ringing
artifacts in the first couple of bins.

spectrum. Furthermore, when the data from Figure [3.9] are put into a histogram, we get
the result shown in Figure 3.10] Even though each magnitude-squared spectrum is not
Gaussian-distributed, by averaging many such spectra together and then filtering, we have
a distribution which does not reject that the null hypothesis that these data are Gaussian
distributed.

We can now identify candidates by looking for signals that are more than a certain
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Figure 3.10: Histogram of the data shown in Figure A Gaussian has been fit to the
data and a simple y2-test run giving a p-value of 0.80. This is consistent with the null
hypothesis that the data are normally distributed.

number of standard deviations above the mean. For the experiment, we set this number
at 5 standard deviations (50). At this significance level, we expect to see 1/10 event. For
the data run we were able to exclude all events that were greater than 5o as candidates of
interest P

For the data run, each spectrum had 800 points, and, in total, ~13,600s of data acquired

2This actually defines the 90% confidence interval.
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for each span (approximately 1.36 x 10° total averages per span). For data taken with the
new, ROACH-2-based data acquisition system, we can take many more averages (1.54 million
averages per day) and the number of data points in each spectrum are also much larger (224).
This technique works well when the ) of the baseline shaping is much less than the @ of

candidate signals. Since candidate signals are only a single bin wide, this is always the case.

3.2 Filtering Experimental Data

As an example of the filtering technique developed in Section we examine a single,
averaged power-spectrum span from the experimental data. The spectrum is shown in Figure
[3.11] This span has both baseline shaping and a candidate signal at 60.0 MHz, which was
ultimately identified as spurious by performing a scan with the input to the spectrum analyzer
terminated. Correlated behavior across multiple frequency bins is not a dark photon feature
and can be filtered out. As already described, the filter is acting on the averaged, magnitude-
squared FFT spectrum with the goal of removing features that exist over many bins.

For the data run, we set the cutoff frequency at 1/10 the span (or 80 bins in power
spectrum space) to push the stop-band sufficiently far away so as to minimize the risk of
filtering signals and also to reduce ringing effects from large signals with sharp cutoffs. The
order was set to 6 to balance a sharp fall-off in the stop-band while minimizing ringing. This

can be converted to a normalized frequency in the power spectrum via

fo=— (3.3)
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Figure 3.11: Single span from experimental data showing averaged data between 59.860
and 60.099 MHz. Baseline shaping and a candidate signal at 60.0 MHz are evident. This
candidate was later identified as spurious.

where n; is the width of features in the power spectrum. As an example, for a cutoff width
of 80 bins, the normalized cutoff frequency, f. is 1/40. In this scheme, the Nyquist frequency
is two bins wide. The frequency response of a Butterworth filter with a normalized cutoff of
1/80 is shown in Figure m Importantly, for bin widths of 10 or less (normalized frequency
of 0.1), the attenuation is less than 42 fdB, which highlights how this filter is not significantly

attenuating candidates of interest. Applying a filter with a normalized cutoff of 1/80 (80
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Figure 3.12: High-pass Butterworth filter with an 80 bin cutoff (1/10 the number of
bins in a span), indicated with a vertical green line, showing that high frequency signals
are not attenuated at a normalized frequency of 1/80. A normalized frequency of 0.5
corresponds to a width of 2 bins (Nyquist limit).

bins) to Figure m produces the output in . There are some ringing artifacts because
of the size of the candidate signal, however the effect is slight. Importantly, the power of
the candidate signal has not been significantly diminished while baseline shaping has been
greatly reduced.

As described in Section [3.1], a further benefit of filtering is that it restores the Gaussian
behavior of the power distribution (Figure . Since the baseline is mostly thermal, we

expect that the baseline distribution will be Gaussian-distributed. This allows us to set a
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Figure 3.13: Filtered span after being passed through the Butterworth filter shown in
[3.12] Note that the amplitude of the high @ candidate at 60 MHz is not reduced after
being passed through the filter. This highlights the importance of setting the cutoff
such that candidates are not attenuated while still eliminating baseline shaping.

threshold using standard statistics.

Given n Gaussian-distributed, independent, random samples, the goal is to determine
threshold such that there is a p () chance of seeing such an event (with the null hypothesis
that it is drawn from the same Gaussian distribution). Normally, z is set at 0.95. Thus,

given n samples, the goal is to set some threshold such that there is only a 5% chance of
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seeing a deviation greater than that value.
Equivalently, for n samples, the goal is to solve the equation for the threshold value
0 <x<1with

1-p" <z (3.4)
yielding

pt=1-—u. (3.5)
Substitute 6 = 1 — p and Taylor expand around ¢ = 0 up to first order to find

1—2z
0= p— (3.6)

Converting to an equivalent z-score can be done numerically or via a table. Using the results
for this experiment, with n = 363, 200, gives a 95% confidence limit of 5.140. However, all
candidates greater than 50 were classified as interesting and looked at. Because of span-to-
span differences, each span was analyzed individually in the same fashion as Figure [3.14]
Determination of the mean and standard deviation was done on a sample-by-sample
basis by looking at the standard deviation of all the bins not equal to the bin of interest. In
other words, to determine the mean, u;, and standard deviation, o; for the i-th index bin, z;

(1 <i<n)),in aspan of n bins

(ZZ:l xk) — T (37&)

Hi = n—1 ’

[ZL (z1 — Hz’)2] — (m; — /M)2‘

T (3.7h)

0; =
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Figure 3.14: Histogram of the filtered power data in m The candidate signal at
60.00 MHz got removed by setting the 3 bins associated with the spur to the median
value of the scan before filtering in order to get rid of ringing artifacts. A Gaussian was
fit to the data and a simple Pearson’s x?-test performed that produced a p-value of 0.96
consistent with the null hypothesis that the data are Gaussian-distributed.

Because of the high-pass filter, u; should be 0 to high precision, so this is effectively a
consistency check. Then, to check if a sample is significant, compute the following test
statistic &

¢ = Ti — [ (3.8)
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for all bins in the span. All candidates with & > 5 were checked by hand and excluded as
candidates of interest. In total, 139 out of 363,200 points were identified in this fashion. The

description of how these candidates were excluded as dark photon signals is given in Chapter

Al
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Chapter 4

Measurements and Results

This chapter describes the results from the first run of the Dark E-Field Radio experi-
ment. Over the course of 133 days, 3.8 hours of live-time data were taken between 50 and
300 MHz with a resolution of 10° or better using a commercial real-time spectrum analyzer
(RT'SA).The first run of the experiment provided a proof of concept of experimental design.
For this feasibility study, a biconical antenna, low noise, room temperature amplifiers, and
a commercial real-time spectrum analyzer (Rigol Model RSA5065-TG) were used. Memory
limitations on the RTSA necessitated splitting up the full span into 454 sub-spans, which
is why we did not increase the resolution to 10°. This pilot run set a limit on the coupling
constant, €, of ~ 107115, We also did four narrow-band spot checks at 63.9, 70.5, 152, and

247 MHz with at least 5 x 10°s of real-time data setting limits on € of ~ 107125,
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4.1 The Experiment

In the experiment, memory limitations of the RTSA required splitting up the entire spectral
range into a series of sequential spans, which reduced acquisition efficiency. This span is, in
part, defined for a given window type, by a span-per-resolution ratio, SRR. Given a required
resolution, @) (defined as frequency divided by resolution bandwidth), a center frequency,
CF, the span of a scan can then be calculated from

Q 1] -

Span =CF {ﬁ + 5

(4.1)
As an example, for a fixed resolution of 10° and a 1024-point Kaiser window, this requires
454 separate scans to cover the entire range from 50-300 MHz[T] This loss in efficiency will
be mitigated in the ultimate real-time data acquisition system as discussed in Chapter []
allowing simultaneous acquisition across the entire spectral range.

In order to make external EM interference subdominant to contributions from thermal
and amplifier noise, the shielded room must have greater than 100 dB shielding across the
entire spectral range surveyed (discussed in Chapter . Experiments done to verify that the
shielded room met these requirements confirm that the dominant contribution to the noise
floor is not from externally generated EM sources. Nonetheless, we shielded the walls of the
external lab space as well. However, a few high-power known signals were detected inside the

shielded room. Thus, monitoring of the spectrum outside the shielded room is a necessary

feature of the experiment. Any signal detected in the shielded room must be at least 100 dB

IThe constant of 1/2 comes from requiring that the resolution requirement of 10° is met at the beginning
of the span.
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stronger outside if it is due to external RF. As described in Figure and Section [4.3] for
the first run of the experiment, candidate signals that were invariant on minute-long time
scales were subsequently looked for in the lab space outside the shielded room using the same
spectral monitoring setup as the data run but with the shielded room door open. For the next
phase of the experiment, data and external lab space scans will be taken contemporaneously
allowing for both real-time and post-acquisition vetoing of candidates.

The RF noise in the shielded room is non-zero and originates from two sources. First, the
thermal background due to operating this experiment at room temperature. And secondly,
the wideband noise of the preamplifier itself. A noise spectrum covering the full range of the
biconical antenna is shown in Figure The measured RMS noise-voltage spectral density
versus frequency is shown, referred to the output of the antenna. Also shown for reference

is the short-circuit noise spectral density of the preamplifier.

4.2 Data Acquisition and Analysis

To search for a monochromatic signal (one spectral bin) in the presence of noise, the am-
plitude of each bin must be understood relative to the noise floor. This noise floor is not
flat, due to a combination of shielded room and instrument effects. To resolve this, the
power spectrum of each bin-averaged span is passed through a high-pass filter to remove
low frequency baseline shape (in the frequency domain). Details of this filtering process are

given in Chapter [3]
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Figure 4.1: Blue: The spectrum of noise in the shielded room referred to the input of
the preamplifier. This shielded room thermal noise is on top of the wideband noise of
the room temperature preamplifier. Red: System noise temperature referenced to 50 (2
(the input impedance of the preamplifier) for short-circuited preamplifier input.

Memory limitations in the RTSA used in the experiment require dividing the 50-300 MHz
range into a series of smaller scans called spans, each of which has the required fractional
spectral resolution (see Equation ). These narrow spectral spans are further subdivided in
time into smaller, 10-second time intervals to maximize the ability to veto spurious external

noise while also being written sufficiently infrequently to avoid write-to-disk bottlenecks
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leading to losses in scanning efficiency. All data files are written out in a plain text format
and saved to disk. Afterwards, they are converted to fixed-size, binary format (HDF5) files
for data processing. The resulting time-frequency database of time-tagged sequential spectral
spans enables a series of detection validation tests. Any detection of a monochromatic signal
may be examined for its time dependence and also compared in amplitude with the expected
100 dB stronger signal on a spectrum analyzer and broadband antenna outside the shielded
room.

Conversion to a limit on € was done by computing the standard deviation of the filtered
power spectrum (filtering was done after subtracting the noise temperature of the amplifier),
like that shown in Figure [3.14, Each point in each span was multiplied by a confidence
threshold x to give a threshold power. A discussion of how this threshold was determined
is given in Section [£.4.1] Conversion to RMS voltage was done by propagating the error to

give

O'V:1 @Up (42)
oV P

where oy gives the uncertainty on the RMS voltage, op the uncertainty on the power, P is
the measured power in a bin, and Z is the input impedance of the spectrum analyzer, which

is 502 [114]. Then e was solved for using results from Chapter [2| to give

€o

s (AF) v (4.3)

85



where AF is the simulated antenna factor, €, the permittivity of free-space, and ppy the

local dark matter energy density.

4.3 Search for a Signal

In this section we outline the process of searching for a narrowband constant signal, and
describe the results of the first run. Due to the low efficiency of searching 50-300 MHz we

consider two types of searches:

1. A 100% efficient search confined to several narrow spans at several spot frequencies.

2. A broadband search covering 50-300 MHz but at ~ 1/400 the efficiency of the spot

limits.

After an initial run is performed, and the data are processed, we must determine where
any potential high @) signals that match the criteria originate. The methodology for this
process is outlined in Figure 4.2

The RF spectrum outside the shielded room is dominated by electromagnetic signals
which contain information. Thus, in general, they do not exhibit extremely high @) and
constant amplitude. The nature of any signal detected in the shielded room may be revealed
by comparing the signal measured inside the shielded room to the signal outside the room.

External electromagnetic signals in the frequency range should be attenuated inside the

shielded room by 100 dB or more.
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Figure 4.2: Flow chart describing the logic of the search process. Starting with the data
from the measured spectrum, the figure shows analysis of a detected signal, and the
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automated methodology for eliminating false positive signals.

This search logic flowchart applies to the next phases of the experiment as well. Once a
candidate high-Q), apparently constant, signal is detected there are a series of investigations

that will occur. Using a higher-resolution, smaller-span, targeted run the shape of the line
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could be investigated, and any time-variation detected. Based on those results, as well as
non-detection outside the shielded room, the next step will be to confirm the signal in an
identical setup some distance away. Finally, the next obvious step will be to focus on that

frequency with the vastly superior sensitivity of a superconducting quantum limited detector

of the kind employed by the Stanford group [123].

—9.5 1

50 100 150 200 250 300
FREQUENCY (MHz)

Figure 4.3: Reach of the experiment after short test integrations. The blue curve is for
only 3.8 hours of real-time data collection. The orange dots show spot measurements at
63.9, 70.5, 152, and 247 MHz taken with at least 5 x 10° s of real-time data extrapolated
to 1 month of data acquisition (assuming the current noisy receiver), and are offset from
the blue curve by the expected amount due to the different integration times.
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4.4 Limits on ¢ in the 50-300 MHz Range

The first run of the experiment was done over the course of two months scanning between
50 and 300 MHz. A list of run details is given in Table Figure shows the results
of approximately 3.8 hours of real-time data collection from 50-300 MHz using the system
shown in Figure 2.1 This short effective integration resulted from the dead time of the
RTSA inherent in the sequential frequency scans. The data-taking procedure is outlined in
Sec. [4.2] Conversion from voltage to electric field was done using the modeled AF shown
in Figure 2.8l This was converted to an € limit by looking at the standard deviation of the

electric field at each bin and calculating the 50 limit described in Section [£.2]

Run Details
Span 50-300 MHz
Antenna AB-900A biconical antenna
RTSA Rigol RSA5065-TG
Resolution > 10° across the entire spectral range
Window type Kaiser
Total spans 454
Acquisition time per span 100 ms
Total time per span 10s (100 averages)
Total time taking data 133 days
Total time per span ~ 13800s
Points per span 800

Table 4.1: Details of the initial run of the Dark E-Field Radio experiment
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4.4.1 Determination of Candidates

A 50 limit was chosen because it overlapped with the 90% confidence limit. To set a confi-

dence limit, the goal is to solve the equation

(1 —p)" = confidence limit (4.4)

where p is the right-handed cumulative distribution function (CDF) of the parent distribution
function, n the number of samples, and confidence limit the confidence limit normally set
to 95%. Samples are taken to be independently drawn from the parent distribution since
the expected bin width of a candidate is a single bin. To good precision, this can be Taylor
expanded and solved for p given that n = 454 % 800 = 363, 200.

Assuming that the parent distribution is Gaussian, a z-score, corresponding to a certain
number of standard deviations (o) away from the mean can be solved for a given confidence
limit via numeric approximation of the inverse CDF. When this is done, the 90% threshold
is set at 5o and the 95% threshold set at 5.10.

This search produced approximately 130 bins where there was a signal of interest (equal
to 0.03% of all bins in the search). Many of these signals were quickly excluded via Step
2 in Figure [4.2] Signals that remained after this process were generally excluded by Step
3. However, care must be taken because some of these candidates were transient. Looking
at the dependence of the voltage noise above baseline on the time of day the signal gives a
further handle on whether to exclude these as possible candidates. As described in Figure
[4.2] splitting up the data into short time bins, enables monitoring signals versus time in order
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Figure 4.4: Voltage above baseline of ~19 minutes of data over a 2-hour time window.
At 145.5 MHz, a weekly ham radio net on the 100 W K6JRB repeater at 12:30 p.m. is
clearly detected. This signal can be eliminated due to short term time-variance. At
288.0 MHz, a possible candidate of unknown origin is shown. This is eliminated by
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checking the signal outside the shielded room, finding it 110 dB stronger.

The other candidate detection at 288 MHz was eliminated by comparing with the RF

to discriminate transient interference from candidate dark photons. Figure highlights the
transient nature of one of these candidate peaks at 145.5 MHz, which is the location of a

weekly ham radio net.

spectrum outside the shielded room. While there is variation in the SNR at 288 MHz, the
candidate is only conclusively excluded by doing a narrow-band sweep around the candidate

frequency outside the shielded room. The result of this is shown in Figure From this, it
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Figure 4.5: A scan around a candidate signal at 288 MHz done with a wide-bandwidth
Vivaldi antenna outside the shielded room showing 1,000 seconds of real-time data. The
signal is 100 dB stronger than the shielded room detection. This excludes this signal as
a candidate. Other EM peaks, also from the same antenna, are evident but are below
the sensitivity of the experiment when the shielded room door is closed.

is clear that this signal has terrestrial origins.

4.4.2 Limits on ¢ at four spot frequencies

Four narrow-span scans around 63.9, 70.5, 152, and 247 MHz were chosen as a second cali-
bration of sensitivity as shown by the orange dots in Figure[4.6] For each spot check, at least
half a million seconds of data were obtained and used to compute a 5o limit on £. This limit
was extrapolated to a month using Equation . The locations of spot frequencies were

chosen to sample across the entire 50-300 MHz span as well as to investigate the sensitivity
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of the experiment in regions with and without room modes. Span widths were selected to

ensure a resolution of at least one part in 10° and are the same as used in the full data run.

(Figure [4.3).
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Figure 4.6: Limits from spot measurements in the 50-300 MHz region shown along with
existing limits. The equivalent mass range is 264 - 1021 neV.

It is expected that near room modes (see Figure {4.1)), sensitivity will improve. However,

this is complicated by the properties of the antenna itself (see Figure . The resulting AF

is effectively a convolution of the two and can only be calculated via EM simulation.

Using data from the experiment, we estimated the the constraining power versus integra-
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tion time in various frequency (dark photon mass) bands. This is crosschecked with real-time
narrow-span scans around 63.9, 70.5, 152, and 247 MHz as a second calibration of sensitivity.
The limit plot in Figure [4.6] shows the extracted limits between 50-300 MHz. This set of
spot limits has excluded possible values of € at four points in the dark photon mass range of
264 - 1021 neV. While it is not appropriate to interpolate between those points in order to
claim such exclusion for € in that mass range, it is indicative of the power of this technique
to extend sensitivity in the hitherto unexplored parameter space.

The limit plot in Figure 4.7] shows current limits for the 3.8 hr run overlaid with extrap-
olated limits assuming lower noise temperature LNA and improved RBW after a 1-month
long data acquisition from 50-300 MHz. Spot checks at 63.9, 70.5, 152, and 247 MHz are

also overlaid.
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Figure 4.7: Limit plot showing the reach of the experiment from 50-300 MHz in several
stages. Pilot (blue) shows 5o limits after 3.8 hours of data collection using the proof-
of-concept setup. Phase-I (green) shows 50 extrapolated limits using current antenna
with LNA noise temperature and RBW improved by a factor of 2 and 10, respectively,
after 1-month of real-time data acquisition. Spot checks (orange) show measurements
around 63.9, 70.5, 152, and 247 MHz taken with at least 5 x10°s of real-time data in
the experiment. Unlike Figure [£.3] these values are not extrapolated to 1 month. As
expected, these limits lie between the measured and projected limits from the current
and next phase runs, respectively. Phase-IT (black) shows the projected 5o limits for a
month-long data run after reducing the system noise temperature.

95



Chapter 5

Improving Acquisition Efficiency for

the Next Phase

The first run of the Dark E-Field Radio Experiment showed the feasibility of this detection
method to detect dark photons and set limits on the dark photon coupling strength at
RF frequencies. However, this experiment suffers from low acquisition efficiency and poor
spectral resolution, a byproduct of the current acquisition method. This chapter describes
the work being done in preparation for the next phase of the experiment, which will be a run
from 50 to 300 MHz using a custom-designed real-time spectrum analyzer with a resolution
of one ppm or greater over the entire span. The rest of the chapter is devoted to a discussion

of the development and design of this data acquisition system.
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5.1 Design of the ROACH System

Figure 5.1: (Left) Picture of the full ROACH system showing the KatADC coupled to
the ROACH board. (Right) Zoom-in of the Kat-ADC. The KatADC board has four
SMA inputs ([124]) for data (I/Q), clock, and sync inputs. For this design, only a
single input channel and the clock are used because the input channels are combined
(interleaved) to form a single channel, and there is only one KatADC so an external
sync connection is unnecessary. The clock is a 0 dBm sine wave externally provided by
a Rigol DSG830 RF signal generator. Outputs are routed to SMA connectors on the
back of the ROACH enclosure, which allows the entire system to be fully enclosed.

The Reconfigurable Open Architecture Computing Hardware (ROACH)-2 board com-
prises a standalone field-programmable gate array (FPGA) processing board for generic
data acquisition and analysis (although geared towards radio astronomy) designed by the
Collaboration for Astronomy Signal Processing and Electronics Research (CASPER). The
ROACHS-2 (hereafter referred to as the ROACH), also includes the Simulink-based library de-
sign blocks specific to CASPER boards.|125] This greatly eases the development of the data

acquisition (DAQ) system because everything can be done graphically in Simulink without

having to go down to the level of the hardware description language.
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Figure 5.2: Data from the KatADC comes out in 8 1-byte words every FPGA clock
cycle. The FPGA clock is 1/8 the sampling rate of the KatADC (75 MHz). Each 1-byte
word is concatenated into a 64-byte word that gets sent to the FIFO block. Data are
decoded after they are sent to the PC. Care has to be taken to ensure that the data are
being digitized and decoded in time-ordered bytes or else there are many FFT artifacts.

The ROACH facilitates communication between a KatADC board, where data are digi-
tized, and a PC, where the data are processed. It is coupled to the KatADC board via its
front-end ZDOK+ connector[126] [127]. A picture of the system is shown in Figure [5.1]

When data come into the KatADC, they are first amplified by a 20 dB frontend amplifier
on the KatADC. Then, they are digitized by an 8-bit dual 1.5 GHz or single 3.0 GHz Texas
Instruments analog-to-digital converter (ADC). Sampled data from the KatADC block are

then sent to the Virtex-6 FPGA on the ROACH [128] over the ZDOK+ connector and

98



Tdata 0]

Goto31

fito_empty

dout— !
Delaya

! Tifo_empty]
W_\ emply. 4"
> erovs
| [ifo_trig] £
Delay?
Tifo_rst] st
FIFO fifo_count
Toutput
e [data_enable]
Goto?
eof
feol_sig]
valid Goto22
v s
fifo_trigger Gotoz2l
pki_sim

Goto28

Figure 5.3: Data from the KatADC are buffered into the FIFO block to be stored before
being transmitted. The 10 GbE block is able to transmit faster than the FIFO takes in
data so this is mostly a fail safe. The we (write enable) and re (read enable) ports on
the FIFO allow the user to meter data into and out of the FIFO in case the FIFO is
full or there is a need to limit data going to the transmit block. Yellow blocks indicate
registers that can be looked at on the PC to observe the status of the FIFO.

buffered with a first-in first-out buffer (FIFO) before being sent to the 10 Gigabit Ethernet
(GbE) line. This goes to a PC where it is copied to a graphics processing unit (GPU) for
processing.

The 10 GbE data line is what sets the maximum real-time bandwidth for the system,
which is given as half the quotient of the maximum data rate (10'°b/s) and the bit-depth of
the ADC used on the KatADC, (8b), which is 625 MHz. With the current setup, we could
have up to 1.25 GHz of real-time data acquisition. However, this comes with a large reduction
in acquisition efficiency because data streams from each 10 GbE line are not contiguous in

time. As a result, lots of extra data have to be taken so that streams can be shifted to be
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Figure 5.4: Data from the FIFO block are sent to the 10 GbE block where they are
accumulated, turned into Ethernet frames, and sent to the PC. Almost all the small
yellow blocks are status registers except for the dest_ip0 and dest_port0, where the IP
address and port number of the host PC is set for data to be sent. If the FIFO is empty
the transmit flag is set to false as a fail-safe to prevent empty packets from possibly being
sent. To maximize transmission efficiency, the 10 GbE block sends 8 kB jumbo frames
(1024 total KatADC samples or 128 FPGA clock ticks). This needs to be configured on
the PC side otherwise data are not correctly received.

aligned with each other. Unaligned data are then thrown away, which results in a significant
loss of acquisition efficiency. If better timing could be realized, we can take data with a
real-time bandwidth of greater than 1 GHz.

The design of the ROACH is separated into three separate pieces: The ADC Block
(Figure [5.2), the FIFO block (Figure [5.3)), and the Ethernet block (Figure [5.4). Data from
the KatADC come in eight 1-byte packets that are combined to create an 8-byte word. This
word is passed into the FIFO where data are stored and passed onto the Ethernet block. The

Ethernet block takes the data words and combines them into packets that are then sent to
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Figure 5.5: The pkt_sim subsystem contains the logic for generating various control
signals. The size of the packets sent to the the PC is set here and is also controllable
from the PC. Other signals controlled here include the end of frame (EOF) signal, which
goes high on the last clock packet of the frame, read enable, which is set for the FIFO,
and transmit enable on the 10 GbE block. More complicated logic may be needed if we
are write limited. However, this is not the case, so the main purpose of this subsystem
is to pulse EOF high for one clock cycle whenever it is time to send an Ethernet frame.

the PC. Logic for when to package Ethernet frames and send them to the PC is configured

Ultimately, the ROACH board is being used as a conduit between the KatADC and the
PC where the data are processed. Originally, the goal was to do an onboard FFT of the

incoming data. Memory limitations of the ROACH then required careful averaging methods



to maintain resolution requirements while not exceeding the memory of the ROACH itself.
However, GPU’s now have enough memory to perform large FFT’s so it is faster and easier
to perform the FFT on the GPU than it is on the ROACH itself. As a result, time domain
data are transferred off the ADC to the PC where they are subsequently copied to a GPU.

The entire data acquisition and analysis script is done in Python3 simultaneously and in
real-time. This includes data acquisition, performing the FFT, writing to disk, monitoring

the RF spectrum in the lab space outside the shielded room, and displaying run information ]

5.2 Using the ROACH

Now that the DAQ system has been developed, we can develop the next phase of the exper-
iment around it. This involves careful examination of some of the noise issues that reduce
the dynamic range and require a rethinking of how to perform the experiment to limit the
effect of high-@) spurious signals, that mimic dark photon signals, and are injected into the

data acquisitions by the ROACH. This section details this effort.

5.2.1 ROACH Spurs

Candidate signals are estimated to have a @ of ~ 10°. If we assume that that is true across
the entire span, then to maximize the SNR, we would like 50 Hz resolution (quotient of the

minimum frequency and @). To determine the length of the FFT required to do that, we

!There are actually slight delays due to experimental design choices. These are described in Section

P23
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can take the clock rate (given by Nyquist as twice the maximum frequency in the span[121])
and divide it by the required resolution bandwidth (RBW)H We would also like the length
of the FFT to be a power of 2 since computational efficiency is important for a real-time

system. From these requirements, we calculate the required FFT length as

n= |_10g2 <2fmax/RBW)-|

— 24. (5.1)

A 2% _point FFT has a resolution of f,/2" = 35.76 Hz for a sampling rate f, of 600 MHz, which
exceeds the requirement of at least 50 Hz resolution. Exceeding the resolution bandwidth
requirement will not reduce the sensitivity, however it will spread out a dark photon signal
across multiple bins.

Spurious signals (spurs) are those that appear as coherent, narrowband signals that mimic
the presence of a dark photon and represent a false positive dark matter event detection.
Therefore it is important to analyze, catalog, and eliminate, to the greatest extent possible,
spurs in the detection system. We start the discussion on spurs by examining how the
baseline power-per-bin is reduced by doing a long FFT. An FFT can be viewed as a series
of bandpass filters, splitting up the power of the signal into a series of bins. From Parseval’s
Theorem [121], the FFT is power preserving so there is an equivalency between the power
of the signal in the time domain, and the power of the signal in the frequency domain.

Assuming that the power-ber-bin is constant, then the baseline (equivalently the power in

2Windowing will increase the resolution bandwidth by the ENBW. For this simple calculation assume that
the resolution bandwidth has had the ENBW already accounted for. See Section for more information.
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each bin) is proportional to the the number of bins. The quotient of the signal power in the
time domain and the power-per-bin in the frequency domain is called the process gain. For

a real signal, the process gain, G, for a length M FFT is given by

M

As an example, for a 2*%-point FFT like that calculated in Equation , this is 72.2dB.
Assuming that the power spectral-density-per-bin is constant, this means that the FFT will
push down the baseline by a factor of 1.66 x 107. This is fantastic for improving the SNR,
but we immediately run into problems.

Now, any ADC has distortion products. These are caused by any nonlinearity that exists
whether it be timing, integral nonlinearities from sampling, offset mismatch in interleaved
ADCs, etc [129]. These nonlinearities cause spurious signals in the sampled output that
present themselves as high-() spurs on the baseline independent of the presence of a real
candidate signal. Therefore, understanding and mitigating these spurs (to the extent possi-
ble) is very important for this experiment because a dark photon signal will look exactly like
a spur. Any spur has to be treated as a candidate and carefully excluded in analysis. This
becomes very difficult and time consuming to do in the limit that there are many spurs.

A common figure of merit for ADCs is the spurious-free dynamic range (SFDR), which
quantifies the ratio between an ADC’s full-scale range (or the carrier signal amplitude) and
the largest spur. A visual definition is shown in Figure |5.6| For the ADC08D1520, which is

the ADC chip in the KatADC, the SFDR is between 50 and 60 dB.
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Figure 5.6: A schematic view defining SFDR. Here, the frequency axis goes from DC
to half the sampling rate f; (Nyquist). SFDR can alternatively refer to the size of the
input signal relative to the amplitude of the largest spur (dBc) or the amplitude of the
maximum signal level (full scale) relative to the amplitude of the largest spur (dBFS).
This diagram is inspired by a similar one in [130].
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Because the SFDR of the ADC is more than the process gain of the FFT, the baseline
will be below the level of spurs. Figure shows the extent of this problem. To collect these
data, the input to the KatADC was terminated and approximately 5 minutes of data were

collected and averaged together corresponding to a total of 104, 224

-point acquisitions. The
expectation is that the power spectral density will present as the flat Johnson noise (kgT") of
a 50 (2 terminator since the frequencies of interest are well within the Rayleigh-Jeans region
[131, pages 20-27]. Instead, there are a large number of high-Q) spurs punctuated by one
large one at 150 MHz.

This spur is called the main interleaving spur. Interleaving is a common technique for
high speed ADCs that allows the use of multiple, identical ADCs to sample at a slower
rate than data are actually digitized. Slight differences between the gain, phase, and offset
between the ADCs cause a nonlinearity that expresses itself as a spur in the FFT. This spur
is located at k/a x fs, with k a non-negative integer, o the number of interleaved ADCs
(2 for the ADC08D1520), and f, the sampling rate. Therefore, this spur is always at 1/2f;
([129] [132]).

Now, Figure is a worst case scenario, in a sense, because the baseline is at the noise
floor of the ADC. However, even if the total signal power is increased to the maximum input
level of the ADC (where the possibility of saturating the ADC becomes very likely, which,
in turn, produces a lot of other spurious mixing products), the baseline of the spectrum will
still be below the level of the biggest spur because the processing gain is larger than the

SFDR.
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Figure 5.7: 10,000 2**-point FFT power spectra averaged together with the input to
ROACH terminated with a 50 €2 terminator. This test shows the large number of spurs
that exist when the sum of system gain and process gain is larger than the SEFDR. These
spurs are identical to dark photons candidates. Therefore, this test also highlights the
necessity for strategies to remove or mitigate the effect of these spurs.
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One idea to handle this, is to disregard the largest spur since it is always at one quarter
of the clock rate. The second largest spur is at -75dBm. Redefining the SFDR with with
respect to this spur, makes the modified SFDR 82dB (the maximum power input for this
ADC is 7dBm). Now the SFDR is greater than the process gain by 10 dBE| This is not the
entire story, though, because arguments up to now have only applied to a single FFT.

There is a further factor called averaging gain, which is proportional to the number of
acquisitions. Assuming that the baseline is Johnson noise, which is a good approximation
since the dominant noise source is thermal, then the uncertainty in the baseline is propor-
tional to the n,.,"/? where n,., is the number of acquisitions taken ([122]). The averaging

gain, G 4, is then given (in dB) by

- o |25 o3

for an acquisition that lasts for a time ¢ at a sample rate f,, and an FFT of length 2V. Using
fs = 600 MHz, and N = 24, in 1 day, the averaging gain is 17dB. Even though the SFDR
is 10dB below the processing gain, we are able to see fluctuations on the baseline that are
7dB less than that so we will still see many of the high @ spurs. All of this is to motivate

that spurs are an inescapable consequence of the current acquisition scheme.

3This is also why we do not want to do a longer FFT even though we are capable of doing so. Every
factor of 2 increases the process gain by 3 dB, which pushes the SFDR closer to the process gain.
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5.2.2 Identifying the Source of Spurious Signals

A perennial question has been whether we can identify the source of the spurs and fix the
source or develop a method to mitigate the effects of the spurs. One idea is that the spurs
are being generated by the ROACH and being picked up by the KatADC. The KatADC
does not have its own power connections, and, as a result, gets all of its power from the
ROACH from the 5, 3.3, 2.5, and 1.8 V sources passed from the ROACH over the Z-DOK+
connector to the KatADC. Not only are these voltages generated using switching DC-to-DC
converters, but the same ground that is used for all the digital lines (e.g. the PowerPC) is
then shared with the KatADC.

Measuring the AC-coupled output from the output of each of the converters shows spurs
at each transition as shown in Figure 5.8, This noise should get filtered out, but it can
also be picked up on the ground of the ROACH, which would be seen by the KatADC.
One attempt to determine if this noise is coming in on the ground is to enable the digital
attenuator on the Kat ADC with the input to the KatADC grounded. If spurious signals are
not attenuated when the digital attenuator is enabled, then it is highly suggestive that these

signals are coming through the ground on the KatADC.
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Figure 5.8: AC-coupled noise coming from the 1.0, 1.5, 1.8, 2.5, 3.3, 5.0, and 12.0V
switching DC-to-DC converters on the ROACH board. Data were taken by probing right
at the output of each DC-to-DC converter. It is hypothesized that these transients may
be the source of the spurs.

Terminating the input to the ROACH and doing an acquisition with the variable atten-
uator set at 31 dB (maximum) or 0dB (off) reveals that including attenuation reduces the
size of the spurs but does not eliminate them. An example is shown in [5.9] This suggests

that other strategies to mitigate the effects of the spurs have to be developed.
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Figure 5.9: Changing the digital attenuator from (a) 0dB to (b) 31dB and zooming
in on some of the periodic spurs around 50 MHz shows that while some of the spurs
have been attenuated, they have not been eliminated. This suggests that these spurs
are coming into the ADC through the RF signal chain and the ground.
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Data coming into the KatADC pass through a programmable attenuator, get amplified,
and then pass through a balun that turns the single-ended input signal into a differential
one. In principle, this not only removes the DC component giving a better dynamic range,
but also reduces any common-mode noise because of the 180 ° phase difference of the balun’s
outputs.

However, any signals that are not common-mode will not be filtered out by the balun.
One option is to float the ground on the balun and have the signal be fully differential
from the output of the antenna through to the input of the ADC bypassing much of the
hardware on the KatADC. However, this requires hardware changes across the entire signal
chain: The antenna’s balun needs to be removed, fully differential amplifiers are needed,
shielded differential cables need to be designed, and new panel feedthroughs need to be
drilled. Luckily, there are other ways to mitigate the effects of the spurs that do not require
an effective redesign of the entire hardware chain. This is discussed in Sections [5.2.3 and

b2

5.2.3 Stability of Spurious Signals

One way to mitigate the impact of spurious signals in the data is to switch back and forth
between two systems: One that has background and signal and one that has only background.
For the next data run these will be the biconical antenna and a 50 €2 terminator, respectively.

However, stability, both in frequency and amplitude, of these spurs needs to be determined.
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This is important not only because these spurs mimic dark photon signals, but also because
switching leads to a reduction in acquisition efficiency. To determine how frequently to
switch, the setup in Figure was used where two 502 terminators were used, one on
each arm of a single-pole double-throw (SPDT) switch. Terminators were used because they
are both well matched to the input of the amplifier and also because they will not receive
external RF that could confuse results. This test could be done without the switch, however,
the switch will be included in the next data run, so it is included here to closely replicate

the ultimate system design.

PE15A1012

50
——_
| —é—'J 40 dB | To KatADC
|

Figure 5.10: Schematic diagram for doing switching tests. The SPDT switch was trig-
gered via a phototransistor that is controlled from a PC located outside the shielded
room. Both arms of the switch were connected to 50 2 terminators to mitigate the effect
of RF being received that could mimic spurs. Output was amplified (to match how data
are processed in the actual setup) before being sent to the KatADC.

Spur stability was determined by taking varying number of acquisitions on each arm
of the SPDT before switching. For all tests, the total number of acquisitions taken was

10,000 (5,000 for each arm of the switch) except when 10,000 acquisitions were taken on
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each arm of the switch and the total acquisitions taken were 20,000. Acquisition length for
all tests was 28 ms (2?*-samples) to copy the planned acquisition length for the next run
of the experiment. The power spectra for all acquisitions on each arm of the switch were
linearly averaged together, respectively, and then the two averages divided by each other to
produce an averaged ratio spectrum.

By the Central Limit Theorem, this process created a Gaussian-distributed ratio distri-
bution, with a mean around 0, for each test [122]. Spurs that varied on short enough time
scales with respect to the time between switching were seen on the ratio plot. Results of this

experiment are shown in Figure [5.11
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Figure 5.11: Looking at the stability of high ) spurs over time by changing the time
interval between acquisitions. Each plot shows the quotient of two separate 5,000-
average acquisitions (in dB) versus frequency using the setup shown in Figure m
except when the time between switches was set at 280s and 20,000 total acquisitions
were taken. The ratio distributions have very few spurs all the way out until the time
between switches is 28s. A large number of spurs are evident when the time between
acquisitions was set to 280s. This informs the amount of time to take before switching
between the biconical antenna and a 50 €2 terminator for the next run of the experiment.

Surprisingly, spurs were quite stable even out to 28s. We can make this more quantitative
by looking at the number of candidates for each run. As motivated in Chapter 3, candidates
are defined by the height of the signal relative to the standard deviation of the baseline.
Keeping with that premise, large signals have been defined as any signal whose magnitude is
greater than 5 standard deviations (since the mean is 0dB to high precision). For (223 — 1)
Gaussian-distributed samples, we expect to see a mean value of 4.8 large Signalsﬁ This

expectation is consistent with what is shown in Table for all runs except for 10,000

4This is the product of twice (to make the result two-sided) the complementary cumulative distribution
function, or the survival function, of a normal distribution, evaluated at 5 standard deviations and (223 - 1)
(the number of samples in the displayed ratio distributions).

117



Acquisitions per Switch Standard deviation (mdB) Number of > 50 signals
1 61.43 7
10 61.41 6
100 61.42 5
1,000 61.41 1
10,000 62.27 96

Table 5.1: Standard deviation and number of large signals (defined as signals with a
magnitude greater than 5 standard deviations) for each run shown in Figure [5.11]

acquisitions per switch where there are 96 large signals. This also agrees with qualitative
visual inspection in Figure where many more spurs are evident when the time between
switches is set to 280 s versus any time between switches less than this.

This test informs how frequently we should switch back and forth for the next phase of
the experiment. Specifically, it says that we should switch every 28 s, which is equal to 1,000
acquisitions. The rated switching time for the SPDT switch is 10 ms [133]. This means that
even if we give 1 second to switch that the acquisition efficiency is still 96.5 % leading to a
reduction in the limit on e of 0.9 %, which is a small effect. Furthermore, since spurs are
generated on the ROACH, we expect to see spurs regardless of what is on the input to the
KatADC. Therefore, even though the next data run will include a biconical antenna and a

50 €2 terminator instead of two 50 () terminators, like in this test, this result still holds.
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5.3 Reach of the proposed experiment

Using the ROACH, projections for the next run overlaid with current experimental and
astrophysical limits are shown in Figure [5.12] Some discussion of the astrophysical limits
and their robustness is in order. The v—/ CMB bound (brown) comes from conversion of
normal CMB photons to dark photons and does not require that the dark photons be dark
matter or even have a cosmic abundance. The 7'~y bound (dark photon to regular photon)
is model dependent because it requires that the dark photon abundance exists at the time
of conversion [93]. Not only is it assumed that the dark photon is dark matter today, it
assumes that it also existed back in the early universe, in most cases before matter-radiation
equality when we do not actually have any evidence that dark matter existed. For the dark
photon to be dark matter today but not to exist back then implies that it would have to
be produced sometime between then and now (actually between then and matter-radiation
equality). Thus the v~y bound is weaker than other astrophysical bounds, and speculative.
The intergalactic medium (IGM) heat bound arises from dark photons converting in the
ionized intergalactic medium, below the plasma frequency and heating it above observed
infrared (IR) bounds|[134].

The dashed black line represents the forecast for the second phase of this experiment. It
relies on a series of technical improvements in the different frequency bands, ranging from
amplifiers at gigahertz frequencies to bolometers at terahertz. Ultimately, this experiment

is limited by the warm walls of the shielded room.
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Figure 5.12: Projected reach of the Dark E-Field Radio Experiment in the next phase.
The weak kinetic mixing factor is plotted versus dark photon mass in eV. The light 7' —~
CMB region is a speculative model-dependent constraint above which hidden photons
would not account for the total dark matter density. For reference, planned ADMX
axion searches are shown in yellow, because those experiments may detect dark photons
135]. Recent advances, 137], may improve these limits. The orange points in
Phase-I show calibrated exclusion regions at four spot frequencies at 5 o measured in
the current noisy experiment. The red dot shows the point exclusion limit measured
by Phipps et al. (2019). The Phase-I and -II limits are based on 1 month integration
using the ROACH. Phase-I green region shows 50 extrapolated limits using the current
antenna with the ROACH sampling at a resolution of 10 or better over the entire 50-
300 MHz span. Phase-II are wide-bandwidth sampling experiments.
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Chapter 6

Future Plans and Conclusions

We have demonstrated the feasibility of the Dark E-Field Radio Experiment and conducted
a proof-of-concept data acquisition run between 50 and 300 MHz. Furthermore, we have
developed a custom DAQ system based on the ROACH platform to perform a real-time
FFT with a resolution of 10° or greater between 50 and 300 MHz. This chapter will conclude
with a few notes about future improvements to the Dark E-Field Radio Experiment and

some points of consideration as we continue to develop the experiment.

6.1 Improvements in Understanding of the AF

The AF relates the incident electric field to the measured port voltage. The coupling of the
RF shield to the antenna leads to a complicated and geometry-dependent modal structure,

which necessitates an accurate EM simulation to compute the AF for all the positions and
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orientations of the antenna used in the data run. Furthermore, because the limit for ¢ is
dependent on the AF, it is important to have a good understanding, both intuitive and
modeled, such that greater confidence can be achieved in extracting dark photon coupling
limits.

However, this is a difficult problem because not only does the AF vary over the frequency
range of interest, but it also depends on its position and orientation inside the shielded room.
Even more so, the dimensions of the RF shield are such that neither near-field nor far-field
approximations can be made.ﬂ This simultaneously makes computer modeling a necessity,
and intuitive understanding difficult.

In order to reduce inhomogeneity of the fields, reverberation chambers typically use
large stirrers. These consist of big, metallic reflectors of various geometries that change
their orientations to introduce different boundary conditions inside the chamber in a process
called mode stirring. Moving the antenna inside the room is a manual equivalent of this
process. Whereas mode stirrers physically modify the boundary conditions of the room for
a fixed antenna position in order to achieve statistical uniformity, the process of changing
the position of the antenna for fixed boundary conditions is essentially equivalent|139].

The next run will take advantage of this by moving the antenna to a series of different
positions and orientations within the room to increase the statistical uniformity of the fields.

This both reduces the inhomogeneity of the fields and also removes the risk of placing the

IThis is traditionally defined for an electromagnetically short antenna by the distance r, in number of
RF wavelengths, A, away from the center of the antenna by r < A (Fresnel zone) and r >> 2\ (Fraunhofer
zone), respectively |138] Section 2-31].
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antenna on a null of the field.

However, the optimal number of locations in which to move the antenna has not been
determined. We can estimate an adequate number of positions for antenna placement by
performing Monte Carlo simulations of the average energy density at the peak frequencies
of the known RF modes of a rectangular cavity with the same dimensions as the room. We
choose to look at energy densities instead of field strengths because the sensitivity to ¢ is
linearly related to the local dark matter energy density. By sampling at random locations
inside the room at each of the known modes of the room (up to the highest frequency of

interest), we obtain the field amplitudes at a series of points. The algorithm is as follows:

Compute the transverse electric (TE,,,,) and transverse magnetic (TM,,,,) modes of

a rectangular RF cavity with the same dimensions as the shielded room.

For each resonance, calculate the E- and B-fields for a chosen number n points

Calculate the energy density for each field point.

Average all energy densities together.

Compute a ratio of the known average energy density to the sampled energy density.

Repeat the above steps many times for statistics.

Compute the resulting means and standard deviations of the ratio distributions.
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Room modes are specified by a wavevector k defined by

ma

ko e

k= = | nr
k, ;

p
k. -

(6.1)

Here, a, b, and ¢ specify the dimensions of the room and m, n, and p are the mode numbers.

Assuming that the propagation direction is in the z-direction, allowable TE-mode numbers

are m,n € Z > 0and p € Z > 0 with m+n # 0. Likewise, allowable TM-mode numbers are

m,n € Z >0 and p € Z > 0. Note that for m,n,p # 0, TE- and TM-modes are degenerate.

The electric and magnetic field vectors for each mode are given by

E'TM

—

mnp

—,

mnp —

= ky k?z EO
mnp k2+k2

_kz kz EO
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sin (k,x) cos (kyy) sin (k. 2)
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sin (k) cos (kyy) cos (k. z)

os (kyx) sin (kyy) cos (k,2)

0

cos (kyx) sin (kyy) sin (k. 2)

sin (k) cos (kyy) sin (k. z2)

0
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_kacszO

sin (k) cos (kyy) cos (k.z)

k2+k2
Hypy = %ijgo cos (ky) sin (kyy) cos (k. z) (6.2d)

Hycos (k) cos (kyy) sin (k,2)

These are derived in [120]. Here, the amplitude Ey and Hy are related via

Eq Ho
— = | — = 3770 6.3
LN (63)

the impedance of free space. From these fields, the energy density is then defined by

u= 3 [eo (BLE,+ BLe) - (B2E,+ Botp) +mo (12, + AL - (HEE, + Hitp)]
(6.4)
Note that there is an implicit double count in Equation because TE- and TM-modes are
degenerate for m,n,p # 0. As a result, the calculated energy density is overestimated for
mV nVp =0 (the prefactor should be 1/4). This is corrected in the computation of the
expected average energy density by multiplying the expected output energy density by an
extra factor of 2. Computing the average energy density of the field is done by finding the

average of the square of the fields. Fortunately, this integration is easy to perform over a

(non-zero) integral number of periods

L /27m sin? (7) = L /27m cos® (z) = L (6.5)
27|n| J, ~ 27in| J, 2 '

As a result, the expected average value of the trigonometric functions in [6.2] is given by

27 = (6.6)
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where d = 3 is the number of spatial dimensions. The case of different propagation directions
can be solved for by permuting the dimensions of the room and leaving everything else fixed.
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Figure 6.1: Ratio distribution of the sampled average modal energy density normalized
to the analytic average energy density for 24 samples. Here, all modes less than 300 MHz
are shown for a featureless, ideal room with dimension (x, y, z) = (3.07, 3.68, 2.47) m.
For each mode, 100 different runs of 24 samples is done for statistics. Each data point
represents the mean ratio of these 100 runs. Error bars indicate the £10 range of this
result. For this run, the mean ratio is 1.02 with a an average error of 0.101 = 10.1 %.

As an illustration, the simulations of a run consisting of moving the antenna to 24 random
positions in the room are shown in Figure [6.1} Since the frequency of the dark photon is
unknown, the figure of merit is the average standard deviation of the resulting distribution,

which is 10%. In other words, by moving the antenna to 24 positions in the room, the
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measured energy density is accurate to 10% (assuming that equal amounts of data are taken
at each antenna location). In actuality, this is a worst case scenario, because only frequen-
cies where the mode energy is peaked are being simulated, wherein field non-uniformity is

maximal. Off resonance, the field distribution will be more uniform.

50
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5 1 Il Il 1
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Figure 6.2: Uncertainty in the energy density plotted against the number of positions
of the antenna. As expected, the uncertainty asymptotically decreases as the number
of antenna positions becomes infinite. This can be used both to determine the number
of locations to move the antenna but also the expected systematic uncertainty in the
energy density.

This process can be repeated for different numbers of averages in the room to produce the
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curve shown in Figure E| As expected, the uncertainty asymptotically decreases as the
number of antenna positions increases. This supports the claim that this technique can
be used to create a statistically uniform field environment akin to mode stirring. Also,
this informs run logistics. While an increased number of antenna positions decreases the
uncertainty in the measured energy density, it competes with acquisition efficiency, which
falls off rapidly as it entails disruptions caused by having to manually change the location
of the antenna inside the shielded room.

A statistically uniform field environment also reduces the uncertainty on AF making it

significantly less prone to large fluctuations as multiple antenna positions are averaged over.

6.2 Next Run Logistics

The next run will be a two week scan over the 50-300 MHz frequency span using the new
ROACH data acquisition system. It will include the veto system monitoring the RF outside
of the shielded room and also the new switching scheme to reduce the effects of spurs. As
argued in Section (6.1, we will move the antenna around the room to reduce uncertainty of
the AF. A sample acquisition from the prototype of the event display for the next run that
shows all of these pieces, is shown in Figure (6.3

This run will inform future plans for the experiment. Increasing the run time to one year

will only improve ¢ by a factor of 2.3 (26!/4) over a two week run, so it makes sense to expand

2 As before, 100 trials for each mode less than 300 MHz was calculated. Average ratio was 1, as expected
for all data points shown in Figure
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Figure 6.3: Preliminary event display showing power (in dBm) versus frequency (from
0 to 300 MHz) plots for the next run of the experiment. The left-side shows run data
using the biconical antenna (green) and a 50 §2 terminator (red) inside the shielded room.
Top left shows the current RMS average for a single position of the biconical antenna.
Bottom left shows the total RMS average of all positions for a run. The right-side shows
the spectra measured using the biconical antenna in the lab space outside the shielded
room. Top-right shows the RMS average in the lab space outside the shielded room
for a single position of the biconical antenna inside the shielded room. Bottom-right
shows the RMS average in the lab space outside the shielded room for all positions of
the antenna inside the shielded room for an entire data run. Each plot is updated as
new data is acquired.

the search to other frequency bands. From Chapter |5| this can immediately be accomplished
by increasing the bandwidth to 600 MHz. To maintain the resolution the FFT length will
have to be increased by a factor of 2. Further span increases will require a modification of
the current data acquisition system because more than a single 10 GbE line will have to be
used.

It is substantially more complicated to reduce the temperature of the room. If the
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temperature of the room can be lowered to that of liquid nitrogen then the temperature of the
walls will be 77 K. Assuming a cryogenically cooled amplifier with a 10 K noise temperature
then the the total system noise is 87 K. This will improve € by a factor of 1.8 [(295/87)/2)].

Cooling the room is more viable if the dimension of the room is reduced by a factor of
10. However, this will raise the resonant frequencies of the room up by a factor of 10 as well.
This technique is better adapted to searching for dark photons in the GHz regime (ueV mass
range).

In total, this experiment has proven the feasibility of the Dark E-Field Experiment de-
tection mechanism and has been used to set constraining limits on the dark photon coupling
strength, €. A combination of design and technical improvements promises to improve these

limits further in future runs and also to expand the search space into other mass regions.
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