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First-principles investigation of defects and interfaces in rutile, perovskite, and fluorite-structured metal oxides

by

Maziar Behtash

Doctor of Philosophy in NanoEngineering

University of California, San Diego, 2018

Professor Kesong Yang, Chair

Defects and interfaces are ubiquitous in polycrystalline metal oxide materials, and their presence gives rise to a host of beneficial and harmful effects. In this thesis we focused on substitutional impurities, heterointerfaces, oxygen vacancies, and grain boundaries, with the goal of enhancing material properties, using first-principles density functional theory calculations.

In the first project we studied the energetic and electronic properties of pentavalent-cation-doped SnO$_2$ transparent conducting oxide (TCOs) materials. We found that P-doped SnO$_2$ (PTO), a non-toxic low-cost material, compares favorably with well-known TCOs Sb-doped SnO$_2$ (ATO) and Ta-doped SnO$_2$ (TTO). In addition, we showed that the theoretical charge carrier density ($n_e$)
of PTO, ATO, and TTO is nearly identical, indicating that the order-of-magnitude experimental variations in $n_e$ for the latter two materials may instead arise from differences in experimental conditions during synthesis.

In the second project we explored the possibility of enhancing the properties of the two-dimensional electron gas (2DEG) which forms at the interface of the LaAlO$_3$/SrTiO$_3$ (LAO/STO) heterostructure through $n$-type layer doping with transition metal cations. We found that Ta(Nb) doping at the interfacial Ti site is energetically favorable, and can significantly enhance the charge carrier density and magnetism of the interfacial 2DEG in LAO/STO. In addition, we found that Ta(Nb) doping at the interfacial Al site can improve 2DEG charge confinement to only two TiO$_2$ atomic layers of the STO substrate.

In the third project we examined polarization and the effect of externally-applied strain on 2DEG properties in LAO/STO. We found that the LAO film polarization ($P_{\text{LAO}}$) decreases with film thickness, and that there is a critical $P_{\text{LAO}}$ value above which 2DEG cannot form. We resolved the long-standing discrepancy between the experimental and theoretical 2DEG charge carrier density through the use of an appropriate slab model. In addition, we showed that [100] uniaxial tensile strain applied on the STO substrate can reduce $P_{\text{LAO}}$ and thereby enhance the charge carrier density, electron mobility, and interfacial charge concentration of the LAO/STO 2DEG.

In the fourth project we studied termination stability and oxygen vacancy formation in a $\Sigma5$ [001] twist grain boundary (GB) structure of SrTiO$_3$ (STO). We found that of the three possible GB terminations, only the SrO/SrO (S/S) and SrO/TiO$_2$ (S/T) can form in the chemical potential range necessary to guarantee bulk STO stability, while the TiO$_2$/TiO$_2$ (T/T) termination cannot form. We showed that oxygen vacancies tend to segregate adjacent to the GB layer in the S/S system, but at the GB layer in the S/T system. In addition, we demonstrated that oxygen vacancies form more easily in the S/T GB system than the S/S GB system, leaving the door open for possible GB engineering applications.
In the final project we considered substitutional impurity segregation to $\Sigma 5 \,(310)/[001]$ tilt grain boundary structures of ZrO$_2$, HfO$_2$, and yttria-stabilized ZrO$_2$ (YSZ). We discovered a fundamental difference in the characteristic segregation profiles of aliovalent and isovalent impurities which is explained by differences in the local electrostatic potential energy. We successfully generated and structurally-optimized a YSZ GB structure bearing high concentrations of yttrium dopants and oxygen vacancies. Finally, we found that Si and Ca are strong segregants in YSZ while Al, Ti, and Y are not.
Chapter 1

Introduction

Metal oxide materials play a central role in the functionality of many important technologies, from photovoltaic cells to medical implants. Both natural and man-made metal oxides typically contain a variety of intrinsic defects, impurities, and interfaces whose presence can have very significant effects on the overall material properties. For example, transparent insulating oxide SnO$_2$ can become electrically conductive through $n$-type doping with as little as 1 mol% Ta. The incredible influence of defects on material properties has stimulated a vast research effort over the past several decades which has aimed not only to understand these defects, but to engineer them and produce material systems with novel functionality. In particular, defect-bearing metal oxide materials have enabled thin film material systems such as thin-film transistors, thin-film light-emitting diodes, and thermal barrier coatings (TBCs) which have revolutionized optoelectronic and aerospace technology. Further advances in the understanding of defects and interfaces at the nanoscale will no doubt lead to the discovery of materials with novel properties and unexpected applications.

Rutile, perovskite, and fluorite-structured metal oxides have drawn significant attention owing to their tremendous compositional variety and versatility of application. In this thesis our efforts center on these three materials classes, focusing on substitutional impurities, oxygen
vacancies, heterointerfaces, and/or grain boundaries. In this Chapter we will first briefly describe the structural properties and several applications of rutile, perovskite, and fluorite oxides. Next, we will discuss point defects and grain boundaries in these materials. Finally, we will describe the organization of this thesis.

1.1 Rutile, Perovskite, and Fluorite Metal Oxides

Rutile-structured metal oxides have chemical composition MO\textsubscript{2}, where the M-site is a tetravalent transition metal or post-transition metal cation, and typically crystallize in a tetragonal structure composed of six-fold coordinated metal-oxide octahedra (see Fig. 1.1a).\textsuperscript{[34]} Undoped rutile metal oxides, such as TiO\textsubscript{2}, can serve as photocatalysts for water-splitting\textsuperscript{[35–37]} or environmental remediation\textsuperscript{[38–40]} owing to their wide band gaps and chemical stability. In addition, extrinsic substitutional defects (dopants) can be deliberately introduced into rutile TiO\textsubscript{2} to enhance its photocatalytic properties via inhibition of electron-hole recombination.\textsuperscript{[41]} Doping other transparent rutile-structured insulating oxides, such as SnO\textsubscript{2}, can produce \textit{n}-type conductivity while preserving their transparency.\textsuperscript{[42]}

Perovskite-structured metal oxides have chemical composition ABO\textsubscript{3}, where A is an alkaline or rare-earth metal and B is a transition metal, and typically crystallize in a body-centered cubic or pseudo-cubic structure (see Fig. 1.1b). However, differences in the ionic radii of the A-site and B-site cations can lead to symmetry-breaking distortions which can in turn alter the crystal phase of the overall material to tetragonal, orthorhombic, or rhombohedral. The ionic radii of A-site and B-site cations can be related using the Goldschmidt tolerance factor \(t = r_A/(r_B\sqrt{2})\), which can predict the structural distortions in the perovskite structure with a high degree of accuracy. Specifically, \(t < 1\) indicates a relatively small A-site cation which produces rotations in the BO\textsubscript{6} octahedra yielding an orthorhombic or rhombohedral structure; \(t = 1\) indicates an ideal size A-site cation giving rise to an undistorted cubic structure; and
Figure 1.1: Structural schematic of the rutile (a), perovskite (b), and fluorite (c) metal oxide structures.

$t > 1$ indicates a relatively-large A-site cation which produces a lattice elongation from cubic to tetragonal. Therefore, the compositional variability of perovskite oxides leads to structural variations which in turn yield a rich landscape of materials spanning a wide range of properties. In addition, there is variability in the oxidation states of the A-site and B-site cations, such that the A site cation can be univalent, divalent, or trivalent, while the B site cation can correspondingly be pentavalent, tetravalent, or trivalent. Consequently, perovskites with different constituent elements can display different polar nature in different crystallographic orientations. For example, insulating perovskites La$^{3+}$Al$^{3+}$O$_3$ (LAO) and Sr$^{2+}$Ti$^{4+}$O$_3$ (STO) are both layered structures along [001], yet the former material is composed of polar (LaO)$^+$ and (AlO$_2$)$^-$ layers while the latter is composed of nonpolar (SrO)$^0$ and (TiO$_2$)$^0$ layers. As a consequence, when LAO is epitaxially grown atop a [001] STO substrate, a high-mobility two-dimensional electron gas (2DEG) forms at the (TiO$_2$)$^0$/ (LaO)$^+$ interface which displays a number of exciting electronic and magnetic properties. Recent works have demonstrated that these properties can be significantly enhanced by the deliberate introduction of extrinsic defects near the LAO/STO interface. [43–45]

Fluorite-structured metal oxides have chemical composition MO$_2$, where M is a tetravalent
metal cation, and crystallize in a face-centered cubic structure with oxygen ions occupying each of the four internal tetrahedral sites (see Fig. 1.1). Interestingly oxygen vacancies form very easily in the fluorite structure, a tendency which can be enhanced by doping with lower-valency oxides such as Y$_2$O$_3$, Yb$_2$O$_3$, or Gd$_2$O$_3$, leading to very high oxygen conductivity. The classical example of such a material is Y$_2$O$_3$-doped ZrO$_2$, often referred to as yttria-stabilized zirconia (YSZ), which contains high concentrations of point defects ranging from 3-40 mol%. The high defect concentration and chemically-disordered nature of YSZ and certain other doped fluorite oxides also has the effect of consistently scattering phonons, leading to exceptionally low thermal conductivity. These properties, in concert with their high chemical stability, physical toughness, and high-temperature strength, have enabled doped fluorite oxides to serve as refractory materials in thermal barrier coatings, with critical applications in the energy and aerospace sectors. Like the perovskite and rutile oxide materials we have described, many applications of the fluorite oxides depend on the presence of defects. Therefore, in the next section we will briefly discuss defects in metal oxide materials.

1.2 Point Defects in Metal Oxide Materials

Real metal oxide materials contain point defects in their crystal lattice which can profoundly influence the overall material properties. In general these defects can be divided into two classes: intrinsic and extrinsic. Intrinsic point defects are present even in pure materials, and can be further subdivided into vacancies and interstitials, which may act as electron donors or acceptors. As an example let us consider an oxygen vacancy in perovskite oxide SrTiO$_3$ (STO). The absence of an O$^{2-}$ anion leads to the injection of two free electrons into the lattice, and therefore the oxygen vacancy can be described as a donor defect. While the oxygen vacancy site is charge-neutral in an absolute sense, it carries a +2 charge relative to the typical anion sublattice site in SrTiO$_3$. Kröger-Vink notation is used to describe the relative charges of point
defects in a consistent manner. In this notation, an oxygen vacancy in STO is written $V_{O}^{\bullet\bullet}$, where each $\bullet$ represents a $+1$ relative charge with respect to the anion sublattice site which the defect occupies. By the same token, a strontium vacancy in STO is an electron acceptor, and is written $V_{Sr}^{\nearrow}$ where each $/$ represents a $-1$ relative charge with respect to the cation sublattice site. Oxygen vacancies are the source of $n$-type conductivity in nominally-undoped STO, and oxygen annealing of LAO/STO can reduce the charge carrier density by nearly four orders of magnitude. However, oxygen vacancies do not act as electron donors in all metal oxides. For example, oxygen vacancies in BaZrO$_3$ can trap two free electrons and achieve neutrality relative to the anion sublattice site ($V_{O}^{\times}$). In contrast to intrinsic defects, extrinsic defects arise from the presence of impurity ions in the crystal lattice of a given material. When impurity ions are deliberately introduced into a material, they are called dopants. In fact, doping is essential to the functionality of many metal oxide materials. For example, Sb-doped SnO$_2$ derives its $n$-type conductivity from the presence of Sb@Sn substitutional dopants ($Sb_{Sn}^{\bullet}$). As is briefly discussed in the next section, both intrinsic and extrinsic point defects can have complex interactions with grain boundaries in polycrystalline metal oxides.

1.3 Planar Defects – Grain Boundaries

Applied metal oxide materials are typically polycrystalline, and by definition contain interfaces between single-crystalline grains known as grain boundaries. As a class of intrinsic defect, grain boundaries are especially important because their presence influences the physical and electronic properties of bulk materials. For example, grain size has been shown to substantially affect hardness and wear mechanisms in $\alpha$–Al$_2$O$_3$, thermal conductivity in Y$_2$O$_3$-stabilized ZrO$_2$, eleclrical conductivity in CeO$_2$, strength in pseudobrookite metal oxides, and even the sensitivity of SnO$_2$-based gas sensors. In addition, point defects can be enriched or depleted near grain boundaries with respect to their intra-grain concentrations, leading to a host
of beneficial or deleterious effects. These include embrittlement, strengthening, or differential inter- and intra-grain conductivity. The complex effects arising from defect segregation to grain boundaries have recently stimulated extensive study in important metal oxide materials such as SrTiO$_3$. 

1.4 Summary

Engineered defects in metal oxide materials play a critical role in the functionality of material systems with ubiquitous applications in electronics, aerospace, and medicine. In this thesis we will detail our studies of complex metal oxide materials containing substitutional impurities, heterointerfaces, and/or grain boundaries, with the goal of improving material properties, using first-principles density functional theory calculations. In Chapter 2 we will present the electronic and energetic properties of pentavalent-cation-doped SnO$_2$, identifying a new and promising material. In Chapter 3 we will discuss the possibility of enhancing the properties of the two-dimensional electron gas (2DEG) which forms at the LaAlO$_3$/SrTiO$_3$ (LAO/STO) interface via $n$-type layer doping with transition metals. In Chapter 4, we will show that the LAO film polarization ($P_{LAO}$) can inhibit 2DEG formation in LAO/STO, and that the application of [100] uniaxial tensile strain can reduce $P_{LAO}$ and thereby enhance 2DEG properties. In Chapter 5, we will examine the poorly-understood $\Sigma 5$ [001] twist grain boundary of SrTiO$_3$, and demonstrate that both the average positions and likely concentrations of oxygen vacancies can be controlled by the GB termination. In Chapter 6 we will explore the segregation of substitutional impurities to $\Sigma 5$ (310)/[001] tilt grain boundaries of ZrO$_2$ and HfO$_2$, and describe a fundamental difference in the characteristic segregation profiles of aliovalent and isovalent impurities; additionally, we will not only show that a YSZ grain boundary structure containing high concentrations of yttrium dopants and oxygen vacancies can be generated and structurally optimized via DFT, but also that our structure can serve as a testbed for segregation energy calculations with extrinsic impurities.
Finally, in Chapter 7, we will summarize the results of this thesis and suggest some future directions.
Chapter 2

Electronic Structures and Formation Energies of Pentavalent-Ion-Doped SnO$_2$: First-Principles Hybrid Functional Calculations

As discussed in Chapter 1, defects can significantly influence the bulk properties of oxide materials. Among these materials, $n$-type doped SnO$_2$ transparent conducting oxides (TCO) have attracted considerable attention due to the ubiquity of flat panel displays, light-emitting diodes, and solar cells. However, the reported charge carrier densities ($n_e$) for doped SnO$_2$ TCOs tend to vary widely, even for films doped with the same element. For example, Nakao et al. found that $n_e$ for Ta-doped SnO$_2$ (TTO) films grown on bare glass is 30% lower than that for TTO films grown on an anatase TiO$_2$ seed layer. [2] Nakao et al. speculated that the TTO films grown on bare glass contain polar (110) and (101) grain boundary surfaces enriched with Sn$^{2+}$, which serve as traps for free carriers, while the films grown on TiO$_2$ favor (200) grain boundary surface orientations which contain no such traps. Shamala et al. reported that increasing the film deposition rate of...
antimony-doped SnO$_2$ (ATO) from 1.5 to 2 Å/s leads to a doubling of the sheet $n_e$, most likely due to increased crystallinity. [74] Elsewhere in the TCO literature, seemingly-innocuous variations in experimental procedure such as film deposition rate are often unreported, confounding any comparative analyses of TCO films synthesized by different groups. These questions motivated the study which comprises this chapter, in which we present electronic and energetic properties of pentavalent-ion-doped SnO$_2$ via first-principles calculations. We found that phosphorus-doped SnO$_2$ (PTO) compares favorably with well-known TCOs ATO, FTO, and TTO, in terms of its charge carrier density and energetic favorability. In addition, we discovered the presence of impurity states in the electronic structure of iodine-doped SnO$_2$ which narrow the optical band gap. Finally, we found that the theoretical charge carrier densities of the doped SnO$_2$ systems we examined are nearly identical, indicating that the order of magnitude $n_e$ variations reported in experimental studies may instead arise from differences in experimental conditions during material synthesis. Our calculations reveal a new potential TCO material, PTO, and emphasize the necessity for congruence in experimental conditions before comparing different TCO materials.

2.1 Introduction

Transparent conducting oxides (TCOs) are a unique class of materials that exhibit both optical transparency and electronic conductivity simultaneously. They have a wide range of applications in the devices such as flat panel displays, light-emitting diodes, and solar cells. [75] Currently, the main strategy to develop TCOs is to use wide-band-gap oxides doped with a significant amount of mobile charge carriers, either holes ($p$-type) or electrons ($n$-type). The reference TCO, indium tin oxide (Sn-doped In$_2$O$_3$, ITO), is the most commonly used due to its high optical transparency and electron mobility. [76] However, indium’s rarity and an increasing demand for high-performance TCOs has motivated a number of efforts to develop new transparent conducting materials. [77, 78] In recent years, pentavalent-ion (Ta$^{5+}$ and Nb$^{5+}$) doped TiO$_2$ and
SnO$_2$ have shown some promise in this regard, though some unexpected experimental phenomena arise. For example, a series of experiments showed that pentavalent-ion-doped anatase TiO$_2$ is highly conductive, but identically doped rutile TiO$_2$ remains insulating. \cite{79-83} Later first-principles computational studies further confirmed this phenomenon, and attributed the different conductive behavior to differences in the symmetry of the local TiO$_6$ structure. \cite{84, 85} SnO$_2$ shares the same crystal structure type with the rutile-phase TiO$_2$. \cite{86, 87} One Sn atom and six adjacent O atoms form a distorted SnO$_6$ octahedra, which has the exact same local structure character with that of the TiO$_6$ unit in the rutile-phase TiO$_2$. Moreover, the Sn cation shares the same valence state (+4) with the Ti cation in TiO$_2$. Absent knowledge to the contrary, one might speculate whether pentavalent-ion doping of SnO$_2$ would yield insulating properties, as in the case of rutile TiO$_2$.

On the one hand, a number of experiments have been carried out to explore the possibility of achieving competitive TCO properties by doping SnO$_2$. \cite{1-11} For example, transparent conductive Ta-doped SnO$_2$ has been prepared using film growth techniques such as Chemical Vapor Deposition (CVD) \cite{88} and Pulsed Laser Deposition (PLD). \cite{2-4} High charge carrier densities on the order of $10^{20} – 10^{21}$ [cm$^{-3}$] were measured with Ta doping levels of 3-10 mol%, along with suitable optical transparency. \cite{2-4, 88} Nb-doped SnO$_2$ (NTO) has been investigated in a similar fashion in recent years. \cite{89, 90} Nakao et al. prepared NTO thin films using the PLD, and found that unstrained films grown on glass exhibited relatively low charge carrier density because of the formation of deep impurity levels below the conduction band minimum (CBM). \cite{89} They also observed that in-plane tensile strain could significantly enhance the charge carrier density of NTO films. In another recent experiment, Turgut et al. found that the resistivity of NTO films varied with Nb doping concentration. \cite{90} They explained these variations by suggesting that Nb dopants could exist in several different valence states (Nb$^{3+}$, Nb$^{4+}$, and Nb$^{5+}$) in the SnO$_2$, and that doping concentration influences the probability of each state. The authors proposed that at low doping concentrations, Nb$^{5+}$ ions dominate at Sn sites and donate free electrons into
the system, producing the marked decrease in sheet resistance; at high doping concentrations (>3 mol%), some of the Nb$^{5+}$ ions are reduced to Nb$^{3+}$, reducing the charge carrier density and increasing sheet resistance. Despite this plausible explanation, a solid determination of Nb valence states is still required to deeply understand the conducting mechanism of NTO. Besides Ta- and Nb-doped SnO$_2$, Sb-doped SnO$_2$ has also been frequently synthesized to explore its transparent conducting properties, with encouraging results. [8–10] By contrast, P-doped SnO$_2$ has been a subject of very few experimental investigations, none of them recent.

On the other hand, corresponding first-principles computational studies have been done to explore the effects of pentavalent dopants on the electronic properties of SnO$_2$. [91, 92] Cheng et al. screened a variety of dopants (including F, I, P, Sb, Nb, and Ta) using standard density functional theory (DFT) calculations, investigating their potential to produce desirable TCO behavior in SnO$_2$. [92] They found that the band gaps of P-, Sb-, F-, and I-doped SnO$_2$ decreased relative to that of bulk SnO$_2$, while those of Nb- and Ta-doped SnO$_2$ increased. This contradicts Turgut et al.’s experimental findings that the effective optical gap of SnO$_2$ was progressively reduced from 3.98 to 3.73 eV when doped with increasing concentrations of Nb (1-4 mol%). [90]

By using first-principles hybrid functional calculations, Varley et al. assessed the possibility of obtaining $p$-type SnO$_2$ by doping with N, P, As, and Sb, but found that P, As, and Sb could serve as $n$-type dopants instead. [93] We noted that standard DFT calculations within either the local density approximation (LDA) or generalized gradient approximation (GGA) severely underestimate the band gap of oxides such as SnO$_2$, and cannot accurately describe strongly correlated $d$ electrons. [94, 95] Despite the fact that $4d$ and $5d$ electrons have much weaker electron correlation strength compared to $3d$ electrons, [96] the electron correlation character of Nb $4d$ and Ta $5d$ electrons still plays a crucial role not only in tuning the electronic properties of doped SnO$_2$ but also in determining the valence state of the Nb and Ta dopants. Therefore, to elucidate the electronic structure of pentavalent-ion doped SnO$_2$ and the valence state of Nb dopant in SnO$_2$, systematic computational studies using advanced DFT calculations such as the
hybrid functional approach are essential.

In this work, by using first-principles hybrid DFT calculations, we studied the doping effects of pentavalent ions (Ta, Nb, P, Sb, and I) on the electronic properties of SnO$_2$, and explore their potential to yield transparent conductivity. To account for the band-gap underestimation in standard DFT calculations, we began by calibrating the hybrid functional method to match the experimental band gap of SnO$_2$, and then examined the electronic structure of each doped SnO$_2$ system. The theoretical charge carrier density for each system and a systematic comparison between these values and experimental data were represented. Finally, we estimated the defect formation energies of the each doped SnO$_2$ system.

### 2.2 Methods

In this work, the doped SnO$_2$ systems were modeled using 72-atom $2 \times 2 \times 3$ supercells, with a single Sn replaced by a pentavalent ion (Ta, Nb, P, Sb, or I). This amounts to a doping concentration of 4.17 mol%. Only the neutral charge state of the dopants was considered. Undoped SnO$_2$ was modeled using a 6-atom primitive cell. The projector augmented wave (PAW) pseudopotentials were used to treat electron-ion interactions and the GGA parametrized by Perdew-Burke-Ernzerhof (PBE) was used to describe the electron exchange and correlation interactions. A 440 eV cut-off energy for the plane wave basis set was used. $2 \times 2 \times 2$ and $6 \times 6 \times 10$ $\Gamma$-centered $k$-point meshes were used for supercell and primitive cell electronic structure calculations, respectively. The convergence threshold for self-consistent-field iteration was set at $10^{-4}$ eV. The density of states (DOS) for each optimized doped SnO$_2$ structure was calculated using the tetrahedron method with Blöchl corrections. All the structure models are first optimized using the standard DFT calculations within the GGA-PBE framework based on the well-known fact that standard DFT calculations can predict experimental structures for many compounds, including SnO$_2$, quite well.
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were relaxed until all components of the residual forces were smaller than 0.01 eV/Å. In the subsequent single-point total energy calculations, the Heyd-Scuseria-Ernzerhof (HSE06) \cite{HSE06} hybrid functional was used to produce the exact band gaps of SnO$_2$. As discussed later, the exact Hartree-Fock (HF) exchange contribution to the hybrid functional was tuned to 33% to match experimental values. All the spin-polarized calculations were carried out using the Vienna \textit{Ab-initio} Simulation Package (VASP). \cite{VASP1, VASP2}

2.3 Results and Discussion

2.3.1 Selection of HSE06 Mixing Parameter

Standard DFT calculations typically underestimate band gaps, primarily because the LDA or GGA functionals cannot properly describe the electron-electron correlation-exchange interaction. \cite{DFTunderestimate} The underestimation is particularly severe in SnO$_2$, due to an abnormally large underestimation of the binding energy of Sn $d$ states. \cite{SnDunderestimate} The hybrid functional approach has been shown to be significantly better than standard DFT calculations at producing accurate band gaps. \cite{HSE06, HSE25} Previous hybrid functional calculations using a standard 25% mixing parameter have yielded a band gap of approximately 2.96 eV \cite{HSE25} for SnO$_2$, as compared to the GGA-PBE value of 0.7 eV \cite{GGA-PBE} and the experimental value of 3.6 eV. \cite{expvalue} Varley \textit{et al.} have produced a band gap of 3.50 eV using a 32% HF mixing parameter, though they provided no explanation of how they derived that mixing parameter. \cite{Varley} To elucidate the dependence of the band gap on the HF mixing parameter, we performed four hybrid functional calculations on the SnO$_2$ primitive cell using a 0% (standard DFT), 13%, 25%, and 45% contribution of the exact HF exchange. It is noted that the optimized lattice structure of the primitive SnO$_2$ cell from the standard DFT calculation within the GGA-PBE framework is used in each set of the static hybrid functional calculation. This can produce a rigorous relationship between the band gap and HF mixing parameters. The dependence of the band gap on the HF mixing parameter is displayed in Fig. 1.
The resulting band gap shows a nearly linear dependence on the percent contribution of the exact HF exchange. Based on this trend, by referencing the experimental band gap of SnO$_2$ (3.6 eV), the ideal exact hybrid functional contribution was found to be 33%, which is in a good agreement with the prior HF mixing parameter.\cite{93} It is noted that the optimized mixing parameter based on the band gap tuning works well for the undoped bulk structure, but it is not necessarily ideal for the doped systems, particularly for the non-band-gap-related material properties. A detailed elucidation of the influence of the HF mixing parameter on the non-band-gap-related material properties might be worthy of further studies. In this work, however, the hybrid functional calculations with the optimized HF mixing parameter are expected to produce reliable results on the relative band-gap variation and impurity states caused by doping.

![Figure 2.1](image.png)

**Figure 2.1:** Dependence of calculated SnO$_2$ band gap on the percent contribution of exact Hartree-Fock (HF) exchange. The dashed blue line indicates HF percentage at which the experimental band gap is reproduced.

In addition, it is noted that a new HSE+$U$ method was recently proposed to overcome the underestimation of the band gap.\cite{110} In this approach, instead of adjusting the percentage contribution of the exact exchange, the fraction of exact exchange energy is fixed at 0.25 and the hybrid functional is combined with an optimal $U$ value. The advantage of this approach is that strongly localized and delocalized states are treated differently, which leads to a more accurate description of the electronic structure than that solely using either the HSE or GGA+$U$ approach.
2.3.2 Electronic Structure

Bulk SnO$_2$

Bulk SnO$_2$ crystallizes in a tetragonal structure (space group no. 136, P4$_2$/mmm) with experimental lattice constants $a = 4.74$ Å and $c = 3.19$ Å. [109,111] We began by estimating the equilibrium lattice constants of bulk SnO$_2$ using standard DFT calculations within the GGA-PBE framework, based on the well known fact that the standard DFT calculations can well predict geometrical structures of many compounds. [100,101] Our calculated lattice parameters within this scheme are $a = 4.81$ Å and $c = 3.25$ Å, which are slightly overestimated compared with the experimental lattice parameters. [101]

Next we calculated the electronic structure of bulk SnO$_2$ within the hybrid functional framework. Using a 33% mixing parameter, the hybrid functional calculations produce a band gap of 3.6 eV. The resultant total density of states (TDOS) and partial density of states (PDOS) are depicted in Fig. 2. The PDOS demonstrates that the valence band is mainly composed of O 2$p$ orbitals, and that the conduction band is composed of strongly hybridized Sn 5$s$ and O 2$p$ orbitals. The extremely shallow curve of states near the CBM (see Fig. 2a – Inset) indicates deep

![Figure 2.2: Calculated TDOS (a) and PDOS (b) plots for SnO$_2$ using the HSE06 functional with a 33% HF mixing parameter.](image)
wells in the band structure, as first reported by Arlinghaus.\textsuperscript{[112]} This implies that $n$-type SnO$_2$ possesses a relatively small electron effective mass and thus high electron mobility, making it an excellent TCO material. The electronic structure characteristics derived from this work are consistent with previous computational studies using either standard DFT or hybrid functional calculations.\textsuperscript{[101, 113–116]}

**Ta- and Nb-Doped SnO$_2$**

We next studied the electronic properties of Ta- and Nb-doped SnO$_2$. The calculated TDOS of Ta-doped SnO$_2$ is depicted in Fig. 3a. It shows that no impurity states appear within the band gap and that the Fermi level lies just above the CBM, revealing typical $n$-type conducting character. The PDOS (Fig. 3b) demonstrates that the majority of Ta 5$d$ states are located in the conduction band. This implies that each Ta dopant atom has an electron configuration resembling that of a Ta$^{5+}$ (5$d^0$) cation in SnO$_2$, injecting one free electron into the system per dopant and producing the $n$-type conductivity. These additional electrons occupy the lowest conduction band states below the Fermi level, and hence Pauli blocking prevents electron transitions into these occupied states. For this reason the electron excitation with the accompanying optical absorption can take place only from the valence band states to higher conduction band states above the Fermi level. This effect is also known as the Burstein-Moss shift,\textsuperscript{[117, 118]} which leads to a widening of the effective optical band gap. Ta-doped SnO$_2$ displays an effective optical band gap of 4.5 eV that is substantially larger than that of the undoped SnO$_2$ (3.6 eV). This and all subsequent optical gaps were calculated by measuring the position of the Fermi level with respect to the VBM. The widened optical band gap implies that a significant blueshift ($\approx$0.9 eV) of the optical absorption edge would occur in this system. It is noted that such a determination of the Burstein-Moss shift by comparing the optical band gaps between the undoped and doped SnO$_2$ may be incomplete because the experimental optical absorption shift also depends on other factors not visible from the DOS. Nevertheless, the calculation-derived blueshift in Ta-doped
SnO$_2$ of 0.9 eV compares favorably with experimental blueshifts in Sb-doped SnO$_2$ of roughly 0.6 eV [10, 11]. As discussed later, the Ta-doped and Sb-doped SnO$_2$ systems show similar electronic structure characters. The widened optical gap also guarantees that the system remains transparent to visible light. In short, due to its excellent $n$-type conductivity and visible-light transparency, Ta-doped SnO$_2$ is a promising candidate TCO material. [3, 4, 88]

By taking Ta-doped SnO$_2$ as an example, we also examined the influence of the doping concentration on the electronic properties of doped SnO$_2$. We doubled the Ta doping concentration by replacing two Sn atoms with two Ta atoms in the SnO$_2$ supercell model, and calculated the electronic structure (not shown here). We found that increasing the doping concentration had no obvious effect on the energy gap between the VBM and CBM, and very little effect on the general shape of the DOS. However, the charge carrier density was increased due to the additional free electron injected by the second Ta dopant atom. The free electron further increased the occupation of Sn 5$s$ orbitals in the conduction band, pushing the Fermi level deeper into the conduction band relative to the less strongly doped system, thus increasing the effective optical band gap.

The calculated spin-polarized TDOS and PDOS of Nb-doped SnO$_2$ are shown in Fig. 4a, and an enlarged view near the Fermi level is shown in Fig. 4b. Unlike Ta-doped SnO$_2$, Nb-doped
Figure 2.4: Calculated DOS plot for Nb-doped SnO$_2$ (a) and enlarged near the Fermi level (b).

SnO$_2$ has some moderately localized down-spin-polarized impurity gap states just below the Fermi level, spanning an energy range of roughly 0.5 eV. These gap states are mainly composed of Nb 4$d$ orbitals (see Fig. 4b), and the Nb dopant itself carries a magnetic moment of 0.56 $\mu_B$. This is remarkably different from Ta-doped SnO$_2$, in which Ta 5$d$ orbitals are delocalized throughout the conduction band and no localized gap states are found. Nb dopant atoms in SnO$_2$ are typically assumed to exist as Nb$^{5+}$ ions at Sn sites, leading to an expected injection of one free electron per dopant and ultimately similar $n$-type conductivity. In this work, the existence of the occupied Nb 4$d$ gap states imply that the Nb dopant exists in an oxidation state close to Nb$^{4+}$(4$d^1$5$s^0$). Interestingly, Morante et al. found [120] that Nb exists in both its +4 and +5 oxidation states when doped into TiO$_2$, while Turgut et al. [90] suggested that Nb could exist in +3, +4, or +5 valence states when doped into SnO$_2$, depending on the doping concentration. Moreover, the Nb gap states also indicate that the Nb 4$d$ orbital is more localized than the Ta 5$d$ orbital, as 4$d$ orbitals typically are. [121, 122] The Nb 4$d$ gap states below the conduction band bottom are detrimental to the system’s electron transport properties because they reduce not only the charge carrier density but also electron mobility due to the increase in electron effective mass. In fact, Nakao et al. found that Nb-doped SnO$_2$ displayed far lower charge carrier density than Ta-doped SnO$_2$ because of the formation of a deep localized Nb impurity states, [89] which is
consistent with our hybrid functional calculations. Taken together, our theoretical calculations and these experimental findings indicate that Nb is not likely to be an ideal dopant for developing $n$-type SnO$_2$-based TCO materials.
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Figure 2.5: Calculated TDOS (a) and PDOS plots for Sb- (b) and P- (c) doped SnO$_2$.

**P- and Sb-Doped SnO$_2$**

Here we studied the electronic structure of SnO$_2$ doped with group VA elements P, As, and Sb. Despite prior intense investigations on Sb-doped SnO$_2$, [8,11,12] we calculated its electronic structure as a point of comparison with that of the P-doped SnO$_2$. As’s toxicity precludes its usage in widespread TCO materials. Its electronic structure was, however, included in the supporting information section. The calculated TDOS and PDOS of P- and Sb-doped SnO$_2$ are depicted in Fig. 5. The TDOS in Fig. 5a clearly shows typical $n$-type conductivity, an absence of impurity gap states, and a wide optical band gap of roughly 4.5 eV for both doped systems. The calculated PDOS for P-doped SnO$_2$ (Fig. 5c) demonstrates that the majority of
P 3s and 3p orbitals are in the conduction band, indicating that the P dopant atoms exist as P$^{5+}$($3s^03p^0$) cations which introduce one free electron each. As in the case of Ta-doped SnO$_2$, the free electrons introduced by the P$^{5+}$ ions lead to the $n$-type conductivity. Sb yields an extremely similar electronic structure as a dopant (see Fig. 5b), provoking identical conclusions about its valence state in SnO$_2$. Given that Ta- and Sb-doped SnO$_2$ have been shown as promising TCOs in the experiments, P-doped SnO$_2$ seems an excellent choice for further experimental investigation.
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**Figure 2.6**: Calculated TDOS (a) and PDOS (b) plots for I-doped SnO$_2$.

**I-doped SnO$_2$**

Next we considered the case of I-doped SnO$_2$. The calculated TDOS and PDOS plots are presented in Figs. 6a and 6b, respectively. As expected, I-doped SnO$_2$ also shows $n$-type conducting character, with the Fermi level lying within the conduction band just above the CBM. However, a group of isolated states appears within the band gap just above the VBM. The PDOS shown in Fig. 6b demonstrates that these new gap states come mainly from O 2p orbitals, with a smaller—but still significant—contribution from I 5s orbitals. The strong orbital hybridization between O 2p and I 5s orbitals implies that each I dopant forms strong I-O bonds in SnO$_2$. I 5p states are mainly located above the Fermi level, having no contribution to the gap states. This
suggests that the I dopant has an electron configuration of 5s^25p^0 and exists as an I^{5+} cation at Sn sites, as in the case of I-doped TiO_2. The effective optical gap from the new gap states to the Fermi level is roughly 3.5 eV, corresponding to a photon energy in the UV spectrum (≈357 nm). Thus I-doped SnO_2, despite having a narrower effective gap than the other systems, is still transparent to visible light and still has potential as a TCO material.

2.3.3 Charge Carrier Density

In this section, we calculated the charge carrier density for each system (barring As- and Nb-doped SnO_2) by integrating their DOS from the CBM to the Fermi level. Carrier density for F-doped SnO_2 (FTO) was also calculated and included as a baseline comparison, given FTO’s long history as a robust TCO in industry. It should be noted that in FTO, F replaces O instead of Sn because of its high electronegativity. Each F atom accepts one fewer electron than each O, and thus substitutional F doping at the O site yields one free electron per dopant atom, just as in pentavalent cation doping at the Sn site. In addition, we collected some available experimental charge carrier density values for these doped systems for a more direct comparison. All the calculated and experimental values of the charge carrier density are plotted in Fig. 7.
It is immediately evident that all of these calculated values are remarkably similar, especially relative to the large experimental variations. The source of those variations, however, bears close attention. It has been decisively proven that film deposition rate, substrate temperature, film thickness, oxygen partial pressure, and other frequently unreported experimental conditions can cause multi-fold changes in the carrier density of TCO films. Additionally, while we have selected data from systems with a narrow range of doping concentrations, slight differences still remain. In our simulation, the doping concentration for each doped system is identical (4.17 mol%), and each doped SnO₂ system has one free electron per dopant atom. The calculated results indicate that Ta-, I-, P-, and Sb-doped SnO₂ all possess charge carrier densities comparable to that of FTO. Furthermore, our calculated values for Ta-, F-, and Sb-doped SnO₂ at 4.17 mol% doping compare favorably with the aggregate data at similar doping levels in the literature, lending further support to the validity of our calculations.

2.3.4 Defect Formation Energy

To evaluate the relative stability of these pentavalent-ion-doped SnO₂ systems, we calculated the formation energy for each doped system within the hybrid functional calculations framework. In this work, only the neutral state of each dopant was considered. Since all the considered dopants typically occupy Sn-sites in SnO₂, we used the following formula to calculate the formation energy:

\[
E_X^f = E_{doped}^X - E_{undoped} - \mu_X + \mu_{Sn}
\]  

\(E_{doped}^X\) is the total energy of the 2 × 2 × 3 supercell of X-doped SnO₂ (X=Ta, Nb, Sb, P, and I), while \(E_{undoped}\) is the total energy of the 2 × 2 × 3 supercell of undoped SnO₂. \(\mu_X\) is the chemical potential of dopant X, calculated from the energy per atom of the most stable low-pressure and low-temperature elemental phase for each dopant, i.e., \(E_X\). The defect formation energy is not fixed, but depends on the chemical potential of Sn, \(\mu_{Sn}\). In fact, defect formation is
often controlled by tuning the chemical potential of O in the materials preparation process. This is because the chemical potentials of Sn and O are linked by the stability of the SnO$_2$ phase:

$$\mu_{\text{Sn}} + \mu_{\text{O}} = E_{\text{SnO}_2}$$  (2.2)

$\mu_{\text{Sn}}$ and $\mu_{\text{O}}$ represent the chemical potentials of Sn and O, respectively, and $E_{\text{SnO}_2}$ refers to the total energy of an SnO$_2$ formula unit, i.e., the chemical potential of SnO$_2$. To avoid confusion regarding the chemical potential references, we have included the following two equations:

$$\Delta \mu_{\text{Sn}} = \mu_{\text{Sn}} - E_{\text{Sn}}$$  (2.3)

$$\Delta \mu_{\text{O}} = \mu_{\text{O}} - \frac{1}{2} E_{\text{O}_2}$$  (2.4)

$E_{\text{Sn}}$ is the total energy per atom of bulk Sn, and $E_{\text{O}_2}$ is the total energy of the ground state O$_2$ molecule. The formation enthalpy of SnO$_2$ is defined as:

$$\Delta H_f(SnO_2) = E_{\text{SnO}_2} - E_{\text{Sn}} - E_{\text{O}_2}$$  (2.5)

Using these definitions, Equation (5) becomes:

$$\Delta \mu_{\text{Sn}} + 2\Delta \mu_{\text{O}} = \Delta H_f(SnO_2)$$  (2.6)

The extreme O-rich limit is characterized by $\mu_{\text{O}}=\frac{1}{2} E_{\text{O}_2}$, i.e., $\Delta \mu_{\text{O}} = 0$ and $\Delta \mu_{\text{Sn}} = \Delta H_f(SnO_2)$. The O-poor (Sn-rich) limit is defined as $\mu_{\text{Sn}}=E_{\text{Sn}}$, i.e., $\Delta \mu_{\text{Sn}} = 0$ and $\Delta \mu_{\text{O}} = \frac{1}{2} \Delta H_f(SnO_2)$. Our HSE calculated formation enthalpy is -5.4 eV, which is in a good agreement with the experimental value of -6.0 eV. [129] Hence, the theoretical value of $\Delta \mu_{\text{O}}$ is in the range of $-2.7 \text{ eV} \leq \Delta \mu_{\text{O}} \leq 0 \text{ eV}$.

The calculated defect formation energies of the X-doped SnO$_2$ systems (X=Ta, Nb, Sb, P,
Figure 2.8: Calculated formation energies of the pentavalent cation-doped SnO$_2$ with respect to $\Delta \mu_O$. 

and I) are plotted with respect to $\Delta \mu_O$ in Fig. 8. The following trends can be derived:

1. The substitution of dopant X for an Sn atom in SnO$_2$ (referred to as “X@Sn” doping) is energetically more favorable under O-rich conditions than under O-poor. In other words, as $\Delta \mu_O$ increases, the defect formation energy tends to decrease.

2. For X-doped SnO$_2$, in the whole range of $\Delta \mu_O$, defect formation energies can be ordered from least to greatest as follows: $\text{Ta} < \text{Nb} < \text{Sb} < \text{P} < \text{I}$. For both group VA and VB dopants, formation energy increases with electronegativity: Nb is a less favorable dopant than Ta, while P is a less favorable dopant than Sb. The overall trend of formation energies is consistent with prior computational results within the standard DFT framework reported by Cheng et al. [92]. In fact, Varley et al. previously reported formation energies of Sb- and P-doped SnO$_2$ considering multiple dopant charge states using the hybrid functional, and their results also fit the present trend. [93] According to Varley et al.’s results, the defect formation energy of substitutional Sb doping at the Sn site is much lower than that of P doping under both O-poor and O-rich conditions. Despite the difference in the absolute values of defect formation energy between our
work and that of Varley et al. caused by the different models, the trend of formation energies is still the same: substitutional Sb doping at the Sn site is more thermodynamically favorable than substitutional P doping under both O-poor and O-rich conditions.

(3) I@Sn doped SnO$_2$ has the highest formation energy, implying that I@Sn doping is the least energetically favorable among the dopant substitutions considered. In principle, an I$^-$ ion can substitute an O$^{2-}$ (referred to as “I@O”) in SnO$_2$, and release a free electron into the system, leading to $n$-type conductivity, just as in the case of F@O doped SnO$_2$. As a result, one may be interested in the energetic favorability of substitutional I@O doped SnO$_2$. Our prior computational study on the closely related oxide TiO$_2$ suggested that under O-rich conditions, I@Ti substitutions are more energetically favorable than I@O, while under O-poor conditions I@O substitutions are more favorable than I@Ti. [130] Moreover, the I@Ti doped TiO$_2$ system has the lowest formation energy in the O-rich limit. A similar case is expected to occur in I-doped SnO$_2$, and thus in this work, only I@Sn doping was considered. In fact, Cheng et al. used standard DFT calculations to determine the formation energy of I@O doped SnO$_2$ under O-rich conditions, and produced a formation energy of 9.28 eV, which is much larger than our calculated value for I@Sn doped SnO$_2$ (2.50 eV) under O-rich conditions.

In addition, it is worth mentioning that we have adopted the chemical potential $\mu_X$ from the total energy per atom of the most stable bulk elemental phase of each dopant, which is consistent with the approach of prior theoretical studies. [92] This aims to produce a qualitative comparison of the defect formation energy for each system with respect to $\Delta \mu_O$ in a direct way, and in fact yields a useful trend describing the relative thermodynamic stabilities of the doped systems. This is, however, a simplified description of the experimental reality. In practice, the competitive formation of secondary oxides such as P$_2$O$_5$ can significantly hinder experimental synthesis of doped SnO$_2$. [93] To avoid the formation of these secondary phases and maintain the stability of SnO$_2$, $\Delta \mu_X$ ($\Delta \mu_X = \mu_X - E_X$) and $\Delta \mu_O$ must satisfy the following condition: $2\Delta \mu_X + 5\Delta \mu_O < \Delta H_f(X_2O_5)$. 
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2.4 Conclusions

The electronic properties and relative thermodynamic stability of pentavalent-ion (Ta, Nb, Sb, P, and I) doped SnO$_2$ were examined using first-principles hybrid density functional theory calculations. These pentavalent-ion-doped SnO$_2$ systems are energetically more favorable under O-rich conditions than under O-poor. Additionally, the dopants can be arranged in descending order of thermodynamic favorability in SnO$_2$ as follows: Ta, Nb, Sb, P, I. Ta- and Sb-doped SnO$_2$ show typical $n$-type conductivity with wide effective optical gaps (>4 eV) and high charge carrier densities. I-doped SnO$_2$ has isolated occupied gap states below the Fermi level consisting of O 2$p$ and I 5$s$ orbitals, which narrow the optical band gap to 3.5 eV. Nb-doped SnO$_2$ exhibits relatively localized Nb 4$d$ states below the conduction band bottom, implying that the Nb dopant exists as an Nb$^{4+}$-like cation, which is in good agreement with recent experimental findings. P-doped SnO$_2$ shows similar $n$-type electronic structure character with that of Ta- and Sb-doped SnO$_2$, and thus P-doped SnO$_2$ could be a promising candidate TCO for further experimental investigation.
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Chapter 3


In Chapter 2 we have examined the bulk material properties of $n$-type doped transparent conducting oxide (TCO) materials, and identified phosphorus-doped SnO$_2$ as a new potential TCO. However, we have noted that the experimental charge carrier density of these materials is acutely sensitive to interfacial factors. We now turn to the study of perovskite oxide heterointerfaces, specifically the LaAlO$_3$/SrTiO$_3$ (LAO/STO) heterostructure (HS). While both LAO and STO are insulating oxides, a two-dimensional electron gas (2DEG) is formed at the (LaO)$^{+1}$/TiO$_2$$^0$ interface with many exciting properties, including the coexistence of magnetism and superconductivity. [131–133] Prior experimental studies have indicated that the electronic properties of the LAO/STO 2DEG can be enhanced, for example by ATiO$_3$ (A = Ca, Sr, Sn, or Ba) layer insertion at the interface, [134] or $n$-type doping of STO near the interface by transition
or rare earth metals. In this Chapter we explore the possibility of enhancing the electronic and magnetic properties of the LAO/STO 2DEG through $n$-type layer doping with transition metal cations at both sides of the interface, via first-principles calculations. We found that Nb (Ta) doping is most energetically favorable at the interfacial Ti site, and that the interfacial charge carrier density in these doped systems is significantly enhanced with respect to the undoped LAO/STO HS. In addition, we found that Nb (Ta) doping at the interfacial Al site can enhance the charge confinement of the interfacial 2DEG to only two TiO$_2$ atomic layers of the STO substrate. Finally, we found that the interfacial magnetism can also be increased via Nb (Ta) layer doping in the LAO/STO system.

3.1 Introduction

In recent years, perovskite oxide heterostructures (HS) have been paid much attention due to the emergence of unexpected physical properties at their interfaces, which were absent in their individual parent compounds. For example, a considerable high charge carrier density ($\sim 10^{13}$ cm$^{-2}$) and highly-mobile ($\sim 10^4$ cm$^2$ V$^{-1}$ s$^{-1}$) two-dimensional electron gas (2DEG) is observed at the $n$-type (LaO)$_{+1}/$(TiO$_2$)$_0$ interface between two insulating non-magnetic perovskite oxides, polar LaAlO$_3$ (LAO) and non-polar SrTiO$_3$ (STO). The LAO/STO HS system also exhibits other material properties such as interfacial ferromagnetism and superconductivity, colossal magnetoresistance and electric-field controlled insulator-to-metal transition. One of the widely accepted mechanisms behind the formation of metallic interfacial states in the STO-based HS systems is the “polar catastrophe” theory, in which charge transfers from the polar (LaO)$_{+1}$ layer of LAO to the non-polar (TiO$_2$)$_0$ layers of the STO substrate. In addition, surface/interface defects such as oxygen vacancies and cation-intermixing were also proposed to be able to produce 2DEG.

Despite the variety of mechanisms implicated in 2DEG formation, recent concerted re-
search efforts have been made to further tailor the electronic properties of 2DEG in the LAO/STO HS. For example, applying an external electric field was found to be capable of tuning both carrier concentration and the required critical thickness of LAO to form a 2DEG at the interface. Along with this, strain also shows prominent effects on the interfacial charge carrier density, electron confinement effects, and the LAO critical thickness for forming the 2DEG. Another effective way to tune the electron transport properties of 2DEG in the LAO/STO HS is through transition-metal and rare-earth metal doping, which can significantly improve the electron transport properties. For example, it has been experimentally and theoretically observed by Choi et al. that fractional δ-doping of La at Sr site in STO/STO (La$_x$Sr$_{1-x}$TiO$_3$/STO) HS system near the interfacial region could produce a high-mobility 2DEG. This is because one La$^{3+}$ ion at a Sr$^{2+}$ site releases one an extra electron into the system, and the additional electron occupies the Ti 3$d$ orbitals, leading to the formation of 2DEG. Blamire et al. also found that inserting one unit cell of ATiO$_3$ (A = Ca, Sr, Sn, and Ba) at the interface between LAO and STO could significantly modulate the sheet carrier density of 2DEG. Their experimental measurements show that the Sn doping at La sites in the LAO/STO HS has the maximum carrier density. This conclusion is consistent with recent first-principles electronic structure calculations that reveals the Sn doping near the interfacial region can significantly enhance the charge carrier density of 2DEG in LAO/STO HS system. The main reason is that the Sn$^{4+}$ doping at Al$^{3+}$ sites introduces one additional electron into the HS system, which leads to the higher charge carrier density and even large magnetic moments on Ti ions. Hwang et al. also found that inserting LaTiO$_3$(LTO) layers between LAO and STO can improve the charge carrier density in the LAO/STO HS, which is in agreement with first-principles calculations. Very recently, Chen et al. found that a layer doping using La$_{1-x}$Sr$_x$MnO$_3$ (x=0, 1/8, and 1/3) at the interface (corresponds to the Mn doping at Al sites) between the disordered LaAlO$_3$ and crystalline SrTiO$_3$ could enhance the electron mobility by more than two orders of magnitude. This experimental finding is very surprising,
because the electron doping often plays a bigger role in improving the electron carrier density than in improving the electron mobility. Nevertheless, one possible underlying reason for the high electron mobility is that the Mn doping introduces Mn 3d-orbital related conducting states, which has a lower effective mass that Ti 3d orbitals related ones. [165] In spite of this intriguing experimental finding, one may speculate that the layer doping using 4d or 5d-based elements would be more effective in enhancing the electron transport property of the 2DEG in LAO/STO system since these less localized nature of 4d- and 5d orbitals will result in a smaller electron effective mass and thus potentially lead to a higher mobility. Consequently, it turns out that Nb and Ta doping at either Ti sites [166] in the STO substrate or Al sites in the LAO film would be a promising way to enhance the electron transport property of the LAO/STO HS system based on the two following considerations: i) Nb5+ (Ta5+) doping at either Ti4+ sites or Al3+ doping would increase the interfacial charge carrier density; ii) Nb 4d- and Ta 5d-related conducting states may have high electron mobility. Hence, from the above viewpoints, it is necessary to study the Nb (Ta) doping influences on the materials properties of the LAO/STO HS system.

In this paper, thermodynamic stability, electronic, and magnetic properties of n-type (LaO)+1/(TiO2)0 interfaces in LAO/STO HS systems were studied with respect to Nb(Ta)-doping at the Ti (Nb@Ti)/(Ta@Ti) and Al (Nb@Al)/(Ta@Al) sites near the interfacial region using first-principles electronic structure calculations. Our results indicate that Ta-doping at the Ti site (Ta@Ti) is more energetically favourable compared to the undoped and other doped LAO/STO HS systems. We predict that partial occupation of DOS effectively increases near the Fermi energy for Nb(Ta)@Ti doped LAO/STO HS systems, resulting in higher electron carrier density at the TiO2 terminated (LaO)+1/(TiO2)0 n-type interfaces. Furthermore, our calculations demonstrate that the mobile charges of 2DEG is confined within two TiO2 atomic layers of the STO substrate for Nb@Al and Ta@Al doped LAO/STO HS systems, which improves the quantum confinement effects. Finally, the changes in calculated magnetic moments in undoped and Nb(Ta)-doped systems also show a similar pattern to that of exhibited by the partial occupation of DOS.
3.2 Calculation Methods and Structural Details

Our electronic structure calculations were performed in the framework of density functional theory using the Vienna Ab-Initio Simulation Package. The spin-polarized generalized gradient approximation (GGA) parameterized by Perdew-Burke-Ernzerhof (PBE) plus on-site Coulomb interaction approach (GGA+U) was applied for the exchange-correlation functional with $U = 5.8$ eV and 7.5 eV for Ti 3d and La 4f orbitals, respectively. The $U$ value for Ti 3d states calculated from the constrained density functional theory was proven accurate enough to provide a realistic description of the Ti 3d states. The applied $U$ value on La 4f electrons in this study is also suitable as discussed in prior work. It is well-known that the on-site Coulomb repulsion energy $U$ is much smaller for 4d and 5d electrons than for 3d electrons because the 4d and 5d orbitals are less localized. The prior work shows that for the system with the co-existence of the Ti 3d and Nb 4d (Ta 5d) electrons, in which the electronic properties of the material system are mainly determined by Ti 3d orbitals, the U values for the 4d/5d orbitals can be neglected. Hence, in this work, no $U$ values are applied for Nb 4d and Ta 5d orbitals. The cut-off kinetic energy of 450 eV was used for the electronic wave function expansion. A $10 \times 10 \times 1$ $k$-space grid with 21 points in the irreducible wedge of the Brillouin zone was found to converge appropriately. All crystal structures were optimized by minimizing the atomic forces up to 0.02 eV/Å, and self-consistency was assumed for a total energy convergence of less than $10^{-5}$ eV. A Gaussian smearing of 0.05 eV was used for density of states (DOS) calculations.

The parent compounds LAO and STO crystallize in cubic structures with space group no. 221 ($Pm\bar{3}m$). The experimental lattice parameters and energy gaps of these compounds are 3.789 Å/3.905 Å and 5.6 eV/3.2 eV for LAO and STO, respectively. The calculated band gaps within the GGA+U scheme were 3.12 and 2.29 eV for LAO and STO, respectively. These values are underestimated compared to the experimental values and can be correctly
predicted using hybrid functional calculations. However, the underestimation of the band gap has no influence on our conclusions regarding the interfacial metallic states because the Ti 3d electronic states forming the metallic states can be well reproduced from the GGA+U calculations. Moreover, previously it was confirmed that both the GGA+U and HSE06 methods produced similar electronic properties regarding 2DEG in LAO/STO HS system. This indicates that the GGA+U approach is acceptable in estimating the Ti 3d-orbitals related electronic states. A supercell approach is used to model the (LAO)$_{6.5}$/STO$_{11.5}$ HS, where the subscripts 6.5 and 11.5 denote the number of unit cells of LAO and STO, respectively. The supercell is a single unit cell wide in the $a$- and $b$-directions, and contains two periodic $n$-type (TiO$_2$)/(LaO)$_{+1}$ symmetric interfaces. The experimental lattice constant of STO, 3.905 Å, is fixed in the $ab$-plane to construct all the HS systems, which lead to a lattice mismatch of 2.97% between the LAO film and the STO substrate. The Nb (Ta)-doped LAO/STO HS are modeled by replacing Ti (Nb@Ti)/(Ta@Ti) and Al (Nb@Al)/(Ta@Al) cations with Nb (Ta) near the interfacial region. Given that two symmetric interfaces are present in the periodic model, two such doped layers were introduced. This amounts to an intra-layer doping concentration of 100%, corresponding to the layer-doping model. In fact, recent experimental work shows that the layer doping can be experimentally feasible via atomic layer control, which can be one effective approach to tune electronic properties for new functionalists in the designed HS.

3.3 Results and Discussion

3.3.1 Structural Relaxation and Energetic Stability

It was already known that there is a significant octahedral distortion near the interfacial region of the LAO/STO HS, which substantially influence the interface electronic states. To properly investigate this distortion, it is necessary to relax the undoped and doped
Table 3.1: Calculated Ti−O, Nb−O, Ta−O bond length (Å) along the c-axis, La−O bond length (Å) along the ac-plane and O−Ti−O, O−Nb−O, and O−Ta−O bond angles in the ab-plane near the interfacial region for undoped and Nb(Ta)-doped LAO/STO HS systems.

<table>
<thead>
<tr>
<th>Bond</th>
<th>Undoped</th>
<th>Nb@Ti</th>
<th>Ta@Ti</th>
<th>Nb@Al</th>
<th>Ta@Al</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ti−O</td>
<td>2.04</td>
<td>-</td>
<td>-</td>
<td>2.16</td>
<td>2.19</td>
</tr>
<tr>
<td>Nb−O</td>
<td>-</td>
<td>2.11</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Ta−O</td>
<td>-</td>
<td>-</td>
<td>2.14</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>La−O</td>
<td>2.72</td>
<td>2.86</td>
<td>2.83</td>
<td>2.59</td>
<td>2.53</td>
</tr>
<tr>
<td>O−Ti−O</td>
<td>172.4°</td>
<td>-</td>
<td>-</td>
<td>169.4°</td>
<td>167.9°</td>
</tr>
<tr>
<td>O−Nb−O</td>
<td>-</td>
<td>175.2°</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>O−Ta−O</td>
<td>-</td>
<td>-</td>
<td>174.3°</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

HS systems. We accomplished this by fixing the ab-plane lattice parameters to that of the STO substrate (3.905 Å), while relaxing the atomic positions along the z-direction until the atomic forces were below 0.02 eV/Å. This approach has been used successfully on undoped LAO/STO systems in the past, mirroring experimental electronic properties quite well. [152][160][161] The calculated Ti−O, Nb−O, Ta−O bond distances along the c-axis, La−O bond distances in the ac-plane, and O−Ti−O, O−Nb−O, and O−Ta−O bond angles in the ab-plane near the interfacial regions are listed in Table 1 for undoped and Nb(Ta)-doped LAO/STO HS systems. In the Nb@Ti, Ta@Ti, Nb@Al, and Ta@Al doped systems, interfacial Nb−O, Ta−O, and Ti−O bond distances increased by 0.07, 0.10, 0.12, and 0.15 Å, respectively, compared to Ti-O bond in the undoped system. In contrast, the interfacial O−Nb−O and O−Ta−O bond angles decreased by 2.8° and 1.9° for the Nb@Ti and Ta@Ti doped systems, respectively, compared to O−Ti−O bond angle in undoped LAO/STO system. Similarly, O−Ti−O bond angles decreased by 3.0° and 4.5° for Nb@Al and Ta@Al doped systems. This means that TiO$_6$ octahedra is more distorted near the interfacial region when Ta is doped at the Al site (Ta@Al) than that of all the other doped and undoped LAO/STO HS systems. On the other hand, interfacial La−O bond distance along the ac-plane in the Nb@Al and Ta@Al doped systems substantially decreases by 0.13 and 0.19 Å, respectively, with respect to that of the undoped system, suggesting that the interfacial La−O bond becomes stronger if Nb or Ta substitutes on Al sites. In contrast, substitution of Nb or Ta on
Figure 3.1: Calculated change of the interfacial energy between Nb@X (X=Ti and Al) doped and undoped LAO/STO HS systems. The Nb@Ti doping (top row) was considered under TiO$_2$ and SrO-rich conditions, respectively. The Nb@Al doping (bottom row) was considered under Al$_2$O$_3$ and La$_2$O$_3$-rich conditions, respectively. The translucent red plane delineates $\Delta \gamma = 0$, the value below that means that doping is energetically favorable.

Ti sites appears to weaken the La-O bonds as interfacial La–O bond length increases by 0.14 and 0.11 Å in the case of Nb@Ti and Ta@Ti doped HS systems, respectively.

Next we evaluated the change of interfacial energetics between the undoped and Nb(Ta)-doped LAO/STO systems under various thermodynamic conditions using the following formula:

$$\Delta \gamma = \gamma_{Nb@X} - \gamma_{undoped}$$  \hspace{1cm} (3.1)

where $\Delta \gamma$ is the interfacial energy difference between the Nb-doped ($\gamma_{Nb@X}$) and undoped ($\gamma_{undoped}$) LAO/STO systems (at 0 K) and X is the host ions that Nb replaces (X = Sr, Ti, La, and Al). If $\Delta \gamma$ is less than zero, it means the doped LAO/STO system is energetically more favorable than the undoped system, that is, the doped system can be formed spontaneously. If $\Delta \gamma$ is larger than zero, it indicates that the doped LAO/STO system is energetically less favorable than the undoped system, that is, the doped system cannot be formed. As seen in the following
equation, $\Delta \gamma$ depends on two variable chemical potentials (that of the dopant and host ions) which themselves depend on the thermodynamic condition. \[162,182\]

$$\Delta \gamma = \left( E_{HS}^{Nb@X} - E_{HS}^{undoped} + 2\mu_X - 2\mu_{Nb} \right)/2A \quad (3.2)$$

$E_{HS}^{Nb@X}$ and $E_{HS}^{undoped}$ represent the total energies of the doped and undoped HS systems, respectively. It is noted here that all energies used to determine the thermodynamic stability were derived from standard DFT calculations (without applying $U$ parameters). $\mu_X$ ($X = \text{Sr, Ti, La, or Al}$) is the chemical potential of the host ion, while $\mu_{Nb}$ is the chemical potential of the Nb dopant. $A$ is the interfacial area, while the factor of 2 preceding is due to the presence of two symmetrical interfaces in our model. Similarly, the factor of 2 preceding the chemical potentials indicates that two interfacial host ions are replaced by Nb.

Let us begin by considering the case of substitutional doping within the STO portion of the interface. As mentioned above, $\Delta \gamma$ is not fixed but depends on the chemical potentials of the dopants and host ions. In fact, the chemical potentials of the relevant elements are determined by the synthesis process in the experiment. In the STO portion, the chemical potentials of various elements are linked by its thermodynamic equilibrium condition:

$$\mu_{Sr} + \mu_{Ti} + 3\mu_{O} = E_{STO} \quad (3.3)$$

where $\mu_{Sr}$, $\mu_{Ti}$, and $\mu_{O}$ represent the chemical potentials of Sr, Ti, and O, while $E_{STO}$ refers to the total energy of STO formula unit. It is important to note that for any particular dopant substitution, only the chemical potential of the displaced host ion is used in Equation 2. Determining this chemical potential at specific thermodynamic conditions, however, often requires consideration of the other linked chemical potentials as well. To avoid confusion regarding the chemical potential references, we have included the following definitions:
\[
\Delta \mu_{Sr} = \mu_{Sr} - E_{Sr} \quad (3.4)
\]
\[
\Delta \mu_{Ti} = \mu_{Ti} - E_{Ti} \quad (3.5)
\]
\[
\Delta \mu_{O} = \mu_{O} - \frac{1}{2} E_{O_2} \quad (3.6)
\]

\(E_{Sr}\) and \(E_{Ti}\) are the per-atom energy of the most stable low-temperature phases of elemental \(Sr\) and \(Ti\), while \(E_{O_2}\) is the total energy of the isolated ground state \(O_2\) molecule, both at 0 K. The formation enthalpy of STO is defined as:

\[
\Delta H_f^{STO} = E_{STO} - E_{Sr} - E_{Ti} - \frac{3}{2} E_{O_2} \quad (3.7)
\]

which, using the aforementioned definitions, can also be written in the following form:

\[
\Delta H_f^{STO} = \Delta \mu_{Sr} + \Delta \mu_{Ti} + 3\Delta \mu_{O} \quad (3.8)
\]

In fact, this equation must be satisfied to guarantee the stability of STO. Similar equations can be developed for LAO, which are relevant when considering substitutional doping within the LAO portion of the interface.

Returning to the interfacial energy difference (Equation 2), it is important to note that, experimentally, \(\mu_X\) and \(\mu_{Nb}\) strongly depend on the material growth conditions. Therefore, we considered a series of thermodynamic conditions and determined the relevant chemical potential ranges within those conditions. The specific conditions considered are: \(SrO\)-rich, \(TiO_2\)-rich, \(Al_2O_3\)-rich, and \(La_2O_3\)-rich. The former two conditions are relevant when considering doping on the STO side, while the latter two are used for doping at the LAO side. By using the definitions (4)-(6), the Equation 2 can be further rewritten as below:

\[
\Delta \gamma = \left[ E_{HS}^{Nb@X} - E_{HS}^{undoped} + 2(\Delta \mu_{X} - \Delta \mu_{Nb}) + 2(E_X - E_{Nb}) \right] / 2A \quad (3.9)
\]
As an example let us consider Nb@Ti doping in the SrO-rich case. Under SrO-rich conditions, the following equation is always satisfied:

\[ \Delta H_f(SrO) = \Delta \mu_{Sr} + \Delta \mu_O \]  

(3.10)

By splitting the SrO-rich condition into sub-conditions (O-rich, \textit{i.e.}, \( \Delta \mu_O = 0 \) and Sr-rich, \textit{i.e.}, \( \Delta \mu_{Sr} = 0 \)) using thermodynamic laws, we were able to determine that the theoretical value of \( \Delta \mu_{Ti} \) in the range of \(-10.3 \, \text{eV} \leq \Delta \mu_{Ti} \leq 0 \, \text{eV} \). The range for \( \Delta \mu_{Nb} \) can be determined more simply. To avoid the competitive formation of secondary dopant oxide Nb\(_2\)O\(_5\), \( \Delta \mu_{Nb} \) and \( \Delta \mu_O \) must satisfy the following condition: \( 2\Delta \mu_{Nb} + 5\Delta \mu_O < \Delta H_f(Nb_2O_5) \), from which a useful \( \Delta \mu_{Nb} \) range can be derived. Together, the ranges for \( \Delta \mu_{Ti} \) and \( \Delta \mu_{Nb} \) can be used to determine boundary values of \( \Delta \gamma(Nb@Ti) \) under SrO-rich conditions. We used a similar procedure to calculate \( \Delta \gamma \) for substitutional doping of Nb/Ta at interfacial Ti, Al, Sr, or La atoms under two thermodynamic conditions each. Our results for Nb and Ta doping at Sr/La sites are shown in Fig. 1S and 2S of the Supporting Information, respectively, indicate that these substitutions are extremely unfavorable,
hence they are not considered further in our work. The results for Nb@Ti and Nb@Al doping are plotted in Fig. 1, while the results for Ta@Ti and Ta@Al doping are plotted in Fig. 2. Several important conclusions can be drawn:

(i) There is very little difference in the energetic favorability of Nb- and Ta-doped interfaces, and either dopant can be stably doped at the LAO/STO interface.

(ii) Of the two viable interfacial doping sites considered, substitutional doping by Nb/Ta is more favorable at the Ti site than that at Al site. In other words, substitution at Ti yields a more stable interface under a wider range of chemical potentials than substitution at Al. However, doping at either site under appropriate thermodynamic conditions can create a more stable interface than in the undoped system.

(iii) Doping at Ti is more favorable under SrO-rich than that under TiO$_2$-rich conditions, while doping at Al is (slightly) more favorable under La$_2$O$_3$-rich than Al$_2$O$_3$-rich conditions.

In addition, we also carried out a group of test calculations to evaluate the relative stability of the dopant at a layer different to the interface. Our results show that the Nb@Al and Ta@Al doping at the interface is energetically more favorable than the layer doping far away from the interface, while for the Nb@Ti and Ta@Ti doping, the two layer doping models, i.e., one at the interfacial layer and the other one at the layer far away from the interface have comparable stability. This indicates the interfacial Nb and Ta layer doping is experimentally feasible.

### 3.3.2 Electronic Structure

Here, we investigated the effects of Nb and Ta-doping on the electronic properties of $n$-type LAO/STO HS systems. First, we will provide some insight on the electronic properties of undoped LAO/STO system for comparison, then study the doped systems. It is well-established that 2DEG is primarily derived from the Ti 3$d$ orbitals of the first (IF-I) TiO$_2$ layer of the STO substrate for undoped LAO/STO HS system, along with a small contribution from the third (IF-III) layer near the Fermi level. [152,161,163] The fifth (IF-V) layer has almost no contribution and
Figure 3.3: Calculated spin-polarized total and partial DOS projected on Ti 3d, Nb 4d, and Ta 5d orbitals near the interfacial region of the STO substrate for (a) Nb@Ti and (b) Ta@Ti doped LAO/STO HS systems. The IF-I, IF-III, and IF-V represent the first, third and fifth layers in the STO substrate, respectively. The Fermi level is indicated by the vertical dashed line at 0 eV.

The other layers away from the interface show an insulating behavior, which shows the typical two-dimensional character of the 2DEG. The width of the metallic region in this abrupt LAO/STO HS system is around 10 Å along the c-axis (about 3 unit cells of the STO). The interfacial (IF-I) TiO₂ layer exhibits a nearly half-metallic nature with a magnetic moment of 0.38 $\mu_B$ on the Ti atom. The calculated magnetic moment of the Ti atom in the IF-III TiO₂ layer is 0.08 $\mu_B$ and all other layers further away from the interface exhibit no spin-polarization. [152, 161, 163] For reference, the DOS and layer-resolved DOS of the undoped LAO/STO superlattice system are provided in Fig. 3S the Supporting Information.

To illustrate the effects of Nb and Ta-doping on the electronic properties of the 2DEG in LAO/STO HS, we calculated total and partial DOS projected on Ti 3d, Nb 4d, and Ta 5d orbitals near the interfacial region for Nb@Ti and Ta@Ti doped LAO/STO HS systems in Fig. 3. Total DOS for Nb@Ta (Fig. 3a) and Ta@Ti (Fig. 3b) doped HS systems exhibit typical $n$-type conductivity as found in the case of the abrupt interface and more occupied states near the Fermi
energy are found compared to that of the undoped system. This phenomena can be understood by analyzing the valence states of the dopant. The Nb and Ta atoms typically adopt a $+5$ valence state, which can be inferred from their respective electron configurations of $4d^4 5s^1$ and $5d^3 6s^2$ fillings. When these atoms replace an interfacial Ti$^{4+}$ atom ($3d^2 4s^2$) in the STO substrate, one free electron will be injected into the system. Our results, however, indicate that Nb and Ta atoms are not in perfect $+5$ states after doping since some Nb $4d$ and Ta $5d$ orbitals are occupied, and therefore only a small fraction of free electrons are actually added to the system. Nevertheless, these free electrons still increase the orbital occupation number near Fermi energy, and lead to higher charge carrier density in the doped HS systems compared to the undoped LAO/STO system, as shown below. Moreover, it is found that when Ta is doped at the Ti site (Fig. 3b), the orbital occupation of the total DOS is higher than that of the Nb@Ti (Fig. 3a) doped system, because $5d$ orbital is more de-localized than $4d$ orbital. Therefore, the Ta atom releases more free electrons to the system than the Nb atom. From the partial DOS, one can also see that Nb $4d$ and Ta $5d$ orbitals are also crossing the Fermi level and significantly contributing to the interfacial conductivity. The 2DEG spans only 2 unit cells of the STO substrate, while Ti atoms from the third (IF-III) TiO$_2$ layers showing a very small orbital occupation. Surprisingly, our results further indicate that when Nb is doped at the Ti site (Fig. 3a), the system shows no spin-polarization, as spin-up and spin-down channels have the identical DOS compared to Ta@Ti (Fig. 3b) doped and undoped LAO/STO HS systems.

Fig. 4a and 4b represent the total and partial Ti $3d$, Nb $4d$, and Ta $5d$ DOS for Nb@Al and Ta@Al doped LAO/STO HS systems, respectively. Our results exhibit that when Nb and Ta atoms substitute for Al, more electrons are added to the system than in the case of Nb@Ti (Fig. 3a) or Ta@Ti (Fig. 3b) doping. This is due to the different valence states of the substituted atoms: Al$^{3+}$ versus Ti$^{4+}$. That is to say, the Nb@Al (Ta@Al) doping can release one more electron into the LAO/STO HS system than the Nb@Ti (Ta@Ti) doping. Thus substitution at Al substantially enhances the 2DEG orbital occupation near the Fermi energy, charge carrier density,
and magnetism of the system. The extra free electrons provided by the Nb and Ta atoms reside almost entirely at the interfacial Ti atoms, see Fig. 4a and 4b. Fig. 4b (Ta@Al) shows that partial occupation of the total and interfacial Ti atoms (IF-I) is higher than that of the Nb@Al doped system (Fig. 4a). This means that the Ta atoms release more free electrons to the system than the Nb dopant, as found in the previous doped systems (discussed in Fig. 3). The Nb 4d and Ta 5d states cross the Fermi level and contribute to the interfacial conductivity, similar to Nb@Ti and Ta@Ti LAO/STO doped systems. In both doped systems, the partial DOS also indicates that electrons are confined almost within 1.5 unit cells of the STO substrate along the c-direction, which is almost half the width of metallic region in the undoped LAO/STO system. This means that electron transfer from the polar (LaO)$^{+}$ layer and the Nb/Ta atoms extends only as deep as the nonpolar (TiO$_{2}$)$^{0}$ IF-III layer of the substrate, with transfer to all deeper layers strongly restricted. Therefore, in the doped systems, mobile electrons reside in the first two unit cells of the STO substrate. Finally, one can notice that the shapes of the DOS in these doped system is very different from that of the undoped LAO/STO HS system. This is because, besides the $d_{xy}$ orbital, $d_{yz}$ orbital of Ti ions also contribute to the formation of the 2DEG, which lead to the different shape of the DOS. More detail behind this phenomenon will be discussed later.

Fig. 5 shows the band structure along the Brillouin Zone path M-$\Gamma$-X for all the doped and undoped HS systems. It clearly shows that Nb(Ta)@Ti doping leads to additional occupied bands relative to the undoped system, while Nb(Ta)@Al doping causes more occupied bands. As discussed above, this can be easily understood when considering the valence states of the dopant and host atoms: Nb(Ta)$^{+5}$@Ti$^{+4}$ doping leads to approximately one free electron per dopant atom, whereas Nb(Ta)$^{+5}$@Al$^{+3}$ leads to roughly two free electrons per dopant atom. To partially evaluate the Nb(Ta) doping influence on the charge carrier mobility, we then calculated the relative electron effective masses ($m_e^*/m_0$) using parabolic effective-mass approximation for the minimum conduction bands from M to $\Gamma$, i.e, the highlighted bands in the Fig. 5. $m_0$ refers to
the free electron rest mass. For comparison, we also calculated the relative effective mass for the undoped LAO/STO system. The calculated value for the undoped system is 0.59, which is in a good agreement with the previous reported value. Note that the calculated effective mass value cannot be directly related to the absolute electron mobility in the experiment. Rather, it is included as a baseline to which the doped results may be compared, which can provide us a qualitative evaluation whether the Nb and Ta doping can change the electron effective mass and the resulting electron mobility. The calculated relative effective masses for Nb@Ti, Ta@Ti, Nb@Al, and Ta@Al doped systems are 0.36, 0.41, 0.56, and 0.58, respectively. These results indicate that Nb@Ti and Ta@Ti doping can reduce the electron effective mass with respect to that of the undoped system and thus potentially improve the electron mobility, while Nb@Al and Ta@Al doping yield comparable effective mass with that of the undoped system and thus is not beneficial for improving the electron mobility.
3.3.3 Electron Carrier Density and Interfacial Magnetic Moment

For a qualitative comparison of the various Nb and Ta-doped systems, we determined their total charge carrier density (a) and magnetic moments on Ti atoms near the interfacial region (b) in Fig. 6. To do this, we computed the partial occupation by integrating the conducting states of the total DOS below the Fermi level and then continued to calculate the charge carrier density in each case. The estimated values of occupation numbers and their corresponding charge carrier densities are plotted in Fig. 6a for undoped and Nb(Ta)-doped LAO/STO HS systems. Our calculations show that the highest orbital occupation numbers and charge carrier densities are achieved in Ta@Al doped LAO/STO HS system. As we mentioned above, this happens because when Ta replaces Al, it donates more extra electrons to the system compared to Nb@Al doping, which extensively increases the orbital occupation number of DOS near the Fermi energy (Figure 4b) and hence, raises the charge carrier density. Similarly, the estimated occupation number of Ti atom from interfacial TiO$_2$ layers in the STO substrate for Nb@Al and Ta@Al doped LAO/STO HS systems are 0.57 and 0.74, respectively, and the corresponding electron carrier densities are $3.7 \times 10^{14}$ cm$^{-2}$ and $4.9 \times 10^{14}$ cm$^{-2}$, larger than that in the undoped superlattice model of about $1.9 \times 10^{14}$ cm$^{-2}$. [152] These results also confirm that Ta atoms release more electrons into the system compared to Nb and that these electrons primarily reside at the interfacial Ti atoms, as shown in Fig. 4.
Next, we study the effects of Nb and Ta-doping on the magnetic moments of interfacial Ti atoms in the above mentioned doped HS systems. It is very well known that magnetic moments on interfacial Ti atoms are caused by the partially occupied Ti 3d orbitals.\cite{152,161,163,186,187} Therefore, we plotted local magnetic moments on Ti atoms from the IF-I and IF-III TiO\textsubscript{2} layers for undoped and Nb(Ta)-doped LAO/STO HS systems in Fig. 6b. The system with Ta-doping at the Al site (Ta@Al) has the largest interfacial (IF-I) Ti magnetic moments compared to undoped and other doped LAO/STO HS systems. For the Nb@Al and Ta@Al doped LAO/STO HS systems, the Ti atoms in IF-III TiO\textsubscript{2} layers show very small spin-polarization with magnetic moments of 0.12 \( \mu_B \) and 0.10 \( \mu_B \), respectively. This is because less electrons transfer to the IF-III layers than that to the IF-I from the LaO layer and also from Nb/Ta doped atoms. The TiO\textsubscript{2} layers further away from the interface in the STO substrate show no spin-polarization. For the Ta@Ti doped system, a significant magnetic moment of 0.25 \( \mu_B \) is also found in the third (IF-III) layer, while Nb@Ti doped system exhibits no spin-polarization as reflected in the DOS of Fig. 3a.
Figure 3.7: Charge density projected on the bands forming the metallic states near the interfacial region for undoped (a), Nb@Ti (b), Ta@Ti (c), Nb@Al (d), and Ta@Al (e) doped LAO/STO HS systems.

3.3.4 Three-Dimensional Charge Density

To gain deep insight into the interfacial metallic states and to visualize the charge transfer effects in the Nb (Ta)-doped LAO/STO systems, we plotted the three-dimensional charge density projected on the bands forming the 2DEG for undoped (a), Nb@Ti (b), Ta@Ti (c), Nb@Al (d), and Ta@Al (e) doped LAO/STO HS systems in Fig. 7. Our results clearly demonstrate that in the undoped LAO/STO HS system, electrons from the polar (LaO)$_{1+1}$ layer are mainly transferred to IF-I and IF-III (TiO$_2^0$) layers of the STO substrate, along with a minor distribution on the IF-V layer (see Fig. 7a), which means that the 2DEG extends within 3 unit cells of the STO substrate along the $c$-axis, indicating a typical two-dimensional character of conducting states.

In the case of Nb@Ti (Fig. 7b) and Ta@Ti (Fig. 7c) doped systems, 2DEG primarily comes from interfacial Nb and Ta atoms, along with a substantial contribution from the IF-III TiO$_2$ layers. Interestingly, it is noted that the density of Ti atoms in the second TiO$_2$ layer (IF-III) is higher in Ta@Ti doped system than in the Nb@Ti system. The third TiO$_2$ layer (IF-V) in the Nb@Ti doped system has almost no contribution to the interface conductivity, yet in the Ta@Ti
doped system it contributes significantly. This difference implies that a few electrons transfer to the deeper STO substrate, consistent with the calculated partial DOS in Fig. 3. One reason is probably because that Ta 5d orbitals are less localized than Nb 4d and thus the Ta 5d orbitals hold less electrons, and the remaining electrons are further transferred to deep TiO₂ layers. As discussed below, another reason is because the structural distortion of the TiO₆ octahedra near the interface in the Ta@Ti system is stronger than that in the Nb@Ti system. For the Nb@Al (Fig. 7d) and Ta@Al (Fig. 7e) doped LAO/STO, the conducting metallic states are mainly contributed by the Nb and Ta atoms, and the interfacial TiO₂ layer (IF-I) in each system.

**Table 3.2**: Calculated O-Ti-O bond angles in the *ab*-plane at IF-III and IF-V TiO₂ layers for undoped, Nb@Ti, Ta@Ti, Nb@Al, and Ta@Al doped LAO/STO HS systems.

<table>
<thead>
<tr>
<th></th>
<th>Undoped</th>
<th>Nb@Ti</th>
<th>Ta@Ti</th>
<th>Nb@Al</th>
<th>Ta@Al</th>
</tr>
</thead>
<tbody>
<tr>
<td>IF-III</td>
<td>177.6°</td>
<td>177.5°</td>
<td>175.5°</td>
<td>178.8°</td>
<td>179.3°</td>
</tr>
<tr>
<td>IF-V</td>
<td>178.7°</td>
<td>178.8°</td>
<td>177.9°</td>
<td>179.3°</td>
<td>179.5°</td>
</tr>
</tbody>
</table>

The spatial extension of the 2DEG along the *c*-direction strongly depends on TiO₆ octahedral distortion in the STO substrate. To elucidate this distortion in our systems, we calculated the O–Ti–O bond angles in the *ab*-plane at the IF-III and IF-V TiO₂ layers for undoped, Nb@Ti, Ta@Ti, Nb@Al, and Ta@Ti doped LAO/STO HS systems in Table 2. One can clearly see that the TiO₆ octahedra are distorted up to the 3rd TiO₂ layer (IF-V) in the case of the undoped and Nb@Ti doped LAO/STO HS systems. Therefore, charge transfer from the polar (LaO)⁺ layer to nonpolar (TiO₂)⁰ layers extends to 3 unit cells of the STO substrate as shown in our charge density plot (Fig. 7a). Similarly, TiO₆ octahedra are distorted up to 3 unit cells of the STO substrate in the Ta@Ti doped system (Fig. 6c), but in the fifth (IF-V) layer the degree of distortion is higher than in the undoped and Nb@Ti doped systems (Fig. 7a and 7b). Therefore, more charge is transferred to the IF-V TiO₂ layer in this case, consistent with the DOS in Fig. 3. On the other hand, for the Nb@Al and Ta@Al doped HS systems, very small TiO₆ octahedral distortions are found at the IF-III TiO₂ layer, with almost negligible distortions at the
Figure 3.8: Orbital-resolved interfacial (IF-I) Ti 3d, Nb 4d, and Ta 5d DOS in Nb@Al (a) and Ta@Al (b) doped LAO/STO HS systems.

IF-V TiO$_2$ layers. Hence, less charge migrates to deeper TiO$_2$ layers and a highly confined 2DEG is obtained. Moreover, the density on the Ti atoms in the interfacial TiO$_2$ layer (IF-I) is larger in the Ta@Al doped system than in the Nb@Al system, which means higher orbital occupation and higher charge carrier density. This is because TiO$_6$ octahedra is more distorted at the interfacial (IF-I) TiO$_2$ layer for the Ta@Al doped system than in the undoped and Nb@Al doped LAO/STO HS systems. In short, the Nb and Ta doping at Al sites can significantly modify the electron transport properties of the LAO/STO HS system.

In addition, from the Fig. 6 (charge density), one can see that the occupied Ti 3$d$ orbitals in the STO substrate differ in shape compared to the undoped HS system. [152, 161, 163] This means that the 3$d$ bands, which form the 2DEG in doped LAO/STO HS systems, have different orbital occupations. To verify this difference, we plotted the orbital-resolved DOS of Ti 3$d$, Nb 4$d$, and Ta 5$d$ states for the Nb@Al (a) and Ta@Al (b) doped LAO/STO HS systems in Fig. 8. As previous results [152, 161, 163, 188, 189] indicate, 2DEG resides in the $ab$-plane in the undoped LAO(LTO)/STO HS systems and only the $d_{xy}$ orbitals of interfacial Ti atoms cross the Fermi level, while the $d_{yz}/d_{xz}$ orbitals remain unoccupied. This can be explained in the context of crystal field theory. It is well known that in a regular octahedral crystal field, Ti 3$d$ states are split into
triply $t_{2g}$ ($d_{xy}$, $d_{xz}$, and $d_{yz}$) and doubly $e_g$ ($d_{3z^2-r^2}$ and $d_{x^2-y^2}$) degenerate states. After structural relaxation, the TiO$_6$ octahedral distortion results in a degraded symmetry. Therefore, the triply degenerate $t_{2g}$ states are split into non-degenerate $d_{xy}$, $d_{yz}$, and $d_{xz}$ orbitals, and the transferred electron eventually occupies the low-energy $d_{xy}$ orbitals. For comparison, the orbital-resolved DOS of interfacial (IF-I) Ti atoms for Nb@Al (a) and Ta@Al (b) doped LAO/STO HS systems is shown in Fig. 7. For Nb@Al (Fig. 7a) and Ta@Al (Fig. 7b), one can clearly see that the metallicity results from the admixture of $d_{yz}$ and $d_{xz}$ instead of $d_{xy}$ orbitals, while $d_{xy}$ orbitals remain unoccupied and stay at higher energies in the conduction band (far away from the Fermi level). Therefore, the 2DEG resides in the $yz$ and $zx$, rather than $xy$, plane, the reverse of what is usually observed in undoped STO-based HS systems. \[152,161,163,188,189\] In contrast, both the $d_{xy}$, $d_{xz}$, and $d_{yz}$ orbitals of Nb 4$d$ and Ta 5$d$ contribute to the interfacial conductivity.

### 3.4 Conclusions

In summary, first-principles density functional theory calculations were performed to investigate the Nb (Ta) doping effects on the interface energetics and electronic properties of 2DEG in LAO/STO HS system. Our calculations reveal that LAO/STO HS systems with Nb@Ti and Ta@Ti doping are energetically more favorable than the undoped and other doped ones. We found that Nb(Ta)@Ti and Nb(Ta)@Al doping significantly improve the orbital occupation near the Fermi level, and produce a high interfacial charge carrier density. This is mostly attributed to the additional free electrons provided by Nb(Ta) dopant, and these free electrons reside mainly at the Nb(Ta) dopant and the Ti atoms in the interfacial TiO$_2$ layer of the STO substrate. Our results indicate that the Nb(Ta)@Al doped HS systems exhibit higher interfacial charge carrier density and magnetic moments than the undoped and other doped ones, while the Nb(Ta)@Ti doped HS systems may show higher charge carrier mobility because of the lower electron effective mass. Our theoretical calculations invite a thorough experimental characterization of Nb and
Ta-doped LAO/STO systems to fully understand their thermodynamic stability and electron transport property.
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Chapter 4

Polarization Effects on the Interfacial Conductivity in the LaAlO$_3$/SrTiO$_3$ Heterostructure: First-Principles Study

In Chapter 3 we have discussed transition metal layer doping in the LaAlO$_3$/SrTiO$_3$ (LAO/STO) heterostructure (HS), which can enhance the charge carrier density, magnetism, and spacial confinement of the interfacial two-dimensional electron gas (2DEG). In fact, 2DEG properties can also be enhanced by the application of strain on the STO substrate. For example, Eom et al. grew LAO films on strained STO substrates, and found that the sheet carrier density can be increased by the application of biaxial tensile strain. [190] Experiments have also shown that 2DEG does not form in unstrained LAO/STO systems until at least four LAO unit cells have been deposited, which is known as the critical thickness. [143] Interestingly, Eom et al. found that biaxial compressive strain increases the critical film thickness to more than four LAO unit cells. Several years earlier Pentcheva et al. had proposed that polarization in the LAO overlayers could neutralize the polar catastrophe in LAO/STO, yielding insulating behavior. [191] Subsequently, Moler et al. found that uniaxial tensile strain increases the conductivity of LAO/STO HS, and
suggested that strain-induced changes in LAO film polarization perpendicular to the interface could be responsible for this increase. Motivated by these studies, in this Chapter we present a first-principles study of uniaxial strain and polarization in the LAO/STO slab system. We systematically revealed the correlation between LAO film thickness, polarization, and interfacial charge carrier density. In particular, we found that the polarization in the LAO film is strongly dependent on film thickness, and identified a critical polarization value above which the polar catastrophe is neutralized and insulating behavior is observed. In addition, we found that the application of [100] uniaxial tensile strain on the STO substrate can reduce the polarization in the LAO film, and thereby enhance the conductivity of the interfacial 2DEG in LAO/STO. Finally, we discovered that uniaxial strain can change the distribution of charge among the three TiO$_2$ layers nearest to the interface, with tensile strains increasing the relative concentration of free carriers at the interfacial TiO$_2$ layer. This work resolves the long-standing discrepancy between the theoretical and experimental charge carrier densities in the LAO/STO 2DEG, and provides fundamental insights into the role of polarization in 2DEG formation.

4.1 Introduction

In the past decade, the two-dimensional electron gas (2DEG) at the $n$-type (LaO)$^+/(TiO_2)^0$ interface in LaAlO$_3$/SrTiO$_3$ (LAO/STO) heterostructures (HS) has attracted considerable attention for its unique electronic properties and potential applications in nanoelectronic devices. When an LAO film is deposited on an STO substrate, the polar discontinuity at the (LaO)$^+/(TiO_2)^0$ interface leads to divergence of the electrostatic potential. To compensate this divergence, according to the polar catastrophe mechanism, 0.5$e^-$ is transferred from the polar (LaO)$^+/$ (TiO$_2$)$^0$ layer of LAO to the nonpolar (TiO$_2$)$^0$ layer of the STO substrate. These electrons partially occupy Ti 3$d$ orbitals near the interfacial region, producing a 2DEG with a theoretical charge carrier density of 3.3 $\times$ 10$^{14}$ cm$^{-2}$. However, systematic
experiments of the oxygen-annealed samples show a sheet carrier density of about $1 - 2 \times 10^{13}$ cm$^{-2}$, one order of magnitude smaller than the theoretical value. Some research efforts are still being made to explore a comprehensive model that can account for all the experimental phenomena in the LAO/STO HS. Several possible explanations for this discrepancy have been proposed from various viewpoints. For example, from density functional theory (DFT) calculations, Popović et al. suggested that the transferred electrons are not only confined at the interfacial TiO$_2$ layer but also extend over several deeper TiO$_2$ layers, which dilutes the sheet carrier density. By first-principles electronic structure calculations, Krishnaswamy et al. proposed that the sheet carrier density of $3.3 \times 10^{14}$ cm$^{-2}$ is intrinsic to the LaO/TiO$_2$ interface in the LAO/STO system, while the AlO$_2$ terminated surface may transfer electrons from the 2DEG to the surface states, leading to a smaller sheet carrier density at the interface. Pentcheva et al., for the first time, has proposed that the polar distortion in the LAO overlayers on the STO substrate can neutralize the polar catastrophe, leading to the insulating behavior up to five monolayers of LAO. As a results, one may speculate that the polarization, i.e., the polar distortion, in the LAO film may be weak enough when the LAO film is more than five monolayers so that the polar distortion is not capable of fully neutralizing the polar catastrophe. Consequently, a charge transfer less than $0.5e^-$ may occur from the LAO to the STO, which leads to the 2DEG at the interface but with smaller sheet carrier density. This hypothesis may reconcile the discrepancy between the experimental and theoretical sheet charge carrier density in the LAO/STO system if it is true, and thus a systematic computational study on the correlation among the LAO film thickness, LAO film polarization, and the sheet carrier density in the LAO/STO HS system is essential. This partially motivates the work presented in this paper.

Despite the discrepancy between experimental and theoretical sheet charge carrier density, substantial efforts continue to be expended for optimizing the interfacial electron transport properties in the LAO/STO system, in order to realize its potential applications in high-
performance nanoelectronics. For example, it has been shown that transition metal and rare earth metal layer doping can significantly enhance the 2DEG charge carrier density in the LAO/STO HS. [43–45, 135–137, 154, 204] Another potential method to tailor 2DEG properties in LAO/STO HS systems is to apply a strain on the STO substrate. Experimentally, various degrees of strain in the LAO/STO HS can be achieved by growing STO on single-crystal substrates with a lattice mismatch; an LAO film can then be deposited on the strained STO to form the HS. For example, Eom et al. grew STO on a variety of substrates before depositing LAO films, demonstrating substantial differences in 2DEG properties with respect to strain. [190] They found that the sheet charge carrier density increases as the STO substrate undergoes a strain from -1.5% to 0.5%, which is consistent with recent first-principles electronic structure calculations. [205] Eom’s team also found that the required critical thickness of LAO film to produce 2DEG changes with biaxial compressive strain; specifically, compressive strain requires more than the 4 unit cells of LAO which are normally sufficient in the unstrained case.

Recently Moler et al. [192] found that uniaxial tensile strains in either [100] or [010] directions substantially enhance the local conductivity in LAO/STO HS-based slab systems, but that a simultaneous elongation in both directions (i.e., biaxial tensile strain) yields no such increase. The higher conduction is attributed to an increase in either mobility or charge carrier density in the tetragonal domain structure in the STO substrate. The authors speculated that strain-induced changes in the polarization perpendicular to the interface could lead to changes in interfacial conductivity, but more details are necessary to clarify the origin of this behavior. A subsequent first-principles study revealed the role of uniaxial strain in tailoring the interfacial electronic properties using an LAO/STO superlattice model (without vacuum). It was found that uniaxial tensile strain can considerably increase the interfacial charge carrier density, which can partially explain the enhanced conductivity observed in the tetragonal domain structure of the LAO/STO system. [206] Although the periodic superlattice model can well reproduce the polar catastrophe effects, [201, 202, 205] it might not be able to exactly model the LAO/STO interface in
reality. This is mainly because, experimentally, the LAO film is grown on the STO substrate and has a surface polar discontinuity that significantly influences the materials properties. Thus periodic LAO/STO superlattice models cannot accurately model the polarization effects induced by the surface polar discontinuity, i.e., the relative displacement between the cations and anions in the LAO film. In fact, the interfacial conductivity is strongly linked to the polarization in both the film and substrate, and particularly, recent first-principles calculations suggest that strain-induced polarization is responsible for the interfacial conductivity in the CaZrO$_3$/SrTiO$_3$ HS system. Despite widespread agreement regarding the potential of strain as an optimization tool for 2DEG in HS systems, fundamental and predictive knowledge of its effects, particularly the strain-induced polarization effects, remains elusive. A more systematic study of the influence of strain on the polarization of LAO/STO HS, and the consequent changes of the interfacial conductivity, is therefore essential.

In this work, we employed first-principles electronic structure calculations to investigate the effects of uniaxial [100] strain on the electron transport properties of 2DEG at the $n$-type (LaO)$_{1-\delta}$/TiO$_2$ interface in LAO/STO HS slab systems from the perspective of the polarization effects. Here, our main motivation is to examine the effects of uniaxial [100] compressive and tensile strains on the charge carrier density, electron mobility, and conductivity of the 2DEG in the LAO/STO system. We suspect that these effects are mediated in large part by strain-induced changes in the LAO film polarization. Therefore, first we study the unstrained LAO/STO system to establish a clear point of reference, then explore the influence of uniaxial [100] strain on the electronic properties of 2DEG in the LAO/STO HS slab system. To the best of our knowledge, this is the first theoretical work which clearly explains the polarization mechanisms influencing the enhanced charge carrier density, mobility, and conductivity of 2DEG in the uniaxially tensile strained LAO/STO system. This conclusion is in excellent agreement with recent experimental finding, where higher local conductivity is observed in the uniaxial tensile strained system. In contrast, the compressively strained systems show less favorable electron transport properties.
than the unstrained LAO/STO HS system.

### 4.2 Calculation Methods and Structural Details

Spin-polarized DFT calculations were carried out using the Vienna *ab initio* Simulation Package (VASP). The projector augmented wave (PAW) pseudopotentials were employed for electron-ion interactions. The generalized gradient approximation (GGA) parametrized by Perdew-Burke-Ernzerhof (PBE) was used in combination with appropriate on-site Coulomb interactions (GGA+U) to describe the electron exchange and correlation potentials. Respective $U$ values for Ti $3d$ and La $4f$ orbitals were set to 5.8 eV and 7.5 eV, as it is well established that such values are appropriate to describe these strongly-correlated states. A 450 eV cut-off energy for the plane wave basis set was used, and a $10 \times 10 \times 1 \Gamma$-centered $k$-point mesh was found to be well-converged for self-consistent calculations. The convergence threshold for self-consistent-field iteration was set to $10^{-5}$ eV. The density of states (DOS) were calculated using the tetrahedron method with Blöchl corrections. Atomic positions were relaxed along the $c$-direction until all components of the residual forces were smaller than 0.02 eV/Å. In the calculations of Born effective charges for bulk LAO and STO, identical parameters were used, with the exception of a $8 \times 8 \times 8 \Gamma$-centered $k$-point mesh instead of the $10 \times 10 \times 1 \Gamma$-centered $k$-point mesh used in HS calculations.

A supercell approach was used to model the LAO/STO HS slab system by depositing an LAO film on an STO substrate of eight unit cell thickness. A vacuum layer of approximately 14 Å along the [001] direction was added to resemble the actual epitaxial growth process of the HS system. Hence, one $n$-type interface and two distinct polar discontinuities are present in this study. The first polar discontinuity occurs at the LAO/STO interface, the other at the LAO surface/vacuum interface, see Figure 1S in the Supporting Information. The experimental lattice constant of STO, 3.905 Å, was fixed in the $ab$-plane to construct the unstrained HS system. The
lattice parameter along the [100] axis was adjusted to simulate various applied uniaxial strains from -1% to 1%. Interfacial charge carrier densities were calculated by integrating the occupation number of the interfacial Ti 3d orbitals from the conduction band minimum to the Fermi level, and then dividing by the interfacial area. This is because the interfacial conducting states are mainly contributed by the Ti 3d orbital at the interfacial TiO$_2$ layer. \[160\]

4.3 Results and Discussion

4.3.1 Unstrained Systems

Polarization Strength and Critical Thickness

We first explored the origin of the required critical thickness to form 2DEG in the unstrained LAO/STO HS system from the viewpoint of the polarization in the LAO film; specifically, the polarization strength versus the LAO film thickness. To do this, we modeled LAO/STO HS slab systems by depositing LAO films of various thickness on the TiO$_2$-terminated STO substrate along the [001] direction. Hereafter, these interface systems are referred to as (LAO)$_n$/STO, in which $n$ ($n = 1-6$) denotes the number of LAO unit cells. The analysis of these relaxed HS indicates that the La/Al cations in the LAO film move towards the vacuum \[207\], producing relative displacements between the cations and anions (oxygen atoms) and a resulting polarization towards the vacuum. This polarization produces an internal electric field in the LAO film, which inhibits the polar-discontinuity-driven charge transfer from LAO to STO. As a result, one may speculate that the interfacial polar discontinuity in the LAO/STO system can be partially or entirely counteracted by the polarization in the LAO film, and the degree of the counteraction depends on the polarization strength.

To quantify the relationship between the polarization strength and the LAO film thickness, we calculated the average polarization $P$ of the LAO unit cells in LAO/STO HS slab systems
using the following formula: \[ P = \frac{e}{\Omega} \sum_{i=1}^{N} Z_i^* \delta z_i \] (4.1)

where \( \Omega \) is the total volume of the LAO film, \( N \) is the number of atoms in the unit cell, \( Z_i^* \) is the Born effective charge for each atom, and \( \delta z_i \) is the relative displacement of the \( i \)th atom in the HS. The relative displacement \( (\delta z) \) of La(Al) cations with respect to the oxygen ions within the same LaO and AlO\(_2\) planes is calculated as \( \delta z_{La/Al} = z_{La/Al} - z_O \). Our calculated Born effective charges \( Z_i^* \) are 4.45, 2.92, -2.48, and -2.44 for La, Al, O in the LaO, and O in the AlO\(_2\) layers for the tetragonal bulk LAO, respectively.

The estimated average polarization \( P_{LAO} \) of the LAO layers in the LAO/STO HS systems is plotted with respect to the number of LAO unit cells in Figure 4.1a. As an additional comparison, the band gap with respect to LAO film thickness is shown in Figure 4.1b, in which the band gap is defined as the energy gap between the O 2\( p \) states in the valence band and the Ti 3\( d \) states near the conduction band bottom and calculated from the DOS. The DOS of the (LAO)\(_n\)/STO \((n = 1-6)\) HS slab systems are provided in Figure 2S of the Supporting Information. One can clearly see from Figures 4.1a and 4.1b that that as the LAO film thickness is increased from 1 to 6 unit cells, the polarization strength in the LAO film decreases, and the band gap also decreases. This implies that the barrier to charge transfer from the LAO film to the STO substrate weakens as the LAO film thickness increases. In other words, as the LAO film thickness increases, the tendency for electron transfer from the LAO film to the STO substrate increases, which leads to the insulator-to-metal transition in the LAO/STO HS system.

At the critical thickness \((i.e., 5\) unit cells\)) the polarization in the LAO film becomes sufficiently diminished to permit charge transfer from the interfacial (LaO\(^{+1}\)) to (TiO\(_2\))\(^{0}\) layer, leading to a zero band gap and the formation of the 2DEG. The determination of the critical thickness, 5 unit cells of LAO, is consistent with prior theoretical studies. [191] 207[215] Con-
Figure 4.1: Calculated (a) average polarization ($P$) in LAO film, (b) band gap values, (c) interfacial charge carrier density ($n$), and (d) polarization in the first (blue), second (red), and third (green) STO unit cells (u.c.) with respect to the LAO film thickness in unstrained (LAO)$_n$/STO ($n = 1-6$) HS slab systems. The dashed blue lines indicate the polarization strength in the LAO film and band gap value at the critical thickness of LAO unit cell.

sequently, we can infer that the critical LAO polarization, above which 2DEG formation is strongly hindered, is $\approx 38-40 \, \mu\text{C cm}^{-2}$. This value is quite consistent with that in prior theoretical work. [203] Below 5 unit cells, the polarization of the LAO film is strong enough to counteract the polar-discontinuity-induced charge transfer from the LAO film to STO substrate, and thus the LAO/STO HS system exhibits insulating behavior. At and above 5 unit cells, the polarization is weakened such that it can only partially counteract the polar-catastrophe-induced charge transfer, and the remaining electrons (much less than $0.5e$) are transferred to the STO substrate, forming the 2DEG at the interface.

It is noted that, unlike in experimental studies, the DFT-calculated interfacial charge
carrier density tends to increase with the number of LAO unit cells after the LAO critical thickness has been reached. [216] Our present calculations show the same trend, as do those in our prior work. [205, 207] As demonstrated in Figure 4.1c, below 5 unit cells the strong LAO film polarization prevents any polar-discontinuity-driven charge transfer, leading to zero interfacial charge carrier density. Above 5 unit cells, interfacial charge carrier density increases as the LAO film thickness increases. It is interesting to note, however, that the calculated interfacial charge carrier density for the unstrained (LAO)\textsubscript{5}/STO system is about $1.6 \times 10^{13}$ cm\textsuperscript{−2}, which is in excellent agreement with the experimental value in the range of $1 − 2 \times 10^{13}$ cm\textsuperscript{−2}. [54, 143, 149, 196–198] In contrast, the superlattice model produces an interfacial charge carrier density about five to ten times greater than this value, [201, 205] indicating that the slab model is more appropriate in describing the interfacial electronic states than the superlattice model. This is mainly attributed to the fact that the slab model can appropriately reproduce the polarization behavior in the LAO film while the superlattice model cannot.

We also examined the polarization strength in the first three STO unit cells near the interface as a comparison with the LAO film, in which the vast majority of transferred charge is confined. After structural relaxation, the STO substrate exhibits polarization in the opposite direction from that in the LAO film, though its magnitude is much smaller. The calculated Born effective charges using the bulk cubic STO, $Z^*_i$, are 2.56, 7.42, −5.89, and −2.03 for Sr, Ti, O in the SrO, and O in the TiO\textsubscript{2} layers, respectively, which were used in the polarization calculation. Figure 4.1c shows the polarization in the first three STO unit cells nearest the interface with respect to LAO film thickness, demonstrating several facts. First, the polarization in all three STO cells tends to increase with the LAO film thickness. At the critical thickness of 5 LAO unit cells, there is a significant degree of polarization in the first STO unit cell ($\approx 20$ [$\mu$C cm\textsuperscript{−2}]). It is worth mentioning that the great majority of this polarization is contributed by the relative displacement between Sr and O ions in the SrO layers of the STO substrate, while that between the Ti and O ions in the TiO\textsubscript{2} layers have negligible contributions. This is consistent with prior work in which
Ti and O ions were found to have only slight polar distortion. [191]

**Figure 4.2**: Calculated spin-polarized total (a), partial DOS projected on the Ti 3d orbitals from first three successive TiO$_2$ layers near interfacial region (b), and partial DOS projected on the O 2p orbitals from the surface (AlO$_2$)$^{-1}$ layer (c) in the unstrained (LAO)$_5$/STO HS slab system. IF-I, IF-III, and IF-V represent the first, third, and fifth TiO$_2$ layers of the STO substrate, respectively. The vertical dashed line indicates the Fermi level at 0 eV.

**Electronic Properties**

Next we considered the unstrained (LAO)$_5$/STO HS slab system to provide a frame of reference for the strained systems. The calculated spin-polarized total DOS, projected DOS for Ti 3d orbitals from the first three (i.e., IF-I/III/V) interfacial TiO$_2$ layers in the STO substrate (b), and projected DOS for O 2p orbitals from the surface (AlO$_2$)$^{-1}$ layer is depicted in Figure 4.2. The total DOS (Figure 4.2a) clearly shows that the system exhibits conductivity, indicating that 5 unit cells of LAO film is sufficient to produce a 2DEG in the STO substrate. This result is consistent with previous GGA+$U$ and hybrid functional calculations. [191, 207, 215]. Three consecutive (TiO$_2$)$^0$ layers, extending from the interface into the STO substrate, were defined as IF-I, IF-III, and IF-V. Figure 4.2b demonstrates that the Ti 3d orbitals at the IF-I (TiO$_2$)$^0$ layer
have the majority contribution to the interfacial conductivity, while the contribution from IF-III and IF-V layers is substantially less. Nevertheless, this small contribution from the IF-III and IF-V (TiO$_2$)$^0$ layers indicates that the 2DEG in the unstrained LAO/STO HS slab system extends three unit cells into the STO substrate, having a $c$-direction width of approximately 10 Å. All deeper (TiO$_2$)$^0$ layers show an insulating character, which confirms the formation of a 2DEG.

Moreover, O 2$p$ surface states (Figure 4.2c) from the (AlO$_2$)$^{-1}$ surface layer also have a significant contribution to the conductivity and the hole states occur at the surface (AlO$_2$)$^{-1}$ layer, which can be compensated by oxygen vacancies [193] or passivated with H atoms [217]. In this case, the only metallic states would be present at the $n$-type interface. Finally, the calculated orbital-resolved DOS (Figure 3S – Supporting Information) of the unstrained system shows that Ti 3$d_{xy}$ and O 2$p_x$/$p_y$ orbitals from interfacial (TiO$_2$)$^0$ and surface (AlO$_2$)$^{-1}$ layers are mainly responsible for the interfacial and surface conductivity, respectively. These results are also consistent with prior theoretical and experimental work. [189, 207, 218]

![Figure 4.3](image.png)

**Figure 4.3:** Calculated average polarization ($P_{LAO}$) in the LAO film (a), and in the first (blue), second (red), and third (green) STO unit cells (b) with respect to [100] uniaxial strain from $-1\%$ to $+1\%$ on the STO substrate in (LAO)$_5$/STO HS slab systems.
4.3.2 [100] Uniaxially Strained Systems

Polarization Strength and Critical Thickness

Herein, we examined the effect of uniaxial strain on the polarization strength in the LAO film and the STO substrate. To do this, the experimental lattice parameter $a$ of the STO substrate, 3.905 Å, was used as reference point and then varied in a range from $-1\%$ to $+1\%$ to simulate applied uniaxial [100] strain. Negative values indicate compressive strain, while positive values signal tensile strain. The average polarization in the LAO film ($P_{LAO}$) is depicted in Figure 4.3a with respect to uniaxial [100] strain. It can be clearly seen that $P_{LAO}$ decreases under tensile strain and increases under compressive strain. Thus, the interfacial polarization discontinuity is weakened by uniaxial tensile strain, weakening the driving force opposing charge transfer from LAO to STO. Uniaxial compressive strain, by contrast, strengthens $P_{LAO}$ and discourages charge transfer from LAO to STO relative to the unstrained system. We also plotted the polarization in the first (blue), second (red), and third (green) unit cells of STO substrate with respect to uniaxial strain in Figure 4.3b. While no clear trend can be established for the polarization in the first STO unit cell, the polarization in the second and third cells appears to decrease with tensile strain and increase with compressive strain. However, overall polarization in the STO substrate is minor compared to the LAO film. Even in the STO unit cell nearest the interface, the polarization value is far less than $P_{LAO}$.

Given that [100] uniaxial strain affects $P_{LAO}$, one may consider whether the critical LAO film thickness ($d_{crit}$) to form 2DEG is affected as well. In fact, biaxial strains have been shown to significantly affect $d_{crit}$ in experimental [190] and theoretical [207] studies. To investigate the situation in the uniaxial strain case, we calculated the total DOS for each of our strained systems ($-1\%, -0.5\%, +0.5\%,$ and $+1\%$). The total DOS for $-1\%$ and $+1\%$ [100] uniaxially strained LAO/STO HS slab systems is shown in Figures 4.4a and 4.4b, clearly demonstrating that uniaxial strain in this range has no effect on $d_{crit}$. This result can be easily understood in the
context of the earlier polarization discussion: none of the applied strains increase $P_{\text{LAO}}$ beyond the critical threshold ($\approx 40 \, \mu\text{C cm}^{-2}$), and thus 5 unit cells are sufficient to achieve $n$-type interfacial conductivity in each system.

![Figure 4.4: Calculated spin-polarized total DOS for $n$-type (LAO)$_5$/STO HS slab systems under \(-1\%\) (a) and \(+1\%\) (b) \([100]\) uniaxial strain. Calculated partial DOS of Ti 3$d$ orbitals from IF-I, IF-III, and IF-V TiO$_2$ layers in the STO substrate of the same systems under \(-1\%\) (c) and \(+1\%\) (d) \([100]\) uniaxial strain.](image)

**Electronic Properties**

Here we studied the effects of uniaxial strain on the 2DEG electron transport properties of the LAO/STO HS slab system. As mentioned previously, the free electrons transferred from LAO—which comprise the interfacial 2DEG—reside primarily in Ti 3$d$ orbitals of the first (IF-I), third (IF-III), and fifth (IF-V) TiO$_2$ layers of the STO substrate. Thus, Figures 4.4c and 4.4d depict the calculated PDOS of Ti 3$d$ orbitals at IF-I, IF-III, and IF-V TiO$_2$ layers for \(-1\%\) and \(+1\%\) uniaxially strained systems. Our results indicate that in the compressively strained system (Figure 4.4c), the contribution to the 2DEG from all the three TiO$_2$ layers is comparable. In other word, the 2DEG in the compressively strained system is almost equally dispersed between IF-I/III/V TiO$_2$ layers. In the tensile strained system (Figure 4.4d), by contrast, IF-I Ti 3$d$ orbitals have a dominant contribution to the 2DEG. This indicates a 2DEG with a greater interfacial charge
carrier density, and a greater degree of concentration at IF-I, relative to that in the compressively strained system.

![Graph showing orbital occupation and charge carrier density](image)

**Figure 4.5:** Calculated orbital occupation numbers and respective charge carrier densities ($n$) of Ti 3$d$ orbitals at the interfacial TiO$_2$ layer in the STO substrate with respect to [100] uniaxial strain in the (LAO)$_5$/STO HS slab systems.

To provide a quantitative comparison between the unstrained and strained systems, we calculated the partial occupation number and charge carrier density of the interfacial (IF-I) Ti 3$d$ orbitals in each case by integrating the partial DOS near the Fermi level. The calculated IF-I Ti 3$d$ partial occupation numbers and respective charge carrier densities $n$ for the unstrained and [100] uniaxially strained systems are shown in Figure 4.5. Our results indicate that the charge carrier density increases as strain is adjusted from $-1\%$ to $+1\%$. This increase is due to two factors. First, the LAO film polarization is consistently reduced by increasing tensile strain (see Figure 4.3a), weakening the driving force opposing charge transfer from LAO to STO, and ultimately promoting more charge transfer to STO. Second, strain changes the distribution of charge among the first three TiO$_2$ layers near the interface, resulting in a superior concentration of charge at the IF-I TiO$_2$ layer in the tensile strained system relative to that in the compressively strained system (see Figure 4.4c, 4.4d, and Figure 4S). It is particularly worth mentioning that the calculated interfacial charge carrier density for the unstrained (LAO)$_5$/STO system is about $1.6 \times 10^{13}$ cm$^{-2}$, which is in excellent agreement with the experimental value in the range of $1 - 2 \times 10^{13}$ cm$^{-2}$. [54, 143, 149, 196–198] In contrast, the superlattice model produces an interfacial charge
carrier density about five to ten times greater than this value, indicating that the slab model is more appropriate in describing the interfacial electronic states than the superlattice model. This is mainly attributed to the fact that the slab model can appropriately reproduce the polarization behavior in the LAO film while the superlattice model cannot.

Here, we would like to mention that our earlier work on the [100] uniaxially strained periodic (i.e. without vacuum) LAO/STO superlattice system showed that compressive strains substantially increased the interfacial electron carrier density relative to the unstrained and tensile strained systems. The enhanced charge carrier density in the compressive strained systems was attributed to interfacial Ti $3d_{yz}$ orbitals instead of $d_{xy}$. In LAO/STO HS-based vacuum slab models, however, 2DEG originates only from Ti $3d_{xy}$ orbitals for all the strained systems and charge carrier density decreases for compressively strained systems, which is in excellent agreement with experiment. The orbital-resolved Ti $3d$ DOS from the IF-I TiO$_2$ layers for $-1\%$ (a), $0\%$ (b), and $+1\%$ (c) uniaxially strained LAO/STO HS slab systems are plotted in Figure 3S of the Supporting Information. One can clearly see that in each case, only $d_{xy}$ orbitals cross the Fermi level, and are thus singularly responsible for the formation of 2DEG. The $d_{yz}$ and $d_{xz}$ orbitals remain unoccupied and stay at higher energies in the conduction band. Figure 3S also indicates that the partial occupation number of IF-I Ti $3d_{xy}$ orbitals increases when strain is applied on the STO substrate from $-1\%$ to $+1\%$, resulting in enhanced carrier density. In each case, O $2p_x/p_y$ states give rise to the surface conductivity. We also plotted the charge density projected on the bands forming the metallic states in $-1\%$, $0\%$, and $+1\%$ uniaxially strained systems (see Figure 4S – Supporting Information), which supports the conclusion that IF-I charge carrier density is enhanced by tensile strain and diminished by compressive strain.

The effect of strain on orbital occupation number can also be analysed from the band structure. Figure 4.6 shows the band structure near the $\Gamma$ point for $-1\%$, $0\%$, and $+1\%$ strained systems, with the red band indicating the IF-I Ti $3d$ band. It can be clearly seen that compressive strain reduces the partial occupation of Ti $3d$ orbitals, while tensile strain increases it. The
band structure of these strained systems thus corroborates our DOS analysis of Figures 4.4c and 4.4d. Some hole states can also be easily discerned at the $M$ point. These hole states are due to the dangling bonds at the surface layers, which can be typically compensated by oxygen vacancies [193] or passivated with H atoms. [217]

![Figure 4.6: Calculated band structure for -1%, 0%, and +1% uniaxially strained (LAO)$_5$/STO HS slab systems. The red lines indicate the Ti 3$d$ bands in the interfacial layer.](image)

The conductivity of the LAO/STO HS system is not only determined by the interfacial charge carrier density but also by the electron mobility, a quantity closely related to the electron effective mass. Hence, to evaluate the influence of the uniaxial strain on the mobility, we calculated the effective mass ($m^*/m_e$) of free electrons at IF-I Ti 3$d$ bands (colored red in Figure 4.6), which are mainly responsible for 2DEG in the strained and unstrained LAO/STO HS slab systems. We then normalized these effective masses to that of the unstrained system ($m_o/m_e$), yielding a series of normalized values $m^*/m_o$. Electron mobility can be related to $m^*$ using the following equation: $\mu = \frac{e\langle\tau\rangle}{m^*}$, [219] where $e$ is the fundamental charge, $\langle\tau\rangle$ is the average scattering time. Using the fact that electron mobility ($\mu$) is inversely proportional to electron effective mass, along with the assumption that $\langle\tau\rangle$ is a constant in these systems, we also generated a series of normalized mobility values $\mu/\mu_o$ for the strained systems. The normalized electron effective masses and corresponding electron mobilities of all the systems are plotted in Figure 4.7. It can be clearly seen that tensile strains reduce the electron effective mass and increase electron mobility. This comes in addition to the improvement in charge carrier density discussed earlier. Compressive strains, by contrast, raise effective mass and suppress electron
mobility, in addition to its negative effect on charge carrier density. However, it is noted that the effect of strain on charge carrier density is more pronounced than on electron mobility.

![Figure 4.7](image)

**Figure 4.7:** (a) Calculated normalized electron effective masses \( \frac{m^*}{m_o} \) and corresponding mobilities \( \frac{\mu}{\mu_o} \), and (b) normalized electrical conductivities \( \frac{\sigma}{\sigma_o} \) for Ti 3d electrons in the interfacial TiO\(_2\) layer with respect to [100] uniaxial strain in (LAO)\(_5\)/STO HS slab systems.

It can thus be concluded that tensile strains increase the interfacial charge carrier density (see Figure 4.5) and electron mobility (see Figure 4.7), while compressive strains have the opposite effect on both of these quantities. This trend is mostly attributed to the induced ferroelectric polarization in the LAO film with respect to applied uniaxial [100] strain. Given these facts, an examination of interfacial conductivity itself is also appropriate. Electron conductivity can be calculated as \( \sigma = n e\mu \), where \( n \) is the charge carrier density, and \( \mu \) the electron mobility. The calculated conductivity \( \sigma \), normalized by the conductivity of the unstrained system \( \sigma_o \), is plotted with respect to strain in Figure 4.7b. As demonstrated in Figure 4.7b, there is an \( \approx 9\% \) increase in interfacial conductivity under \(+1\%\) tensile strain. Compressive \((-1\%)\) strain causes a large drop in the interfacial conductivity, mostly due to the sharp reduction in interfacial charge carrier density (Figure 4.5). In short, our calculations show that when uniaxial [100] strain on the STO substrate is adjusted from \(-1\%\) to \(+1\%)\, the interfacial electron carrier density and mobility are both increased, resulting in enhanced interfacial conductivity. These results are in excellent
agreement with Moler et al.’s experimental findings, in which the local conductivity is significantly enhanced under uniaxial tensile strain. Our results provide a convincing explanation for such a phenomenon.

4.4 Conclusions

The polarization characters and electronic properties of unstrained and uniaxially strained LAO/STO HS slab systems were examined using first-principles density functional theory calculations. We first systematically revealed the correlation among the LAO film thickness and polarization, and the interfacial sheet carrier density, which can well explain the discrepancy between experimental and theoretical values of the 2DEG carrier density. When the HS system undergoes a compressive uniaxial strain, we found that the polarization magnitude in the LAO film increases with respect to that of the unstrained system, which has a negative impact on the electron transport properties of the LAO/STO HS system. Tensile strain, however, was found to reduce the polarization strength in the LAO film, which weakens the driving force against the charge transfer from the LAO to the STO substrate, thus improving the interfacial 2DEG charge carrier density and mobility. This improvement results in an enhanced interfacial conductivity, which is in an excellent agreement with experimental findings. Hence, we propose that uniaxial tensile strain could be an effective route to improve the interfacial conductivity in the LAO/STO system.
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Chapter 5

Oxygen Vacancy Formation in the SrTiO$_3$

$\Sigma 5$ [001] Twist Grain Boundary from First-Principles

In Chapters 3 and 4, we have discussed methods of enhancing the electronic properties of two-dimensional electron gas at the LaAlO$_3$/SrTiO$_3$ (LAO/STO) heterointerface. We now turn our attention to the substrate of this system, SrTiO$_3$ (STO), which is widely used as a varistor, thermistor, and dielectric, among many other applications.\[220\]–\[222\] Oxygen vacancies have been shown to have significant effects on the bulk properties of STO, \[54\]–\[223\],\[224\] and their segregation to tilt grain boundaries (GB) of STO has been closely studied.\[225\]–\[226\] However, the segregation tendency of oxygen vacancies to the STO twist GB is completely unknown. In this Chapter, we present a comprehensive study of interface termination and oxygen vacancy formation in a low-energy $\Sigma 5$ [001] STO twist GB via first-principles calculations. We identified three possible GB terminations, assessed their relative favorability in the chemical potential range necessary to maintain bulk STO stability, and found that only the SrO/SrO (S/S) and SrO/TiO$_2$ (S/T) terminations can form in STO. In addition, we found that oxygen vacancies tend to segregate
adjacent to the GB layer in the S/S GB system, but precisely at the GB layer in the S/T GB system. We generated temperature- and pressure-dependent GB phase diagrams for oxygen vacancy formation in STO, indicating that oxygen vacancies can form in a wider range of temperatures and pressures in the S/T system than in the S/S system. This work opens up a new avenue in STO GB engineering, namely that the position of oxygen vacancies with respect to STO twist GBs can be controlled by the ratio of S/S to S/T GB terminations, and is expected to stimulate experimental study of the STO twist GB system.

5.1 Introduction

Strontium titanate (SrTiO$_3$) is a versatile, low-cost material whose favorable bulk properties enable wide usage as a varistor, [220] thermistor, [221] and dielectric. [222] SrTiO$_3$ also finds diverse applications as a substrate in perovskite heterostructures for forming two-dimensional-electron-gas, [138, 227–230] and as a photocatalyst. [231] While the properties of bulk SrTiO$_3$ are quite well understood, many grain boundary (GB) properties are less clear. For example, since the seminal paper by Chiang and Takagi in 1990, [232] space-charge theory in the SrTiO$_3$ tilt GB has been explored from many perspectives. [225, 233, 235] Chiang et al. proposed that the observed positive GB core charge in SrTiO$_3$ tilt boundaries is due to the segregation of intrinsic donor defects (O vacancies and Ti interstitials) and holes to the GB core, with oxygen vacancies providing the dominant contribution. This theory is based on the assumption that oxygen vacancies in SrTiO$_3$ do not permanently trap free electrons, and thus carry a positive relative charge. It is worth noting that oxygen vacancies in some other materials such as BaZrO$_3$ can trap free electrons and achieve neutrality relative to the anion sublattice site ($V_{\text{O}}^\times$). [55] In SrTiO$_3$, later theoretical work confirmed that the lowest energy charge state for oxygen vacancies is indeed +2 under most conditions ($V_{\text{O}}^{**}$). [236, 238] Chiang et al. found that, unlike the GB core, the area surrounding the GB core was enriched with free electrons and intrinsic acceptor
defects (chiefly Sr vacancies), and depleted of intrinsic donor defects (chiefly O vacancies). The net effect is to create a negatively charged area, beginning roughly 0.5 nm from the GB plane, which is called the space charge region. They also found that, quite unlike intrinsic acceptor defects, some extrinsic acceptor defects such as $Al_{Ti}'$ segregate to the GB core. Chiang et al.’s findings can be summarized as follows: (1) intrinsic donors and holes segregate to the GB core and are depleted in the space charge region; (2) intrinsic acceptors and free electrons are depleted in the GB core and enriched in the space charge region; and (3) some extrinsic acceptors with concentrations well below the dilute limit (i.e. trace impurities) segregate to the GB core and are depleted in the space charge region.

The work of Chiang et al. stimulated a great deal of experimental studies, with additional controversies arising. Klie et al. determined that oxygen vacancies segregate to the GB core of a nominally-undoped SrTiO$_3$ 58° [001] tilt grain boundary using scanning transmission electron microscopy and electron energy loss spectroscopy. They also observed an $n$-type conducting layer along the GB core, indicating the presence of free electrons therein. Klie et al.’s results are difficult to reconcile with space charge theory. This is because, according to space charge theory, the free electrons donated by oxygen vacancies migrate away from the GB core and become concentrated in the space charge region. In contrast, a later study of Fe-doped SrTiO$_3$ low-angle [001] tilt GB by De Souza et al. revealed a positive GB core charge contributed by oxygen vacancy segregation, and a negative flanking space charge region, in agreement with Chiang et al. De Souza et al. also found that $Fe_{Ti}'$ was enriched in the space charge region and primarily responsible for the negative charge there. This conclusion, however, is not consistent with Chiang et al.’s finding that extrinsic acceptors including $Fe_{Ti}'$ tended to segregate to the GB core.

Acceptor-doped SrTiO$_3$ tilt grain boundaries have also been closely examined using numerical simulation. McIntyre calculated equilibrium grain boundary depletion layer widths and found that oxygen vacancies were likely to be trapped in the GB core and unable to diffuse into
the space charge region or the grain interior beyond. McIntyre also determined that defect concentrations do not approach bulk levels until 12-16 nm from the GB plane. This considerable width prevents direct investigation of the SrTiO$_3$ space charge region via density functional theory (DFT) calculations. DeSouza proposed four possible models which describe mobile/immobile acceptor dopants and oxygen vacancies, and calculated defect distributions and space charge potentials for each case. Using a combined experimental and numerical analysis, Klie et al. found that oxygen vacancies accumulate in both the GB core and space charge region of acceptor-doped SrTiO$_3$. Surprisingly, Klie et al. also reported a negative GB core charge and metallic conductivity along grain boundaries. In a subsequent comment, Meyer & DeSouza argued that a double Schottky barrier model is more appropriate than the Thomas-Fermi screening model used by Klie et al., because a positive GB core charge and depletion of oxygen vacancies in the space charge yields greater agreement with experimental work. Meyer & DeSouza also noted that a negative GB core charge cannot be reconciled with the fact that tilt GBs act as barriers for oxygen diffusion.

Indeed, while SrTiO$_3$ tilt GBs have been extensively studied from both the theoretical and experimental realms, key controversies regarding the segregation of defects and the implications for space charge remain. The properties of twist grain boundaries are even less understood. Nomura et al. carried out only one published experimental study of the SrTiO$_3$ Σ5 [001] twist boundary, employing both transmission electron microscopy and molecular dynamics modelling. While this study focused on GB properties with respect to temperature, the authors did conclude that the boundary was atomically sharp with a coincident site lattice (CSL) structure. This is quite unlike the picture typically found in many tilt grain boundaries, where secondary or even amorphous phases may be present in the GB core.

The segregation of substitutional defects or ionic vacancies to GBs can have vast effects on the bulk physical and electronic properties of many materials, leading to embrittlement.
strengthening, or differential inter- and intra-grain conductivity. Although the segregation tendencies of such defects have been intensively studied in the SrTiO$_3$ tilt GB, very little is known about their likely concentrations and locations in the SrTiO$_3$ twist GB. Astala et al. investigated the segregation tendencies of Na substitution at Sr sites in the SrTiO$_3$ Σ5 [001] twist boundary, and found a strong tendency for the acceptor defect to segregate to the boundary. An earlier study by the same group found that Sr-O divacancy in the GB core caused a decrease in GB energy, due to a reduction in like-ion repulsion across the GB plane. However, due to computational limitations, each grain in their model contained only three SrO layers, two of which are boundary layers and equivalent by mirror symmetry. Beyond these two studies, the literature is largely barren regarding the SrTiO$_3$ twist GB. In particular, the segregation tendency of oxygen vacancies to the SrTiO$_3$ [001] twist GB is completely unknown. Oxygen vacancies have been shown to have major effects on the properties of SrTiO$_3$, and their segregation in the SrTiO$_3$ tilt GB are responsible for key GB properties. Therefore a comprehensive study of oxygen vacancies in the SrTiO$_3$ twist GB is essential.

In this work, by using first-principles DFT calculations, we studied the SrTiO$_3$ Σ5 [001] twist GB and carried out a comprehensive analysis of oxygen vacancy formation in this system. This article is organized into three sections. First, we discuss the relative energetic stability of three types of GB structures within the thermodynamic constraints to maintain bulk SrTiO$_3$ stability. Second, we examine the segregation behavior of oxygen vacancies in the twist GB structure. Finally, we generate GB phase diagrams of oxygen vacancies with respect to the synthesis temperature and oxygen partial pressure.

5.2 Computational Details and Structural Models

DFT calculations were carried out using the Vienna ab initio Simulation Package (VASP). The projector augmented wave (PAW) pseudopotentials were employed for electron-ion
interactions. The generalized gradient approximation (GGA) parametrized by Perdew-Burke-Ernzerhof (PBE) \cite{98} was used to describe the electron exchange-correlation potentials. A 400 eV cut-off energy for the plane wave basis set was used during structural relaxation, and a $2 \times 2 \times 1 \Gamma$-centered $k$-point mesh is well-converged for self-consistent calculations. Subsequent single-point total energy calculations were carried out using Gaussian method with a $4 \times 4 \times 1 \Gamma$-centered $k$-point mesh, with a 480 eV cut-off energy for the plane wave basis set. All the atomic positions were relaxed until all components of the residual forces were smaller than 0.02 eV/Å, and the convergence threshold for self-consistent-field iteration was set to $10^{-5}$ eV. It is noted that DFT studies of transition metal oxides often require $U$ corrections to properly describe the strongly-correlated $d$-orbitals. \cite{263,265} We have carried out a series of test calculations to determine whether including a $U$ correction of 5.8 eV on Ti 3$d$ orbitals \cite{152} would impact our conclusions. We found that the trend of formation energy values is completely unchanged, in spite of slight changes in the absolute values, indicating that $U$ corrections have little effect on studying the formation energy trend of oxygen vacancies in the SrTiO$_3$ twist grain boundary.

SrTiO$_3$ is a layered structure along the [001] direction composed of alternating SrO and TiO$_2$ layers. As such, the [001] GB plane of a twist GB structure may be terminated by either SrO or TiO$_2$ layers. In principle, there are three possible GB terminations in the SrTiO$_3$ $\Sigma 5$ [001] twist GB: SrO/SrO (S/S), TiO$_2$/TiO$_2$ (T/T), and SrO/TiO$_2$ (S/T) (see Fig. 6.1). Each GB structure is composed of two grains, with one grain rotated with respect to the other along the [001] direction. In the case of the S/S and T/T models, the two grains in each of them are equivalent. For example, in the S/S model, each grain is symmetric and terminated by SrO layers, while in the T/T model each grain is symmetric and terminated by TiO$_2$ layers. In contrast, in the S/T model the two grains are not equivalent because one grain is terminated by SrO layer (named as $\alpha$-grain) and the other is terminated by TiO$_2$ layer (named as $\beta$-grain). In this work, the S/S GB was modeled using a 320-atom supercell composed of 14 SrO layers and 12 TiO$_2$ layers (see Fig. 6.1a); the S/T GB was modeled using a 325-atom supercell composed of 13 SrO layers and 13
Figure 5.1: Structural depictions of three types of SrTiO$_3$ Σ5 [001] twist GBs: (a) SrO/SrO (S/S), (b) SrO/TiO$_2$ (S/T), and (c) TiO$_2$/TiO$_2$ (T/T). Vertical dashed lines indicate grain boundary positions. Two non-equivalent grains, labeled $\alpha$ and $\beta$, comprise the SrO/TiO$_2$ grain boundary system.

TiO$_2$ layers, achieving bulk SrTiO$_3$ stoichiometry (see Fig. 5.1b); and the T/T GB was modeled using a 330-atom supercell composed of 12 SrO layers and 14 TiO$_2$ layers (see Fig. 5.1c).

5.3 Results and Discussion

5.3.1 Grain Boundary Energy and Relative Stability

Let us first study the relative stability of the S/S, S/T, and T/T GB structures, in particular which one is more likely to form within the chemical potential range necessary to guarantee bulk
SrTiO$_3$ stability. To do so, we calculated their GB energies ($\sigma$) using the following equation:

$$\sigma = \frac{(E_{GB} - nE_{STO} - m\mu_{Sr} - l\mu_{O})}{2A}$$  \hspace{1cm} (5.1)$$

in which $E_{GB}$ and $E_{STO}$ denote the total energy of the GB structure and the total energy of a single unit cell of SrTiO$_3$, respectively, and $n$ represents the number of TiO$_2$ units in the structure. $\mu_{Sr}$ and $\mu_{O}$ are the chemical potentials of Ti and O, and $m$ and $l$ denote the number of stoichiometrically excessive Sr and O ions, respectively.

As shown from equation (1), $\sigma$ is not fixed but depends on two variable chemical potentials, $\mu_{Sr}$ and $\mu_{O}$. In fact, the favorability of many experimental syntheses can be controlled by tuning the chemical potentials of the relevant elements. In this case, the chemical potentials are linked by the stability of SrTiO$_3$:

$$\mu_{Sr} + \mu_{Ti} + 3\mu_{O} = E_{STO}$$  \hspace{1cm} (5.2)$$

in which $\mu_{Sr}$, $\mu_{Ti}$, and $\mu_{O}$ represent the chemical potentials of Sr, Ti, and O, and $E_{STO}$ refers to the total energy of an SrTiO$_3$ formula unit. Determining this chemical potential at specific thermodynamic conditions, however, often requires consideration of the other linked chemical potentials as well. For convenience, we define chemical potential references using following equations:

$$\Delta\mu_{Sr} = \mu_{Sr} - E_{Sr}$$  \hspace{1cm} (5.3)$$

$$\Delta\mu_{Ti} = \mu_{Ti} - E_{Ti}$$  \hspace{1cm} (5.4)$$

$$\Delta\mu_{O} = \mu_{O} - \frac{1}{2} E_{O_2}$$  \hspace{1cm} (5.5)$$

in which $E_{Sr}$ and $E_{Ti}$ are the per-atom energy of the ground-state phases of elemental Sr and Ti, and $E_{O_2}$ is the total energy of the ground state O$_2$ molecule. The formation enthalpy of SrTiO$_3$ is
defined as:

$$\Delta H_f(\text{STO}) = E_{\text{STO}} - E_{\text{Sr}} - E_{\text{Ti}} - \frac{3}{2} E_{\text{O}_2}$$  \hspace{1cm} (5.6)$$

By using these definitions, equation (2) becomes:

$$\Delta H_f(\text{STO}) = \Delta \mu_{\text{Sr}} + \Delta \mu_{\text{Ti}} + 3 \Delta \mu_{\text{O}}$$  \hspace{1cm} (5.7)$$

Additionally the chemical potentials must be bounded to prevent the formation of competing phases. In the case of SrTiO$_3$ the most common competing phases are SrO and TiO$_2$, thus the following boundary conditions must also be satisfied:

$$\Delta \mu_{\text{Sr}} + \Delta \mu_{\text{O}} < \Delta H_f(\text{SrO})$$  \hspace{1cm} (5.8)$$

$$\Delta \mu_{\text{Ti}} + 2 \Delta \mu_{\text{O}} < \Delta H_f(\text{TiO}_2)$$  \hspace{1cm} (5.9)$$

in which $\Delta H_f(\text{SrO})$ and $\Delta H_f(\text{TiO}_2)$ represent the respective formation enthalpies of bulk SrO and TiO$_2$. By using these boundary conditions, the stability phase diagram of SrTiO$_3$ with respect to $\Delta \mu_{\text{Ti}}$ and $\Delta \mu_{\text{O}}$ can be constructed (see Fig. 5.2). To determine stability regions for the three types of GB models, we employ several additional boundary conditions. By setting the GB energies of the S/S ($\sigma_{\text{SS}}^{\text{GB}}$) and S/T ($\sigma_{\text{ST}}^{\text{GB}}$) models equal, we are able to obtain the following equation:

$$E_{\text{SS}}^{\text{GB}} - E_{\text{ST}}^{\text{GB}} - 5E_{\text{STO}} + 10\mu_{\text{O}} + 20\mu_{\text{Ti}} = 0$$  \hspace{1cm} (5.10)$$

where $E_{\text{SS}}^{\text{GB}}$ and $E_{\text{ST}}^{\text{GB}}$ are the respective total energies of the S/S- and S/T-terminated GB structures. This boundary condition yields the boundary line between the S/S and S/T stability regions in the phase diagram. Moreover, the GB energy of both systems must also be greater than zero: [266]

$$\sigma_{\text{SS}}^{\text{GB}} = E_{\text{SS}}^{\text{GB}} - 60E_{\text{STO}} + 10\mu_{\text{O}} + 20\mu_{\text{Ti}} > 0$$  \hspace{1cm} (5.11)$$
σ_{GB}^{ST} = E_{GB}^{ST} - 65E_{STO} > 0 \quad (5.12)

Note that σ_{GB}^{ST} is independent of the Ti and O chemical potentials because the S/T system achieves bulk STO stoichiometry. Finally the boundary between the S/T and T/T stability regions can be determined by setting the GB energies of the S/T (σ_{GB}^{ST}) and T/T (σ_{GB}^{TT}) models equal, with the following equation:

\[ E_{GG}^{TT} - E_{GG}^{ST} + 5E_{STO} - 10\mu_{O} - 20\mu_{Ti} = 0 \quad (5.13) \]

where \( E_{GG}^{TT} \) is the total energy of the T/T GB model. The boundary lines generated by equations (10, 11, and 13) are all parallel to those forming the bulk STO stability region. However, the boundary line described by equation (13) lies outside the bulk SrTiO\(_3\) stability region, and within the TiO\(_2\) precipitation region.

The relative stability of each GB termination is depicted in Fig. 5.2 overlaid on the bulk SrTiO\(_3\) stability phase diagram. As shown in Fig. 5.2, the S/S boundary phase stability zone (turquoise) occupies most of the SrTiO\(_3\) bulk stability region (black striped), and is favored in relatively Ti-poor and O-poor conditions. The S/T boundary phase stability zone (red) occupies a much smaller portion of the SrTiO\(_3\) bulk stability region. This suggests that the S/S boundary model is thermodynamically favored over the S/T boundary model over a wider range of \( \Delta\mu_{O} \) and \( \Delta\mu_{Ti} \). Relative to the S/S GB, the S/T GB is favored in slightly more Ti-rich and O-rich conditions. Finally, the T/T boundary phase stability zone is not shown because it lies entirely outside the bulk SrTiO\(_3\) stability region, indicating that the twist T/T GB model cannot be formed, as the required Ti-rich and O-rich conditions would cause precipitation of competing oxide TiO\(_2\).
Figure 5.2: Grain boundary (GB) energy phase diagram with respect to $\Delta \mu_{Ti}$ and $\Delta \mu_{O}$ for the possible SrTiO$_3$ $\Sigma 5$ [001] twist GB structures. The striped area indicates the region of bulk SrTiO$_3$ stability. The turquoise and red areas indicate the energetically favored regions for the S/S and S/T GB models, respectively.

5.3.2 Oxygen Vacancy Segregation

SrO/SrO Grain Boundary

To determine the preferred positions of oxygen vacancies in the SrTiO$_3$ $\Sigma 5$ [001] twist GB, we produced a series of oxygen-deficient GB structures by systematically creating oxygen vacancies at each non-equivalent oxygen site. Each structure bears only a single oxygen vacancy, yielding a vacancy concentration of approximately 0.5 mol%. It is worth mentioning that in CSL twist grain boundaries some ions lie in coincidence across the GB plane, along lines normal to the
GB plane, and some do not. For example, in the case of the SrTiO$_3$ Σ5 [001] twist GB, there are two to three non-equivalent oxygen sites in each layer: one coincidence site and either one or two non-coincidence sites, depending on layer type (SrO or TiO$_2$). In this work, all non-equivalent oxygen vacancy positions are considered. We begin by examining the S/S GB model that is composed of two equivalent grains.

To analyze the segregation of oxygen vacancies in the S/S GB, we calculated oxygen vacancy formation energies at all the non-equivalent oxygen sites in the S/S GB model, with and without structural relaxation. The purpose of these calculations is to determine the effects of structural relaxation on the formation of oxygen vacancies. Oxygen vacancy formation energies were calculated using the following equation:

$$E_f(V_O) = E_{vac} - E_{pris} + \mu_O$$

where $E_{vac}$ and $E_{pris}$ denote the total energy of the GB structures with and without oxygen vacancies, respectively. By using the typical experimental growth condition of SrTiO$_3$, i.e., temperature of 750 °C and an oxygen partial pressure of 10$^{-9}$ atm, [267–274] we obtained the $\Delta \mu_O = -2.04$ eV. The calculated formation energies of oxygen vacancy without and with structural relaxations are plotted in Fig. 5.3a and Fig. 5.3b, respectively, with respect to the vacancy positions. As a comparison, $E_f(V_O)$ in bulk SrTiO$_3$ is also shown in the plots. A comprehensive analysis leads to following conclusions:

(i) In the unrelaxed GB structure (Fig. 5.3a), the calculated $E_f(V_O)$ for all layers except the GB SrO layer is slightly larger than that in bulk SrTiO$_3$. This is because the intra-grain crystal structure of the unrelaxed GB model is mostly identical to that of bulk SrTiO$_3$. As for the GB SrO layer, $E_f(V_O)$ is lower than that in the grain interior by nearly 2 eV. The lower $E_f(V_O)$ is because the oxygen atom in the GB SrO layer is bound to only one Ti ion rather than two, unlike all other vacancy positions considered in the S/S GB system.
(ii) In the relaxed GB structure (Fig. 5.3b), the calculated $E_f(V_O)$ in grain interior layers is about 1.4 - 1.5 eV, which is lower than that in bulk SrTiO$_3$ by around 0.5 - 0.6 eV. This is different from the case in the unrelaxed GB structure, in which the $E_f(V_O)$ in the grain interior layers is slightly larger than that in the bulk. Additionally, $E_f(V_O)$ in the GB SrO layer is roughly 0.3 eV lower than in the grain interior, which is a much smaller difference than that in the unrelaxed case (0.3 versus 2.0 eV). This indicates that structural relaxation plays a significant role in determining $E_f(V_O)$. Moreover, the lowest $E_f(V_O)$ value is found in the GB TiO$_2$ layer rather than the GB SrO layer, unlike in the unrelaxed GB structure.

(iii) In both the unrelaxed and relaxed cases, the formation energy of oxygen vacancies in GB layers is lower than that in the grain interior layers. This indicates that oxygen vacancies tend to segregate to the GB. In particular, oxygen vacancies in the TiO$_2$ layer nearest to the GB have the lowest formation energy, and those in grain interior SrO and TiO$_2$ layers have the highest formation energy. Our calculations suggest an enrichment of oxygen vacancies directly adjacent to the GB core, and a depletion of oxygen vacancies in the grain interior.

**SrO/TiO$_2$ Grain Boundary**

Next we consider the oxygen vacancy formation energy in the S/T GB structure. Unlike the S/S GB structure, the two grains which comprise the S/T GB structure are not equivalent. One grain is terminated by SrO layers (defined as grain ‘α’), while the other is terminated by TiO$_2$ layers (defined as grain ‘β’). The twist GB plane is situated at the interface between the α and β grains. Therefore, $E_f(V_O)$ should be different in each of the two grains, and thus we investigate $E_f(V_O)$ separately for each grain.

First, we examine the effect of structural relaxation on $E_f(V_O)$. The calculated $E_f(V_O)$ in the unrelaxed α and β grains of the S/T-terminated GB system is shown in Fig. 5.4a and 5.4b, respectively. Strikingly, overall $E_f(V_O)$ in the α grain is notably lower than that in the β grain (3.3 versus 3.8 eV). Moreover, average $E_f(V_O)$ in the α grain is lower than that in bulk STO by
\( \approx 0.3 \text{ eV} \), while \( E_f(V_O) \) in the\( \beta \) grain is higher than that in bulk STO by \( \approx 0.2 \text{ eV} \). In both grains, \( E_f(V_O) \) is lower at the GB than in the grain interior. However, in the\( \alpha \) grain \( E_f(V_O) \) shows a pronounced drop at the GB SrO layer (1.2 eV vs 3.3 eV in the grain interior), while there is no such sharp drop in the\( \beta \) grain. This finding is due to the same mechanism observed earlier in the unrelaxed S/S-terminated GB system (Fig. 5.3a): the GB SrO oxygen site in the\( \alpha \) grain is bound to only one Ti ion rather than two.

In the relaxed\( \alpha \) and\( \beta \) grains, \( E_f(V_O) \) remains lowest at the GB and highest in the grain interior (see Fig. 5.3c,d). However, the magnitude of change in \( E_f(V_O) \) is significantly different from that in the unrelaxed case. For example, \( E_f(V_O) \) in the unrelaxed\( \alpha \) grain is 2.1 eV lower at the GB than in the grain interior, yet this difference shrinks to 0.9 eV in the relaxed case. In the\( \beta \) grain, by contrast, \( E_f(V_O) \) in the unrelaxed case is 0.4 eV lower at the GB than in the grain interior, yet this difference grows to 1.1 eV in the relaxed case. In other words, structural relaxation weakens the oxygen vacancy segregation tendency in the\( \alpha \) grain yet strengthens it in
the β grain. However, average $E_f(V_O)$ in the relaxed α grain remains lower than that in the relaxed β grain, but not to the extent seen in the unrelaxed case. We note that in the relaxed α and β grains, $E_f(V_O)$ in the grain interior is lower than that in the bulk. This indicates that bulk-like properties are not fully reproduced in the grain interior. According to our test calculation, expanding the cell by $\approx 16 \text{ Å}$ along [001] yields an $E_f(V_O)$ value in the grain interior which is $\approx 0.2 \text{ eV}$ closer to the bulk value. We therefore expect that $E_f(V_O)$ in the grain interior will become closer to the bulk $E_f(V_O)$ value as the system is further expanded.

We now compare the oxygen vacancy segregation behavior in the S/S and S/T GB systems. For the S/T GB system, $E_f(V_O)$ is lowest at the interfacial GB layer and highest in the grain interior (see Fig. 5.4c and 5.4d). This finding is slightly different from that in the S/S GB system, where oxygen vacancies have the lowest formation energy in the TiO$_2$ layer adjacent to the interfacial GB layer (see Fig. 5.3b). In fact, this slight difference in $E_f(V_O)$ leads to a large difference in the oxygen vacancy formation probability profile between the S/S and S/T systems. In the S/T system, relative oxygen vacancy formation probability is by far the greatest at the interfacial GB layer in both the α and β grains, that is, respective SrO and TiO$_2$ layers (see Fig. S2 of the supporting information). In contrast, in the S/S system oxygen vacancies show the highest relative probability in the TiO$_2$ layer adjacent to the interfacial GB layer (see Fig. S1 of the supporting information). Therefore oxygen vacancies tend to segregate precisely to the GB in the S/T system, but adjacent to the GB in the S/S system. This opens up an interesting avenue in GB engineering: if the ratio of S/S to S/T GB can be controlled, the relative positions of oxygen vacancies in the material (and hence key properties including oxygen mobility and electronic conductivity across GBs) can be tuned.

As mentioned above, the formation energy of oxygen vacancies in the α grain of the S/T GB is lower than that in the β grain, particularly in the unrelaxed case. To investigate this discrepancy, we calculated the electrostatic potential energy along the c-direction for the entire pristine S/T GB structure, in both unrelaxed and relaxed cases (see Fig. 5.5). In the unrelaxed case
Figure 5.4: Calculated (a, b) unrelaxed and (c, d) relaxed oxygen vacancy defect formation energies in the S/T GB model with respect to distance from the left GB, in both the α and β grains. The dashed black lines indicate the formation energy of an oxygen vacancy in bulk, cubic SrTiO$_3$ in (a, b) unrelaxed and (c, d) relaxed cases.

(Fig. 5.5a), the macroscopic averaged electrostatic potential energy within the β grain is more negative than that in the α grain by approximately 1.3 eV (labeled as Δ$E_u$). This implies that the average ionic bond strength is higher in the β grain than in the α grain. In the relaxed case (Fig. 5.5b), the difference in electrostatic potential energy between α and β grains shrinks slightly to 1.1 eV (labeled as Δ$E_r$). Additionally there is a spike in the electrostatic potential energy at the GB in the relaxed case which is not present in the unrelaxed case. This spike is a consequence of structural changes near the GB plane after relaxation. In both unrelaxed and relaxed cases, however, the more negative electrostatic potential in the β grain signifies a greater ionic bond strength and thus leads to the higher $E_f(V_O)$.

**Grain Boundary Phase Diagram**

Finally, we generate GB phase diagrams for oxygen vacancy with respect to synthesis temperature ($T$) and oxygen partial pressure ($p_{O_2}$). SrTiO$_3$ can be synthesized under a wide
Figure 5.5: Calculated (a) unrelaxed and (b) relaxed electrostatic potential energy with respect to distance along the c-axis for the pristine S/T GB model. The α grain is in the center of the depiction, flanked by the two halves of the β grain. The black horizontal lines emphasize the difference ∆E between the macroscopically-averaged electrostatic potential energy in the α and β grains.

For a variety of experimental conditions, with most syntheses at temperatures between 600 and 1400 °C, and oxygen partial pressures between $10^{-12}$ atm and $10^{-0.7}$ atm, the GB phase diagrams are made to correspond to these $T$ and $p_{O_2}$ ranges. To do so, we included both the enthalpic and entropic contributions to the oxygen chemical potential. $\Delta \mu_O$ can thus be expressed with respect to $T$ and $p_{O_2}$ as follows:

$$\Delta \mu_O(T, p_{O_2}) = ([H_o + \Delta H(T)] - T[S_o + \Delta S(T)])$$ (5.15)
\[ \Delta \mu_O(T, P) = \Delta \mu_O(T, P_0) + \frac{1}{2} k_B T \ln \left( \frac{P}{P_0} \right) \]  

(5.16)

where the \( O_2 \) enthalpy \( H_o = 8.7 \text{ kJ mol}^{-1} \) and entropy \( S_o = 205 \text{ J mol}^{-1} \text{K}^{-1} \) at ambient conditions \((T_0 = 298 \text{ K}, P_0 = 1 \text{ atm})\), \[278 \] \( \Delta H(T) = C_P(T - T_0) \), and \( \Delta S(T) = C_P \ln(T/T_0) \). Since all \( \text{SrTiO}_3 \) synthesis conditions considered are well within ranges where the ideal gas law can be justifiably applied \((T \geq 298 \text{ K} \& p_{O_2} \leq 1 \text{ atm})\), the surrounding \( O_2 \) gas can be treated as an ideal reservoir. \[279 \] Thus, we can approximate the isobaric heat capacity per diatomic molecule \( C_P = 3.5 k_B. \) \[280 \] Therefore for any given pressure \( P_0 \) we may determine a series of \( \Delta \mu_O(P = P_0) \) values with respect to \( T \), and vice-versa. Using this approach we generate oxygen vacancy phase diagrams with respect to \( T \) and \( p_{O_2} \) for the S/S and S/T GB systems (see Fig. 5.6). An \( E_f(V_O) \) of zero is emphasized with a black line, while increasingly positive (red) and negative (blue) \( E_f(V_O) \) are depicted with increasingly saturated coloring. For each GB phase diagram, we consider only oxygen vacancies with the lowest \( E_f(V_O) \): adjacent to the interfacial GB layer for S/S (defined as the ‘penultimate’ layer), and at the interfacial GB layer for S/T. It is noted that the line indicating \( E_f(V_O) = 0 \) is nonlinear; this is due to variations in the temperature dependence of \( E_f(V_O) \) with respect to pressure. In particular, a given change in \( T \) has a substantially greater effect on \( E_f(V_O) \) at low \( p_{O_2} \) than at high \( p_{O_2} \).

We now compare the oxygen vacancy phase diagrams for the S/S and S/T GB systems. In the S/S system, oxygen vacancy formation requires a minimum synthesis temperature of roughly 1000 °C in the penultimate layer (see the blue region of Fig. [5.6a]). In the S/T system, by contrast, oxygen vacancies can form at roughly 660 °C in the interfacial GB layer, differing slightly depending on whether the \( \alpha \) grain or \( \beta \) grain is considered (Fig. [5.6b/c]). Similarly, at temperatures greater than 1000 °C, oxygen vacancies can form at higher \( p_{O_2} \) in the S/T GB (\( \alpha \) or \( \beta \)) than in the S/S GB. In other words, oxygen vacancies are relatively easy to form at the S/T-terminated GB, but depend on high synthesis \( T \) and low \( p_{O_2} \) to form in the S/S-terminated GB. The reader may note that \( E_f(V_O) \) is negative in the blue regions of the phase diagram; this does not imply phase
decomposition and significant $O_2$ release. This is because each phase diagram is generated for the lowest energy oxygen vacancy position: at the penultimate and interfacial layers for the S/S and S/T GB systems, respectively. In either case, oxygen vacancies would not form elsewhere in the lattice until more extreme experimental conditions were imposed. We note that the energy to form a second oxygen vacancy would not be the same as the $E_f(V_O)$ values calculated here (i.e. not additive). Next, we compare the phase diagrams for oxygen vacancy formation in the $\alpha$ and $\beta$ grains of the S/T GB system (see Fig. 5.6b,c). We find that oxygen vacancies can form as low as 650 °C in the $\alpha$ grain (Fig. 5.6b), and 670 °C in the $\beta$ grain (Fig. 5.6c). This finding is consistent with our earlier conclusion that oxygen vacancies form more easily in the $\alpha$ grain than the $\beta$ grain, though this difference is much smaller than that between the S/S and S/T systems as a whole.

Finally, we compare our results with experimental work on the SrTiO$_3$ tilt grain boundary. By studying the formation energy of oxygen vacancies at different sites in the SrTiO$_3$ grain boundary, we find that oxygen vacancies tend to segregate to the GB core in the twist system. In fact, experimental studies have indicated that oxygen vacancies also segregate to the GB core in tilt boundaries of SrTiO$_3$. [225] Many related studies confirm that these segregated oxygen vacancies are responsible for the observed positive GB core charge in SrTiO$_3$ tilt boundaries. [235] Zhang et al. suggested that oxygen deficiency in the SrTiO$_3$ tilt GB core may also be responsible for repulsion of Ti cations, causing the observed shift of ions away from the GB plane. [282] However, we can now identify two key differences in oxygen vacancy formation between SrTiO$_3$ tilt and twist GBs. First, the lowest-energy position of oxygen vacancies in the twist GB is dependent upon the GB termination, because of its layered structural features. In the S/S system, oxygen vacancies have the lowest formation energy in the penultimate layer, while in the S/T system they have the lowest formation energy in the interfacial layer itself. No such mechanism has been observed in the tilt boundary. Second, prior experimental work on the SrTiO$_3$ tilt GB has indicated that, although the enthalpic term is dominant, [239] oxygen vacancy segregation is entropically favorable and thus increases with temperature. [225] Our
Figure 5.6: Oxygen vacancy formation energy in the (a) S/S, (b) S/T α, and (c) S/T β twist GBs with respect to synthesis temperature and oxygen partial pressure. A formation energy of zero is emphasized with a solid black line. Increasingly positive (red) or negative (blue) formation energies are depicted with increasingly saturated coloring. The formation energies calculated are for a single oxygen vacancy and are not additive.

calculations indicate an opposite tendency in the SrTiO$_3$ twist GB system. Although the energetic favorability of oxygen vacancy formation throughout the system increases with temperature, the oxygen vacancy segregation tendency decreases with temperature (see supporting information). In other words, increasing temperature can reduce oxygen vacancy formation energy in both the GB core and grain interior, but it also weakens the energetic advantage of oxygen vacancy formation in the GB core relative to that in the grain interior.

5.4 Conclusions

In summary, we have studied relative termination stability and oxygen vacancy segregation behavior in the SrTiO$_3$ Σ5 [001] twist GB using first-principles calculations. Our results show that the S/S and S/T GB structures can form within the chemical potential range necessary to maintain SrTiO$_3$ stability, while the T/T GB structure cannot. The S/S GB structure is energetically favored over the S/T GB structure in the majority of the SrTiO$_3$ phase stability zone. Oxygen vacancy formation energies were also calculated for the S/S and S/T systems, to determine segregation behavior in each case. We found that oxygen vacancies in the S/S system segregate to the TiO$_2$
layer adjacent to the interfacial GB layer, while those in the S/T system tend to segregate to the interfacial GB layer (SrO for $\alpha$ and TiO$_2$ for $\beta$). This implies that the relative positions of oxygen vacancies in the material may be tuned via control of the S/S to S/T termination ratio, providing more opportunities for GB engineering. Moreover, oxygen vacancy formation energies were found to be higher in the $\beta$ grain than in the $\alpha$ grain, which can be explained by a more negative average electrostatic potential energy in the $\beta$ grain. Finally, grain boundary phase diagrams for oxygen vacancy with respect to synthesis temperature and oxygen partial pressure were generated. The phase diagrams show that oxygen vacancies can form in a wider range of temperatures and pressures in the S/T system than in the S/S system, indicating that the concentration of oxygen vacancies in each system is different even at the same experimental condition. These findings provide useful guidance regarding the experimental conditions necessary to promote oxygen vacancy formation in the SrTiO$_3$ twist GB system.
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Chapter 6

First-Principles Study of Impurity Segregation in Zirconia, Hafnia, and Yttria-Stabilized-Zirconia Grain Boundaries

In Chapter 5 we explored oxygen vacancy segregation in twist grain boundaries of SrTiO$_3$. We now turn our attention to grain boundaries in yttria-stabilized zirconia (YSZ), a refractory oxide with excellent chemical inertness and high-temperature stability. \[284-286\] Among the most important applications of YSZ is its use as a thermal barrier coating (TBC), which has enabled substantial increases in the operating temperature of gas turbine engines used in powered flight. However, YSZ-based TBCs are vulnerable to hot-corrosion by ingested impurities, resulting in TBC degradation and the exposure of the turbine blades, which in turn leads to premature failure of the engine. \[287-289\] Sand ingestion is particularly damaging, leading to the formation of calcium-magnesium-alumino silicate (CMAS) which easily infiltrates the TBC and begins attacking it. This attack occurs preferentially at grain boundaries (GB), and involves a process by
which certain impurities become segregated at GBs with primarily deleterious results. In this Chapter we present a detailed theoretical study of impurity segregation in ZrO2, HfO2, and YSZ grain boundaries via first-principles calculations. We found that there is a fundamental difference in the segregation profiles of charged and uncharged impurities. In addition, we found that Si and Ca are strong segregants in YSZ while Al, Ti, and Y are not. This work is the first DFT study to successfully generate and structurally-optimize a YSZ grain boundary model containing appropriate concentrations of yttrium dopants and oxygen vacancies, and provides new insights regarding the impurities most involved in CMAS-attack of YSZ.

6.1 Introduction

Yttria-stabilized zirconia (YSZ) is widely used as a thermal barrier coating (TBC) in gas turbine engines because of its exceptional material properties such as low thermal conductivity, chemical inertness, phase stability at room and operational temperature, and a close thermal expansion match with the typical nickel-base superalloy substrate. In recent years, however, the YSZ-based TBC in gas turbine engines has been exposed to a new challenge in the form of dust and sand ingestion. It is believed that the sand enters the combustion chamber and attacks the integrity of the TBC through a combination of physical and chemical effects. The mechanisms behind the chemical infiltration may involve impurity segregation to grain boundaries (GB) and the formation of siliceous phases, impurity-silicates, and oxide-silicon interfaces. These combined effects degrade and ultimately destroy the capacity of the TBC to protect the turbine blades from the heat of the combustion chamber. Closely involved in this process is the formation of Calcium–Magnesium–Alumino Silicate (CMAS), which rapidly infiltrates the TBC and attacks the platinum-modified nickel aluminide bond coat. In addition, CMAS has also been found to partially dissolve YSZ upon contact, which is then reprecipitated in a yttria-depleted monoclinic phase.
The tetragonal to monoclinic phase transition is accompanied by a destructive 3-9% volume expansion which promotes spallation of the TBC. CMAS attack has been shown to occur preferentially at grain boundaries, and is closely tied with impurity segregation, whereby impurities become concentrated at grain boundaries.

Significant efforts have been made to study impurity segregation in zirconia grain boundaries. Matsuda et al. used secondary ion mass spectrometry (SIMS) to study Ca diffusion in polycrystalline 10 mol% cubic YSZ (c–10YSZ), and observed no segregation of Ca to GBs. However, a subsequent SIMS analysis by Kowalski et al. in c–8YSZ found a strong segregation tendency, in which Ca was almost exclusively observed at GBs. Guo et al. studied the segregation behavior of trace SiO$_2$ in Al$_2$O$_3$-doped c–9YSZ samples containing both amorphous and crystalline GBs using electron probe microanalysis (EPMA) and energy-dispersive X-ray spectroscopy (EDS). Interestingly, despite the presence of trace SiO$_2$ in their reaction powders, the authors could detect Si only within amorphous GBs rather than crystalline GBs. In 15 mol% CaO-stabilized cubic zirconia, Aoki et al. found that the segregation behavior of Si impurities depends on the grain size, with nearly zero segregation in the samples with the smallest grain sizes of 0.14 µm. These results are surprising in light of the fact that the bulk solubility of SiO$_2$ in stabilized zirconia, roughly 0.0025 mol%, is exceedingly low compared to that of CaO (≈19 mol%). This is because, in principle, the segregation tendency is greater for the impurity with lower bulk solubility. In short, these experimental results suggest that grain size and GB crystallinity have significant effects on the segregation tendencies of impurities, even those with low bulk solubility.

Despite substantial experimental study, a complete understanding of impurity segregation in YSZ remains elusive. This is primarily due to a lot of variations in experimental setup such as grain size, impurity concentration, and stabilizing oxides, which adds a certain level of complexity to the computational and theoretical studies. In fact, prior theoretical studies have generally been limited to studying the distribution of intrinsic defects in YSZ, such as yttrium...
substitutions ($Y_{Zr}$) or oxygen vacancies ($V_O$). For example, Lee et al. reported that both $Y_{Zr}$ and $V_O$ show a modest segregation tendency to the $\Sigma 5$ (310)/[001] GB of c–10YSZ using a hybrid Monte Carlo–Molecular Dynamics simulation. [311] A later experimental and theoretical work found that both $Y_{Zr}$ and $V_O$ segregate to the $\Sigma 13$ (510)/[001] GB, but that $V_O$ segregates more strongly. [312] Nevertheless, few theoretical studies particularly at the quantum mechanics level have examined the distribution of extrinsic substitutional impurities in zirconia or YSZ systems. Therefore, a comprehensive theoretical study of impurity segregation is essential to fundamental understanding of impurity segregation in YSZ and to the further development of hot-corrosion-resistant YSZ-based TBCs.

While density functional theory (DFT) is currently the most successful approach to compute the total energy and electronic structure of matter, no DFT study of the YSZ GB yet exists. This is because YSZ is a chemically-disordered material with respect to the distribution of oxygen vacancies ($V_O$) and yttrium dopants ($Y_{Zr}$). [47] This disorder, combined with high doping concentrations of about 6-10 mol%, complicates first-principles calculations via DFT, and thus prior DFT calculations of YSZ have generally been limited to relatively simple bulk structures. For example, thanks to the use of a 96-atom bulk supercell model of YSZ, it was possible to evaluate the stability of 453 unique structures from first-principles DFT calculations. [313]

In this work, we used first-principles DFT calculations to examine $\Sigma 5$ (310)/[001] symmetric tilt YSZ GBs, as well as two closely related GBs of pristine zirconia and hafnia, and carried out a comprehensive analysis of impurity segregation in these systems. In fact, hafnia and zirconia share many similarities. Zr and Hf display nearly identical chemistry, [314] $Zr^{4+}$ and $Hf^{4+}$ have similar ionic radii of 0.86 and 0.85 Å, [315][316] and both zirconia and hafnia crystallize in the same monoclinic, tetragonal, and cubic phases with comparable lattice parameters. [317] Hafnia may therefore serve as a valuable point of comparison with zirconia and YSZ in our study of substitutional impurity segregation to GBs. This article is divided into three sections. First, we compare the structural and energetic properties of the pristine zirconia and hafnia GB
models. Second, we examine the segregation tendencies of experimentally-relevant impurities in the zirconia and hafnia GB structures. Finally, we generate a series of candidate YSZ GB models, assess their relative stability, and study impurity segregation in the lowest-energy model.

6.2 Computational Details and Structural Models

DFT calculations were carried out using the Vienna *ab initio* Simulation Package (VASP). \[104\] The projector augmented wave (PAW) \[97\] pseudopotentials were employed for electron-ion interactions. The generalized gradient approximation (GGA) parametrized by Perdew-Burke-Ernzerhof (PBE) \[98\] was used to describe the electron exchange-correlation potentials. A 400 eV cut-off energy for the plane wave basis set was used during structural relaxation, and a \(2 \times 2 \times 1\) \(\Gamma\)-centered \(k\)-point mesh is well-converged for self-consistent calculations. Subsequent single-point total energy calculations were carried out using the Gaussian method with a \(4 \times 4 \times 1\) \(\Gamma\)-centered \(k\)-point mesh, with a 480 eV cut-off energy for the plane wave basis set. All the atomic positions were relaxed until all components of the residual forces were smaller than 0.03 eV/Å, and the convergence threshold for self-consistent-field iteration was set to \(10^{-5}\) eV.

6.3 Results and Discussion

6.3.1 Grain Boundary Structures

We begin by comparing the structural properties of pristine grain boundaries in cubic \(\text{ZrO}_2\) and \(\text{HfO}_2\). To do so, we generated \(\Sigma 5\) (310)/[001] symmetric tilt GBs of cubic \(\text{ZrO}_2\) and cubic \(\text{HfO}_2\) from optimized unit cells of each material. Unless otherwise specified, henceforth \(\text{ZrO}_2\) and \(\text{HfO}_2\) refer to each respective material in its cubic phase. The optimized lattice parameters of the \(\text{ZrO}_2\) and \(\text{HfO}_2\) unit cells are 5.14 Å and 5.08 Å, respectively, which are consistent with the respective bulk experimental values of 5.10 Å and 5.08 Å. \[317\] Our calculated lattice parameters
Figure 6.1: Structural depiction of the relaxed \( \Sigma 5 \) \( (310)/[001] \) symmetric tilt GB structures of cubic (a) ZrO\(_2\) and (b) HfO\(_2\). For clarity, only the area near the GB core is shown.

for ZrO\(_2\) and HfO\(_2\) also agree closely with those reported in prior theoretical work. \(^{[318, 319]}\) We note that the cubic phases of bulk ZrO\(_2\) and HfO\(_2\) are typically high-temperature phases. \(^{[315, 320]}\) However, thin films of both ZrO\(_2\) and HfO\(_2\) up to 1000 Å have been observed in their cubic phase at room temperature, with respective lattice parameters of 5.0\(\pm\)0.5 Å and 5.1\(\pm\)0.5 Å. \(^{[317]}\) Our GB structures are less than 100 Å in length, which is well within the thickness regime where the cubic phase can form. Therefore, we expect that our findings will remain sufficiently general to be relevant to experimental study.

The relaxed ZrO\(_2\) and HfO\(_2\) GB structures are depicted in Fig. 6.1a and 6.1b, respectively, showing that both structures are exceedingly similar. In both ZrO\(_2\) and HfO\(_2\) GB structures, the GB core region shows a high degree of lattice distortion while the grain interior region keeps a bulk-like symmetry. The evident qualitative similarity between the ZrO\(_2\) and HfO\(_2\) GB structures can be also verified by their local structural parameters. Calculated M–O bond lengths (labeled \( b_1, b_2, b_3 \)) and O–M–O bond angles (labeled \( \alpha, \beta, \gamma \)) within the GB cores of each system are
depicted in Table 6.1 (also see Fig. 6.1). These calculated values confirm that the ZrO$_2$ and HfO$_2$ GBs are nearly structurally identical. It is noted that the bond lengths within the HfO$_2$ GB core are slightly smaller than those within the ZrO$_2$ GB core. This is also consistent with prior experimental findings in which the Hf-O bond in monoclinic HfO$_2$ is roughly 1% shorter than the Zr-O bond in monoclinic ZrO$_2$. [315]

Table 6.1: Calculated bond angles ($\alpha$, $\beta$, and $\gamma$) and bond lengths ($b_1$, $b_2$, and $b_3$) with the ZrO$_2$ and HfO$_2$ grain boundary core.

<table>
<thead>
<tr>
<th></th>
<th>ZrO$_2$</th>
<th>HfO$_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>85.508</td>
<td>85.184</td>
</tr>
<tr>
<td>$\beta$</td>
<td>90.749</td>
<td>90.884</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>70.598</td>
<td>70.957</td>
</tr>
<tr>
<td>$b_1$</td>
<td>2.526</td>
<td>2.489</td>
</tr>
<tr>
<td>$b_2$</td>
<td>2.155</td>
<td>2.116</td>
</tr>
<tr>
<td>$b_3$</td>
<td>2.101</td>
<td>2.072</td>
</tr>
</tbody>
</table>

We next studied the relative stability of ZrO$_2$ and HfO$_2$ GB structures by calculating their GB energy ($\sigma$) using the following formula:

$$\sigma = \frac{(E_{GB} - E_{Bulk} - p\mu_M - q\mu_O)}{A}$$  \hspace{1cm} (6.1)

, in which $E_{GB}$ and $E_{Bulk}$ denote the total energy of the GB structure and the total energy of a bulk MO$_2$ (M=Zr and Hf) supercell having the same number of formula units, respectively. $\mu_M$ and $\mu_O$ are the chemical potentials of M and O, and $p$ and $q$ denote the number of stoichiometrically excessive M and O ions, respectively. Since the modeled $\Sigma 5$ (310)/[001] ZrO$_2$ and HfO$_2$ GB systems retain bulk stoichiometry, the above formula can be further reduced to:

$$\sigma = \frac{(E_{GB} - E_{Bulk})}{A}$$  \hspace{1cm} (6.2)

The calculated respective $\sigma$ values for the ZrO$_2$ and HfO$_2$ GB systems are 2.35 J/m$^2$ and 2.72 J/m$^2$. Our calculated $\sigma$ value for ZrO$_2$ is consistent with the molecular dynamics (MD) calculated
value of 2.8 J/m$^2$ previously reported by Fisher et al. [321]. For HfO$_2$, our calculated $\sigma$ value is also consistent with the 2.92 J/m$^2$ reported in a prior DFT work. [319] In short, all these results show that our pristine ZrO$_2$ and HfO$_2$ GB models are suitable for impurity segregation analysis.

Figure 6.2: Calculated segregation energies ($E_{\text{seg}}$) of divalent impurities with respect to distance $d$ from the central GB plane in the $\Sigma 5$ (310)/[001] ZrO$_2$ and HfO$_2$ GBs. (a) Mg and (b) Ca in the ZrO$_2$ GB, and (c) Mg and (d) Ca in the HfO$_2$ GB. In this and subsequent segregation energy figures, the vertical dashed black lines indicate the central GB plane.

6.3.2 Impurity Segregation in ZrO$_2$ and HfO$_2$ GBs

Divalent Impurities

To determine the preferred positions of relevant substitutional impurities in the ZrO$_2$ and HfO$_2$ GBs, we built a series of structures by creating substitutional defects at each non-equivalent Zr (Hf) site. Each structure bears only one substitutional dopant, yielding an impurity concentration of 1.25%. On the basis of the composition analysis of sand-induced engine deposits by Smialek in 1991, [287] herein we modeled six possible dopants. They can be divided into three groups based on their typical oxidation states: divalent cations (Mg, Ca), trivalent cations (Al, Y), and tetravalent cations (Si, Ti). A table of these dopants, and their typical oxidation states and ionic radii, is shown below for convenience.

We first investigated the segregation tendency of divalent impurities Mg and Ca in ZrO$_2$
Table 6.2: List of oxidation states and ionic radii of the host ions (Zr and Hf) and relevant divalent, trivalent, and tetravalent impurities in the ZrO$_2$ and HfO$_2$ grain boundary.

<table>
<thead>
<tr>
<th>Element</th>
<th>Oxidation State</th>
<th>Ionic Radius [Å]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zr</td>
<td>+4</td>
<td>0.86</td>
</tr>
<tr>
<td>Hf</td>
<td>+4</td>
<td>0.85</td>
</tr>
<tr>
<td>Mg</td>
<td>+2</td>
<td>0.86</td>
</tr>
<tr>
<td>Ca</td>
<td>+2</td>
<td>1.14</td>
</tr>
<tr>
<td>Al</td>
<td>+3</td>
<td>0.68</td>
</tr>
<tr>
<td>Y</td>
<td>+3</td>
<td>1.04</td>
</tr>
<tr>
<td>Si</td>
<td>+4</td>
<td>0.54</td>
</tr>
<tr>
<td>Ti</td>
<td>+4</td>
<td>0.74</td>
</tr>
</tbody>
</table>

and HfO$_2$ by calculating their segregation energies. The segregation energy of a defect can be written:

$$E_{seg,d} = E_{GB,d} - E_{GB,ref}$$  \hspace{1cm} (6.3)

where $E_{GB,d}$ is the total energy of the GB system with a defect at position $d$, and $E_{GB,ref}$ is the total energy of the system containing a defect in the reference state. Note that in this convention, negative segregation energies imply energetic favorability. In systems bearing a charged extrinsic acceptor, a suitable number of electrons were added to the overall supercell through charge compensation by a homogeneous background charge in our calculations. To clearly understand the influence of structural relaxation on the impurity segregation behavior, we also calculated the segregation energy for the unrelaxed ZrO$_2$ and HfO$_2$ GB models.

The segregation energies of divalent impurities Mg and Ca in ZrO$_2$ and HfO$_2$ are plotted in Fig. 6.2 with respect to distance $d$ from the central GB plane. In the unrelaxed GB structures of both ZrO$_2$ and HfO$_2$, the calculated $E_{seg}$ of Mg and Ca is $\approx 0$ when the defect is located more than 4 Å from the GB plane. $E_{seg}$ of Mg (Fig. 6.2a, c) is slightly below zero at the GB plane, and reaches a global minimum adjacent to the GB plane ($d = 1.4$ Å). $E_{seg}$ of Ca (Fig. 6.2b, d), by contrast, reaches a global minimum at the GB plane ($d = 0$ Å), and is positive adjacent to the GB plane. The calculated segregation profiles also show that, for the unrelaxed GB models, $E_{seg}$
for Mg\textsubscript{Zr} and Mg\textsubscript{Hf} are nearly identical and the same is true for Ca\textsubscript{Zr} and Ca\textsubscript{Hf}. For example, minimum unrelaxed $E_{\text{seg}}$ for Mg\textsubscript{Zr} and Mg\textsubscript{Hf} are both -1.1 eV, while those for Ca\textsubscript{Zr} and Ca\textsubscript{Hf} are -1.0 eV and -1.1 eV, respectively. These results indicate that $E_{\text{seg}}$ in the unrelaxed GB models is nearly independent of host material.

In the relaxed ZrO\textsubscript{2} and HfO\textsubscript{2} GB systems, $E_{\text{seg}}$ of both Mg and Ca is $\approx$ 0 in the grain interior when the defect is located more than about 6 Å from the GB plane, which indicates that the width of the GB core is roughly 12 Å. This width is in excellent agreement with experimental measurements of the GB core width in pristine YSZ of about 10 - 12 Å. \[312, 323\] Also the minimum $E_{\text{seg}}$ of Mg impurity is found at 2 Å from the GB plane while that of Ca impurity is around 4 Å from the GB plane in both ZrO\textsubscript{2} and HfO\textsubscript{2} GBs. This indicates that Mg tends to be nearer to the GB plane than Ca. As shown in Fig. 6.2a and c, the lowest $E_{\text{seg}}$ of Mg impurity is about -2.1 eV in the ZrO\textsubscript{2} GB and -2.4 eV in the HfO\textsubscript{2} GB, and that of Ca impurity is about -1.1 and -1.7 eV, respectively. In addition, it is noted that $E_{\text{seg}}$ of Mg in the relaxed case is about 1 eV lower than that in the unrelaxed case, indicating that structural relaxation significantly influences $E_{\text{seg}}$. Therefore, the unrelaxed segregation energies will not be discussed from this point forward, and they are included in the subsequent figures for completeness and comparison only.

Several major conclusions can be drawn by analyzing our results:

(i) $E_{\text{seg}}$ values for both Mg and Ca in the HfO\textsubscript{2} GB are more negative than those in the ZrO\textsubscript{2} GB. In other words, GB segregation for these impurities is more pronounced in HfO\textsubscript{2} than in ZrO\textsubscript{2}, suggesting that HfO\textsubscript{2} may be more susceptible to GB attack by divalent impurities.

(ii) In both ZrO\textsubscript{2} and HfO\textsubscript{2}, Mg has more negative $E_{\text{seg}}$ than Ca, indicating that Mg has a greater tendency to segregate to the GB core. To the best of our knowledge, no experimental GB segregation data for Mg exists in YSZ. However, in ceria-stabilized t–ZrO\textsubscript{2}, Hwang et al. did find that Mg segregates more strongly than does Ca using Auger electron spectroscopy (AES) and X-ray photoelectron spectroscopy (XPS). \[12\] In particular, they reported an enrichment factor of 6.5 for Mg, and 5.0 for Ca, where the enrichment factor is defined as $C_{\text{gb}}/C_{\text{bulk}}$. In fact,
a later work by Kowalski et al. found that Ca could also segregate to the GB in c–8YSZ using secondary-ion mass spectrometry.[304]

![Graph showing calculated GB enrichment factors (β) for Mg and Ca as a function of temperature (K) in the Σ5 (310)/[001] ZrO₂ and HfO₂ GB models.]

**Figure 6.3:** Calculated GB enrichment factors (β) for Mg and Ca as a function of temperature (K) in the Σ5 (310)/[001] ZrO₂ and HfO₂ GB models.

Next to have a comparison with these experimental studies, we calculated quantitative GB enrichment factors at the lowest-energy defect positions in both ZrO₂ and HfO₂ using Langmuir-McLean adsorption isotherm equations as below:[324][325]

\[
\frac{X_{GB}}{X_{GB}^0 - X_{GB}} = \frac{X_b}{1 - X_b} \exp\left(-\frac{\Delta G}{k_B T}\right) \tag{6.4}
\]

where \(X_{GB}\) is the concentration of a given impurity at the GB, \(X_{GB}^0\) is the GB fraction available at saturation, and \(X_b\) is the concentration in the bulk. In the dilute limit, Eq. 4 can be reduced to:

\[
\beta = \frac{X_{GB}}{X_b} = \exp\left(-\frac{\Delta G}{k_B T}\right) \tag{6.5}
\]

where \(\beta\) is the GB enrichment factor and \(\Delta G\) is the free energy of segregation. The calculated GB enrichment factors (β) for Mg and Ca in ZrO₂ and HfO₂ are presented in Fig. 6.3 with respect to temperature. At 300 K, our calculated \(\beta\) values for Mg\(_{Zr}\) and Ca\(_{Zr}\) are 2.7 and 1.7, respectively. These values are both somewhat smaller than the respective experimental \(\beta\) values
of 6.5 and 5.0 for Mg and Ca in ceria-stabilized $t$–ZrO$_2$ reported by Hwang et al. [12] However, the trend is the same for our theoretical calculations and the experimental values, namely that Mg segregates more strongly than Ca in ZrO$_2$. This trend is also reproduced in our calculations for HfO$_2$. However, $\beta$ values for Mg$_{Hf}$ and Ca$_{Hf}$ at 300 K are 3.2 and 2.3, indicating that the segregation tendency for both impurities is more pronounced in HfO$_2$ than in ZrO$_2$. Fig. 6.3 also shows that $\beta$ decreases with temperature, saturating at roughly 1400 K with respective $\beta$ values for Mg$_{Zr}$ and Ca$_{Zr}$ of 1.2 and 1.1, which indicates that the difference in $\beta$ for Mg and Ca is diminished at high temperatures. Our calculations for both ZrO$_2$ and HfO$_2$ indicate that Mg is a stronger segregant than Ca, which agrees with the experimental results of Hwang et al. [12].

**Figure 6.4:** Calculated segregation energies ($E_{\text{seg}}$) of trivalent impurities with respect to distance $d$ from the central GB plane in the $\Sigma 5$ (310)/[001] ZrO$_2$ and HfO$_2$ GBs. (a) Al and (b) Y in the ZrO$_2$ GB, and (c) Al and (d) Y in the HfO$_2$ GB.

**Trivalent Impurities**

The segregation energies of trivalent impurities Al and Y in ZrO$_2$ and HfO$_2$ are plotted in Fig. 6.4 with respect to distance $d$ from the central GB plane. As in the case of the divalent impurities, $E_{\text{seg}}$ for Al and Y is $\approx 0$ in the grain interior, and most negative near the GB plane, suggesting a general segregation to the GB core. For Al impurity, as shown in Fig. 6.4a and c, the lowest $E_{\text{seg}}$ is about -3.3 eV in the ZrO$_2$ GB and -3.4 eV in the HfO$_2$ GB, both around 2.1 Å.
from the GB plane. For Y impurity, the lowest $E_{\text{seg}}$ is about -1.1 eV in the ZrO$_2$ GB and -1.2 eV in the HfO$_2$ GB at $d = 1.4$ Å, see Fig. 6.4b and d, which are significantly smaller than those of Al impurity. These results indicate that while Al and Y both tend to segregate to the GB core, Al has a much greater segregation tendency than Y. To have a quantitative analysis of the Al (Y) segregation behavior, we also calculated their GB enrichment factors $\beta$ in the ZrO$_2$ and HfO$_2$ GBs using the Langmuir-McLean adsorption isotherm (see Fig. 6.5). Our calculated $\beta$ values at 300 K are 4.9 for Al and 1.7 for Y in the ZrO$_2$ GB, indicating that Al has a much stronger segregation than Y in the ZrO$_2$ GB.

In fact, a prior experimental study has indicated that Al segregates strongly to ZrO$_2$ grain boundaries. By using electron probe microanalysis (EPMA), Guo et al. studied 1-5 mol% Al$_2$O$_3$ doped c–9YSZ and found that Al was mainly concentrated at grain boundaries, and that the extent of Al segregation was proportionate to the Al$_2$O$_3$ doping concentration. At high doping concentrations, they found the formation of distinct Al-rich crystalline and amorphous GB phases, which further confirms the Al segregation behavior. For Y impurity, Dickey et al. studied $\Sigma 5$ (310)/[001] and near-$\Sigma 13$ (310)/[001] grain boundaries of c–10YSZ, and by contrast
found a modest segregation tendency in YSZ, and an absence of Y-rich GB phases even at high doping concentrations. [13] The authors also found an ≈ 9 mol% enrichment of Y at the GBs relative to the grain interior, yielding an enrichment factor of 1.9. [13] Interestingly, the same Y enrichment factor of 1.9 was also reported in the t–4YSZ system from XPS. [12] These results are well consistent with our calculated value of 1.7 for Y. [12, 13]

In addition, it is noted that for the divalent impurities, the calculated β values in the HfO\(_2\) GB are much higher than that in the ZrO\(_2\) GBs, while for the trivalent impurities, the β values are very similar in the ZrO\(_2\) and HfO\(_2\) GBs. This indicates that the segregation tendency of trivalent impurities Al and Ca is nearly independent of host material.

**Tetravalent Impurities**

The calculated segregation energies (\(E_{seg}\)) for tetravalent impurities Si and Ti in the ZrO\(_2\) and HfO\(_2\) GBs are plotted in Fig. 6.6 with respect to distance \(d\) from the GB plane. In the ZrO\(_2\) GB (Fig. 6.6a, b), \(E_{seg}\) for Si and Ti is ≈ 0 in the grain interior, and most negative near the GB plane, suggestive of a general segregation to the GB core. In the HfO\(_2\) GB, similarly, \(E_{seg}\) for Si and Ti is most negative near the GB plane (see Fig. 6.6c, d). However, unlike in the ZrO\(_2\) GB, significantly
negative $E_{seg}$ values for Si and Ti are also found far from the GB plane. For example, $E_{seg}$ for Ti$_{Hf}$ is -3.5 eV at $d = 9.8$ Å, as compared to -3.6 eV in the GB core ($d = 2.5$ Å). Our calculations indicate that tetravalent impurities Si and Ti have a much smaller segregation tendency in HfO$_2$ than in ZrO$_2$. This result is very different from the case of trivalent and divalent impurities. The trivalent impurities Al and Y exhibit a very similar segregation tendency in HfO$_2$ and ZrO$_2$ (Fig. 6.4), while the divalent impurities Mg and Ca have a greater segregation tendency in HfO$_2$ than in ZrO$_2$ (Fig. 6.2).

![Graph showing electrostatic potential energy](image)

**Figure 6.7:** Calculated electrostatic potential energy (eV) in the ZrO$_2$ (a) and HfO$_2$ (b) GBs with respect to distance ($d$) along the c-axis (that is normal to the GB plane).

In the ZrO$_2$ GB, Ti has a stronger segregation tendency than Si, and the minimum $E_{seg}$ is -4.7 for Ti and -3.6 eV for Si, as shown in Fig. 6.6a and b. Several prior experimental studies have indicated a segregation of Si to GBs of stabilized ZrO$_2$. For example, using scanning-transmission electron microscopy, Aoki *et al.* examined 15 mol%-CaO-stabilized $t$–ZrO$_2$ GBs, and found that trace Si impurities indeed segregated to the GB core. Interestingly, Guo *et al.*’s EPMA study
of 1-5 mol% Al$_2$O$_3$-doped-9YSZ indicated that trace Si impurities were present only within amorphous GB phases rather than crystalline GBs. The different segregation behavior of Si impurity in the amorphous and crystalline GBs is beyond the scope of the present study, and further experimental studies might be useful to expose the underlying mechanism.

In addition, it is noted that the tetravalent cations show a very different segregation profile from the divalent and trivalent cations. For instance, Si and Ti tend to segregate to a wide area up to 15 Å from the GB plane, while the divalent and trivalent impurities tend to segregate to a narrow area within roughly 4 Å of the GB plane, see Fig. 6.2 and 6.4. To explore the origin of this difference, we calculated electrostatic potential energies (EPE) normal to the GB plane for the relaxed pristine ZrO$_2$ and HfO$_2$ GB structures, see Fig. 6.7. The EPE is dependent on the interaction between electrons and ions in the crystal, and thus is related to the number of ions per unit volume. Accordingly, a region with low volumetric ionic density is expected to have less negative EPE. In both ZrO$_2$ and HfO$_2$ GBs, the EPE is significantly less negative at the GB plane and more negative in the grain interior (GI). Moreover, there is a low EPE region about 4 Å wide just beyond the GB plane, which is similar to the width of the segregation region we have calculated for the divalent and trivalent impurities, see Fig. 6.2 & Fig. 6.4. Our prior theoretical work has shown that positively-charged oxygen vacancies in SrTiO$_3$ form preferentially in regions with less negative electrostatic potential energy. Therefore, the impurities with negative relative charge are expected to be driven to regions with more negative EPE. In the ZrO$_2$ and HfO$_2$ GBs, these low EPE regions are near the GB plane. This can explain why the divalent and trivalent impurities with negative relative charge tend to segregate near the GB plane. In contrast, the tetravalent impurities with neutral relative charge, Si and Ti, show a much wider segregation profile than the divalent and trivalent impurities, see Fig. 6.6.
Figure 6.8: System formation energy in bulk Y-doped cubic ZrO$_2$ with respect to the distance between oxygen vacancy and substitutional Y ($d_{V_O-Y_{Zr}}$) under oxygen-rich (black) and oxygen-poor (blue) conditions. The blue horizontal dashed line indicates the oxygen vacancy formation energy in a pristine 324-atom supercell of cubic ZrO$_2$.

6.3.3 Yttria-Stabilized Zirconia

Distribution of Intrinsic Defects in Bulk YSZ

From a practical viewpoint, exploring impurity segregation behavior in cubic yttria-stabilized zirconia (c–YSZ) GBs can provide more relevant information about CMAS attack in YSZ-based thermal coatings. To model c–YSZ GBs, there are two possible approaches. The first approach is to generate a bulk structure of c–YSZ that contains both oxygen vacancies ($V_O$) and Y substitutions at Zr sites ($Y_{Zr}$), and then build the GB model from this bulk structure. However, this approach is not practical for DFT calculations because the generated GB models from the bulk c–YSZ unit cell would be prohibitively large. For example, by starting from a 96-atom unit cell of bulk YSZ with yttria concentration of 6.25%, we were able to generate a symmetric tilt Σ5 (310)/[001] GB model that consists of 1900 atoms. The other approach is to build c–YSZ GBs from a pristine ZrO$_2$ unit cell and then introduce a suitable number of $V_O$ and $Y_{Zr}$,
making the composition comparable with the experimental case. First, one needs to determine the optimal distance between oxygen vacancies and yttrium dopants in the \( c\text{-YSZ GB model} \) \( (d_{V_O-Y_Zr}) \), which can be approximated from a bulk YSZ model. To do this, we built a 324-atom \( 3 \times 3 \times 3 \) supercell of bulk cubic \( \text{ZrO}_2 \) in which the central \( \text{Zr} \) atom was doped with \( \text{Y} \), and nine non-equivalent oxygen sites were identified. Next we relaxed each of these nine structures, and calculated the formation energy as a function of the \( V_O-Y_Zr \) distance using the following equation:

\[
E_f = E_{YSZ} - E_{pris} + \mu_O + \mu_{Zr} - \mu_Y
\]  

(6.6)

, where \( E_f \) is the formation energy of the YSZ model, \( E_{YSZ} \) is the total energy of the YSZ, \( E_{pris} \) is the total energy of the pristine \( \text{ZrO}_2 \) supercell, and \( \mu_X \) represents the chemical potential of element \( X \) \( (X = O, \text{Zr}, \text{and Y}) \). To determine the influence of local structural relaxation on the formation energy, we also calculated \( E_f \) for the unrelaxed structures. The calculated \( E_f \) for both relaxed and unrelaxed structures with respect to \( d_{V_O-Y_Zr} \) are plotted in Fig. 6.8. To have a clear comparison, we also calculated the formation energy of one oxygen vacancy \( (E_f(V_O)) \) in the pristine \( \text{ZrO}_2 \) model. Two major conclusions can be drawn:

i) \( E_f \) in YSZ is significantly lower than the \( E_f(V_O) \) in pristine \( \text{ZrO}_2 \), regardless of \( d_{V_O-Y_Zr} \), which suggests that \( \text{Y} \) strongly promotes \( V_O \) formation.

ii) Structural relaxation plays a significant role in the \( E_f \). For the unrelaxed YSZ models, the lowest \( E_f \) is found when the \( V_O \) is at the nearest neighbor position to the \( \text{Y} \) atom, and \( E_f \) increases with \( d_{V_O-Y_Zr} \). For the relaxed YSZ models, the lowest \( E_f \) is found when the \( V_O \) is at the next-nearest-neighbor positions relative to \( \text{Y} \) \( (d = 4.3, 5.6 \text{ Å}) \). This means that the optimal \( d_{V_O-Y_Zr} \) is approximately 4-5 Å. This result is also consistent with prior experimental work in which oxygen vacancies typically occupy the next-nearest-neighbor position with respect to \( \text{Y} \). [328][329]
Grain Boundary Structures

On the basis of experimental and our computational findings, an ideal c–YSZ GB structure should satisfy the following conditions: (1) 8-10 mol% yttria doping concentration, (2) yttria enrichment in the GB core, (3) overall charge neutrality, (4) relatively uniform yttria distribution in the GB interior, and (5) relatively consistent $d_{V_O} - Y_{Zr}$. Note that although overall charge neutrality should be maintained, oxide GB cores are often charged because of the segregation of oxygen vacancies. Indeed, a prior experimental study has shown that YSZ GBs tend to be positively charged due to $V_O$ segregation which is more pronounced than that of $Y_{Zr}$. In light of these considerations, we first generated a symmetric tilt GB model that consists of 240 atoms based on pristine $ZrO_2$, and then introduced some yttrium atoms and oxygen vacancies. To have a charge neutral YSZ GB model with 10 mol% yttria concentration, we could introduce eight $Y_{Zr}$ dopants and four $V_O$. In addition, to account for the experimental $V_O$ excess at YSZ GBs, we included another four $V_O$ near the GB cores and built five distinct GB models whose local structures are shown in Fig. 6.9. The introduction of $V_O$ also provides a charge compensation mechanism for our impurity segregation calculations. We list the relative energies of these five GB models in Table 6.3. It shows that model IV has the lowest energy, and therefore this model was selected for further study of impurity segregation.
Table 6.3: Calculated relative energy (\(\Delta E\)) with respect to that of model IV for the five YSZ grain boundary models.

<table>
<thead>
<tr>
<th>Model</th>
<th>(\Delta E) (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>0.57</td>
</tr>
<tr>
<td>II</td>
<td>2.93</td>
</tr>
<tr>
<td>III</td>
<td>3.86</td>
</tr>
<tr>
<td>IV</td>
<td>0</td>
</tr>
<tr>
<td>V</td>
<td>2.21</td>
</tr>
</tbody>
</table>

Impurity Segregation in the YSZ GB

We calculated segregation energies for the relevant impurities in the YSZ GB model by systematically creating substitutional extrinsic defects at each non-equivalent Zr site. As in the case of the \(\text{ZrO}_2\) and \(\text{HfO}_2\) calculations, we studied six key elements which are relevant to the sand-induced TBC damage: Mg, Ca, Al, Y, Si, and Ti. We particularly focus on the differences between the impurity segregation profiles in \(\text{ZrO}_2\) and YSZ. The calculated segregation energies for each impurity in the YSZ GB model are presented in Fig. 6.10. For the divalent impurities, Ca shows a greater segregation tendency than Mg in the YSZ model, see Fig. 6.10a and b. This is unlike the case in \(\text{ZrO}_2\), where our calculated \(E_{\text{seg}}\) for Mg tended to be more negative than that of Ca. This could be due to the oxygen vacancy excess at the YSZ GB that enables the lattice to favorably accommodate the large Ca\(^{2+}\) cation.

For the trivalent impurities, Al shows a greater segregation tendency than Y in the YSZ model, see Fig. 6.10c and d. This is similar to the case in \(\text{ZrO}_2\), where Al showed a strong segregation tendency and Y showed a modest one. However, Y shows an even weaker segregation tendency in the YSZ model than in \(\text{ZrO}_2\). This is because our IV YSZ model already has a \(\approx 10\) mol% enrichment of yttrium in the GB core relative to the grain interior, which is close to the optimal enrichment factor of 9 mol% experimentally reported. \(^{[13]}\) Therefore, additional yttrium near the GB plane would be expected to be energetically unfavorable.

For the tetravalent impurities, Ti shows a remarkably weaker segregation tendency than Si
in the YSZ model, see Fig. 6.10e and f. This is quite unlike the case of ZrO$_2$, where Ti shows a stronger segregation tendency than Si. In fact, a prior experimental study of a c–YSZ GB found a very weak GB segregation tendency for Ti using SIMS, [331] which is in good agreement with our calculations. This is correlated with the high solubility of TiO$_2$ in c–YSZ of at least 30 mol% observed in experiment. [332] In contrast, the solubility of Si in CaO-stabilized-ZrO$_2$ is exceedingly low, on the order of 25 ppm. [306] This may explain why Si has a much stronger segregation tendency in YSZ, which is also consistent with our calculations.

6.4 Conclusions

In summary, we have studied the structural and energetic properties of pristine and doped Σ5 (310)/[001] GB structures of cubic ZrO$_2$, HfO$_2$, and yttria-stabilized ZrO$_2$ (YSZ) using first-principles density functional theory calculations. Our results can be summarized as follows:

1. The pristine ZrO$_2$ and HfO$_2$ GBs share similar structural characteristics, and have respective GB energies of 2.35 J/m$^2$ and 2.72 J/m$^2$.

2. Substitutional impurities with different valence states show different segregation behavior in the ZrO$_2$ and HfO$_2$ GBs. The divalent (Mg, Ca) and trivalent (Al, Y) impurities tend to segregate to a narrow region within about 4 Å of the GB plane, while the tetravalent (Si, Ti)
impurities have a much more scattered segregation profile which extends up to 15 Å from the GB plane.

(3) The GB enrichment factor ($\beta$) of Mg is greater than that of Ca, while for the trivalent impurities $\beta$ of Al is significantly higher than that of Y. In particular, our calculated $\beta$ value for Y in ZrO$_2$ is 1.7 at 300 K, which agrees with the experimental value of 1.9.

(4) In the YSZ GB model, Mg, Ca, and Si show a strong segregation tendency, while Ti shows a very weak segregation tendency.

This work has, for the first time, demonstrated first-principles density functional theory calculations of impurity segregation in a YSZ GB system containing both oxygen vacancies and yttrium dopants. Our study reveals some fundamental understanding of the substitutional impurity segregation behavior in ZrO$_2$, HfO$_2$, and YSZ GBs, which may be useful in the development of next-generation YSZ-based thermal barrier coatings.
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Chapter 7

Summary and Future Directions

Defects such as grain boundaries, oxygen vacancies, and substitutional impurities are often present in polycrystalline materials, and their presence has significant effects on overall material properties. To engineer next-generation materials with novel functionality, or to improve the performance of present-day materials, we must therefore understand the ways in which material properties are influenced by defects. In this thesis we have focused on substitutional impurities, heterointerfaces, oxygen vacancies, and grain boundaries in metal oxide materials, specifically SnO$_2$, LaAlO$_3$, SrTiO$_3$, ZrO$_2$, HfO$_2$, and yttria-stabilized ZrO$_2$. Our goal has been to deepen the understanding of defects in these systems, by elucidating the energetic and/or electronic properties of defect-bearing systems.

We first considered a rare class of materials known as transparent conducting oxides (TCO). TCOs display both optical transparency and electronic conductivity, the coexistence of which is exceedingly rare in nature, enabling the functionality of important devices such as photovoltaic cells, cell phone digitizers, and light-emitting diodes. The typical TCO material, tin-doped indium oxide (ITO), suffers from substantial free-carrier absorption in the infrared and near-infrared range due to its very high charge carrier density ($\approx 10^{21}$ [cm$^{-2}$]) and relatively low free electron mobility ($\approx 40$ [cm$^2$V$^{-1}$s$^{-1}$]). The cost of ITO continues to grow, as indium demand
outpaces production. These issues have stimulated research efforts to discover replacement materials. In Chapter 2, we investigated pentavalent-ion doped SnO$_2$ materials with potential as TCOs. We found that phosphorus-doped SnO$_2$ (PTO) compares favorably with well-known TCO materials antimony-doped SnO$_2$ (ATO) and tantalum-doped SnO$_2$ (TTO), in terms of its $n$-type conductive electronic structure and moderate formation energy. In addition, we showed that iodine doping of SnO$_2$ leads to the formation of impurity states which narrow the optical band gap. Finally, we showed that the theoretical charge carrier density of the pentavalent-ion doped SnO$_2$ systems is nearly identical, which suggests that the order-of-magnitude variations reported in experimental studies are due to variations in experimental conditions during the materials synthesis or characterization steps. Future work on this research topic is experimental synthesis and characterization of phosphorus-doped SnO$_2$, to determine if its exciting theoretical potential can be translated into practical applications.

We next turned to the study of a perovskite oxide heterointerface, specifically the LaAlO$_3$/SrTiO$_3$ (LAO/STO) heterostructure (HS). The two-dimensional electron gas (2DEG) formed at this interface possesses a wide variety of exciting electronic and magnetic properties. In Chapter 3, we explored the possibility of enhancing the interfacial 2DEG properties in LAO/STO via $n$-type layer doping with transition metals near the interface. We found that 2DEG charge carrier density and magnetism can be significantly enhanced by layer doping with Nb or Ta at the interfacial Ti site in LAO/STO. Moreover, we showed that these layer-doped HS are energetically-favorable relative to the undoped LAO/STO HS. Finally, we demonstrated that Nb or Ta layer doping at the Al site of the LAO/STO HS can enhance the quantum confinement of the interfacial 2DEG.

Strain applied on the STO substrate is another method capable of modulating 2DEG properties in the LAO/STO HS. In particular, biaxial compressive strain has been shown to increase the LAO film critical thickness necessary for 2DEG formation. Prior theoretical study has also proposed that polarization in the LAO film is capable of neutralizing the polar discontinuity
in LAO/STO, giving rise to insulating behavior under certain conditions. In Chapter 4, we demonstrated that the LAO film polarization and critical thickness in LAO/STO are closely linked. In particular, we found that the LAO film polarization declines with film thickness, and identified a critical polarization value above which 2DEG cannot form in LAO/STO. We also resolved the long-standing discrepancy between the experimental and theoretical charge carrier density values of the interfacial 2DEG in LAO/STO through the use of an appropriate vacuum slab model. We also investigated the effects of strain in LAO/STO, and found that the interfacial charge carrier density, electron mobility, and conductivity can all be enhanced by the application of [100] uniaxial tensile strain applied on the STO substrate. Finally, we discovered that the quantum confinement of the interfacial 2DEG in LAO/STO is also enhanced by [100] uniaxial tensile strain.

In Chapters 3 and 4 we described methods of enhancing 2DEG properties in the LAO/STO HS. We next turned to the study of the substrate of this system, STO, which displays a wide variety of exciting properties in its own right. Grain boundaries (GB) and oxygen vacancies in STO have been shown to significantly influence the bulk material properties. In Chapter 5, we examined termination stability and oxygen vacancy formation energy in a \( \Sigma 5 [001] \) twist GB of STO. We found that the SrO/SrO (S/S) and SrO/TiO\(_2\) (S/T) GB terminations can form within the chemical potential range necessary to maintain bulk STO stability, but that the TiO\(_2\)/TiO\(_2\) (T/T) GB termination cannot. We discovered that the optimal position of oxygen vacancies with respect to the GB plane is dependent on GB termination. Specifically, we found that oxygen vacancies tend to segregate adjacent to the GB layer in the S/S-terminated GB system, but precisely at the GB layer in the S/T-terminated GB system. Finally, we investigated the temperature- and pressure-dependence of oxygen vacancy formation in the S/S- and S/T-terminated GB systems, and found that oxygen vacancies can form in a much wider range of experimental conditions in the latter system. Thus, we showed that both the average position and likely concentration of oxygen vacancies in STO twist GBs depend on the GB termination, which may open a new
avenue in GB engineering of STO. Future work on this topic is to study twist grain boundaries of other complex oxide systems, such as SrZrO$_3$ which has shown potential as a thermal barrier coating, with the goal of elucidating termination stability and likely defect distributions with respect to the GB plane.

In Chapter 5 we investigated the segregation of intrinsic defects, namely oxygen vacancies, to STO grain boundaries. The GB segregation of extrinsic defects is also of great importance in the materials realm, giving rise to a host of possible effects including embrittlement, strengthening, or differential inter- and intra-grain electronic/ionic conductivity. One example of the importance of GB segregation can be found in the field of thermal barrier coatings (TBC) for gas turbine engines, which typically employ yttria-stabilized zirconia (YSZ) as a refractory. TBCs are critical materials systems which protect the metal turbine blades in gas turbine engines from the intense heat of the combustion chamber, enabling dramatic increases in operating temperature and hence efficiency and performance. Sand or particulate ingestion by gas turbine engines leads to the formation of calcium-magnesium-alumino silicate (CMAS), which attacks and degrades the TBC leading to turbine blade failure. Crucially, CMAS attack has been shown to occur preferentially at grain boundaries, and involves segregation of impurity elements to the GBs. In Chapter 6, we investigated the segregation of substitutional impurities to $\Sigma 5$ (310)/[001] GBs of cubic ZrO$_2$, HfO$_2$, and YSZ. We discovered a fundamental difference in the characteristic segregation profiles of aliovalent and isovalent substitutional impurities in ZrO$_2$ and HfO$_2$, and proposed that the local electrostatic potential energy influences the segregation energy of the aliovalent impurities. In addition, we successfully generated and structurally-optimized a complex cubic YSZ GB system containing high concentrations of both oxygen vacancies and substitutional yttrium dopants, which is the first time this has been accomplished using DFT. Moreover, we investigated the segregation tendencies of substitutional impurities in this complex YSZ GB system, and found that Si and Ca are strong segregants while Al, Ti, and Y are not. This work provided some fundamental understanding of impurity segregation in TBC-relevant materials. Future research
directions in this area are threefold. First, DFT study of yttria-stabilized hafnia (YSH) has not yet been accomplished, despite the fact that YSH has shown promise in surpassing YSZ in thermal barrier coatings. Second, twist grain boundaries of ZrO$_2$ and HfO$_2$ have never been studied using DFT, and this could provide new insights into the bulk material properties of polycrystalline TBCs. Third, an analysis of the consequences of impurity segregation in these fluorite oxide grain boundary systems, particularly embrittlement/strengthening.

In summary, our work has explored the structural, energetic, and electronic properties of defect-bearing metal oxide materials using first-principles density functional theory calculations. While technically this thesis may be considered basic scientific research, our studies have been motivated by real-world technological challenges, and demonstrate the power of first-principles calculations to elucidate the properties of complex material systems.
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