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Cortisol Diurnal Patterns, Associations with Depressive
Symptoms, and the Impact of Intervention in Older Adults:
Results Using Modern Robust Methods Aimed at Dealing with
Low Power Due to Violations of Standard Assumptions

Rand R. Wilcox,
Dept. of Psychology University of Southern California

Douglas A. Granger,
Institute for Interdisciplinary Salivary Bioscience Research Arizona State University

Sarah Szanton, and
School of Nursing, Bloomberg School of Public Health, and School of Medicine Johns Hopkins
University

Florence Clark
Division of Occupational Science & Occupational Therapy University of Southern California

Abstract
Advances in salivary bioscience enable the widespread integration of biological measures into the
behavioral and social sciences. While theoretical integration has progressed, much less attention
has focused on analytical strategies and tactics. The statistical literature warns that common
methods for comparing groups and studying associations can have relatively poor power
compared to more modern robust techniques. Here we illustrate, in secondary data analyses using
the USC Well Elderly II Study (n = 460, age 60-95, 66% female), that modern robust methods
make a substantial difference when analyzing relations between salivary analyte and behavioral
data. Analyses are reported that deal with the diurnal pattern of cortisol and the association of the
cortisol awakening response with depressive symptoms and physical well-being. Non-significant
results become significant when using improved methods for dealing with skewed distributions
and outliers. Analytical strategies and tactics that employ modern robust methods have the
potential to reduce the probability of both Type I and Type II errors in studies that compare
salivary analytes between groups, across time, or examine associations with salivary analyte
levels.

© 2014 Elsevier Inc. All rights reserved.

Address correspondence to Rand Wilcox, Department of Psychology, University of Southern California, Los Angeles CA,
90089-1061, rwilcox@usc.edu. Phone: 213-740-2258. Fax: 213-746-9082..

Publisher's Disclaimer: This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to our
customers we are providing this early version of the manuscript. The manuscript will undergo copyediting, typesetting, and review of
the resulting proof before it is published in its final citable form. Please note that during the production process errors may be
discovered which could affect the content, and all legal disclaimers that apply to the journal pertain.

DAG is founder and Chief Scientific and Strategy Advisor at Salimetrics LLC and SalivaBio LLC. These relationships are managed
by the policies of the committee on conflict of interest at Johns Hopkins University School of Medicine and the Office of Research
Integrity at Arizona State University

NIH Public Access
Author Manuscript
Horm Behav. Author manuscript; available in PMC 2015 March 01.

Published in final edited form as:
Horm Behav. 2014 March ; 65(3): 219–225. doi:10.1016/j.yhbeh.2014.01.005.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Keywords
robust statistical techniques; cortisol awakening response; depressive symptoms; well-being; Well
Elderly II study

Introduction
Perhaps more so than any time in recent history, behavioral and social science research is
integrating biological processes into their models and theories. This paradigm shift is, at
least partially, due to advances in technology that make the assessment of biological
variables minimally invasive (in saliva). The collection of saliva is relatively
straightforward, samples can be self-collected, and collection can take place under a wide
range of circumstances (e.g., Granger et al., 2012). Knowledge regarding the correlates and
concomitants of salivary indices reflecting the activity of the immune, autonomic, and
hypothalamic-pituitary-adrenal axis is accumulating at a very rapid rate. Salivary analytes
are most often employed in studies exploring the effects or consequences of change in
environmental demands or exposures on individual differences in environmentally sensitive
biological systems . Individual differences in biological sensitivity and susceptibility to
context are considered to reflect variation in risk versus resilience to a variety of negative
outcomes. At a theoretical and practical level the integration of salivary analytes in
behavioral and socially-oriented research is highly evolved. Yet, from the perspective of
statistical analysis and tactics, the approach is perhaps under developed.

One of the possibilities that has received almost no empirical attention is whether
discoveries are lost when analyzing salivary analyte data due to violations of standard
assumptions underlying commonly used statistical techniques. Granger et al. (2012) report
that skewed distributions are routinely encountered as evidenced by the frequently used
strategy of transforming the data. And there is ample evidence that outliers are often
encountered as well. But to what extent does standard practice deal effectively with skewed
distributions and outliers in salivary analyte data? Insights reported in the statistics literature
indicate that serious concerns remain in terms of both Type I errors and power (e.g., Staudte
and Sheather, 1990; Marrona et al., 2006; He et al., 1990; Heritier et al., 2007; Huber and
Ronchetti, 2009; Wilcox, 2012a, 2012b). The simple strategy of transforming the data can
be effective in some situations. But under general conditions it is relatively ineffective, in
terms of both power and Type I errors, when comparing means (e.g., Doksum and Wong,
1983; Rasmussen, 1989; Wilcox, 2012a).

Simultaneously, many new and improved methods have been derived that are aimed at
dealing with violation of assumptions in a more effective manner. These new methods stem
from a deeper understanding of why conventional techniques can be unsatisfactory plus
improved strategies for dealing with non-normality. Under general conditions, for example,
non-significant results are found to be significant when dealing with outliers in a more
effective manner than is currently done. Even small departures from normality can result in
relatively low power when using conventional methods based on means. Moreover, modern
robust methods offer much better control over the probability of a Type I error. But modern
robust methods are rarely applied in research employing salivary analyte data, and it is
evident that by not doing so we may not be fully utilizing our data. That is, significant
differences are missed and alternative perspectives are being ignored that might provide a
deeper understanding of data. Under utilization of these data is problematic from a global
perspective because laboratory derived data are very costly to generate in terms of both time
and money.
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The primary purpose of this study is to illustrate these issues by directly comparing results
based on modern robust methods to results based on traditional statistical approaches using
data from the Well Elderly II study (Clark et al., 1997; Jackson et al., 2009). These data are
convenient because (1) the sample sizes are relatively large, (2) multiple samples were
collected per participant per day, (3) samples were collected pre and post intervention.

Some introductory comments, from a substantive point of view, are in order. The
hypothalamus-pituitary-adrenal (HPA) axis and the sympathetic-adrenomedullary system
(SAM) are two major biological systems involved in homeostatic and allostatic adaptations
to environmental and internal stimuli (Kopin 1995; Goldstein and McEwen 2002; McEwen
2002, 2005; de Kloet 2003). Dysfunction in the HPA axis is implicated in the development
of a variety of sub-clinical and clinical conditions (Herbert et al., 2006; McEwen, 2007;
Belmaker and Agam, 2008). Cortisol, the primary hormone product secreted by the HPA
axis, is considered to be a biomarker of HPA axis activity (e.g., Ghiciuc et al., 2011). There
is an extensive literature indicating an association between various psychological measures
and measures of salivary cortisol (e.g., Van Niekerk, 2001; Strahler et al., 2007; Chida and
Steptoe, 2009).

Past studies have found that mean cortisol levels exhibit an initial rise after awakening,
referred to as the cortisol awakening response (CAR), followed by a decline in cortisol
during the remainder of the day. Here, CAR is taken to be the cortisol level measured upon
awakening minus the cortisol level measured again 30-45 min after awakening. Pruessner et
al. (1997) were the first to propose that the repeated assessment of the salivary cortisol
increase after awakening might represent a useful and easy measure of cortisol regulation. In
most studies an increase in salivary cortisol levels of about 50-75% within 30-45 min after
awakening have been found. The CAR is increasingly used in psychoneuroendocrinology as
an indicator of HPA axis activity. For reviews of the literature, see Clow et al. (2009), Chida
and Steptoe (2009) and Fries et al. (2009). The CAR is considered to be a marker of the
integrity of the HPA axis (Hellhammer et al. (2007). Exhibiting an absence or an
exacerbation of this increase is associated with several adverse psychological and
physiological outcomes (e.g., Pruessner et al., 1999; Portella et al. , 2005). Both enhanced
and reduced CARs are associated with various psychosocial factors (Kirschbaum et al. 1995;
Chida and Steptoe 2009), including depression and anxiety disorders (e.g., Pruessner et al.,
2003; Stetler and Miller, 2005; Bhattacharyya et al., 2008; Vreeburg et al., 2009, 2010).

As noted in Jackson et al. (2009), lifestyle interventions have been shown to reduce age-
related declines under carefully controlled conditions, which was found to be the case in the
Well Elderly study. A secondary goal in this paper is to expand on these results by
addressing three fundamental issues. First, for older adults, if modern methods for
comparing medians are used, to what extent are the diurnal patterns consistent with past
studies? Second, can the CAR be impacted by intervention? Finally, can intervention impact
the association between the CAR and a measure of depressive symptoms as well as a
measure of physical well-being? And if the answer is yes, how?

Material and methods
Participants and study design

The data stem from the Well Elderly II study (Clark et al., 1997; Jackson, et al., 2009),
which tested the hypotheses that a six-month lifestyle, activity-based intervention leads to
reduced decline in physical health, mental well-being and cognitive functioning among
ethnically diverse older people. Clark et al. (1997) summarize details of the study. Here,
only a few of these details are described that are relevant for present purposes. The
participants were 460 men and women aged 60 to 95 years (mean age 74.9). All participants
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were residents of, users of, or visitors to the study recruitment sites, demonstrated no overt
signs of psychosis or dementia (based on a cursory screening procedure), and were able to
complete the study assessment battery (with assistance, if necessary). Demographic details
are summarized in Table 1. All prospective participants completed the informed consent
process prior to study entry. Participants were recruited from 21 sites in the greater Los
Angeles area, including nine senior activity centers, eleven senior housing residences, and
one graduated care retirement community. Recruitment strategies included providing sign-
up booths, giving presentations at meetings and social events, and distributing flyers and
posters. Recruitment was undertaken in two successive cohorts to reduce temporal
influences on study outcomes, overcome logistical difficulties, minimize interactions among
participants, and allow adjustments in ethnic stratification. Individuals in cohort 1 (n =205)
began participation between November (2004) and June (2005), whereas those in cohort 2 (n
= 255) began participation between March and August (2006). Here, the two cohorts are
combined in all analyses. Among the 460 participants, 379 agreed to provide salivary
samples across a single day of sampling, 355 of whom provided at least 3 of the 4 required
samples. After intervention, n = 328 participants remained.

The intervention largely followed the one manualized in the original Well Elderly study
(Clark et al., 1997). Intervention in the Well Elderly II study (Jackson et al., 2009) consisted
of small group and individual sessions led by a licensed occupational therapist. Typically,
each group had six to eight members, all recruited from the same site and treated by the
same intervener. Monthly community outings were scheduled to facilitate direct experience
with intervention content such as the use of public transportation. Due to the overt nature of
lifestyle programs, neither the therapists nor the treated participants were blind to the
intervention. However, the interveners and participants were blind to the study design and
hypotheses. Key elements of intervention were: Identification and implementation of
feasible and sustainable activity-relevant changes, development of plans to overcome
mundane obstacles to enacting activity-relevant changes (e.g., bodily aches or transportation
limitations), and participation in selected activities; rehearsal and repetition of changes to
everyday routine. Therapists completed 40h of training to standardize provision of the
Lifestyle Redesign protocol in accord with manualized specifications. Therapists
participated in weekly or biweekly meetings with the on-site project director and manager to
ensure intervention fidelity and quality control. Weekly 2h small group sessions were used,
led by a licensed occupational therapist. Included were didactic presentations, peer
exchange, direct experience (participation in activities) and personal exploration (application
of content to self). There were up to 10 individual one h sessions with an occupational
therapist in homes or community settings.

Assessment
Testing sessions typically occurred in groups of 4 to 29 elders and took place in recreation
or meeting rooms at the study sites. The Center for Epidemiologic Studies Depressive Scale
(CESD) was used to measure depressive symptoms. The CESD (Radloff, 1977) is sensitive
to change in depressive status over time and has been successfully used to assess ethnically
diverse older people (Lewinsohn et al., 1988; Foley et al., 2002). Physical health was
assessed with the Physical Component Summary (PCS) scores from Version 2 of the Short
Form-36 (SF-36v2) Item Health Survey (Ware, Kosinski and Dewey, 2000). The SF-36 is a
well validated instrument for measuring health-related quality of life in a wide array of
populations, including older adults (Hayes, Morries, Wolfe and Morgan, 1995). Reliability
estimates using both internal consistency and test-retest methods for the PCS and the MCS
have usually exceeded .90 (Ware et al, 2000).
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Before and six months following the intervention, participants were asked to provide, within
1 week, four saliva samples over the course of a single day, to be obtained on rising, 30 min
after rising, but before taking anything by mouth, before lunch, and before dinner. The
participants were told to complete all samples on the same day and record the time of day
for each sample. Regarding the second saliva sample, before intervention, 94% were
obtained within 45 min or less of the first sample. After intervention this proportion was
95%. The proportion recording a time of exactly 30 min was 72% and 78% before and after
intervention, respectively. Samples were assayed for cortisol using a highly sensitive
enzyme immunoassay without modifications to the manufacturers recommended protocol
(Salimetrics, State College, LLC). The test uses 25ul test volume, ranges in sensitivity from .
007 to 3.0 ug/dl, and has average intra- and inter-assay coefficients of variation of 4.13%
and 8.89%, respectively. After each collection, samples were immediately placed by the
participants in their home freezers.

Data analysis and statistics
All analyses were performed with the software R (R Development Core Team, 2013) in
conjunction with functions contained in the R package WRS (Wilcox Robust Statistics).

As will be seen, the data in the present study are skewed with outliers suggesting that
conventional methods for comparing means might have relatively low power and poor
control over the Type I error probability. (e.g., Staudte and Sheather, 1990; Marrona et al.,
2006; He et al., 1990; Heritier et al., 2007; Huber and Ronchetti, 2009; Wilcox, 2012a).
Indeed, even a single outlier might result in poor power as illustrated, for example, in
Wilcox (2012a, p. 322). Concerns about relatively low power remain even when
distributions appear to be approximately normal. To provide a rough indication of why
outliers are a concern, recall from basic principles that when comparing means, power is
determined in part by both the standard deviation and the sample size. More precisely,
power is determined by the standard error of the mean, which is the standard deviation
divided by the square root of the sample size. Even a single outlier can inflate that standard
deviation resulting in relatively low power.

One strategy for dealing with outliers is to use improved methods for comparing medians.
Here, the median cortisol levels were compared using a percentile bootstrap method that
deals effectively with tied (duplicated) values. (For summaries of bootstrap methods, see
Efron and Tibshirani, 1993; Chernick, 1999; Davison and Hinkley, 1997; Hall and Hall,
1995; Lunneborg, 2000; Mooney and Duval, 1993; Shao and Tu, 1995.) The precise details
of the bootstrap method used here, as well as an R function for applying it, are described in
Wilcox (2012b, sections 5.9.11 and 5.9.12.) The method is nonparametric, meaning that it
makes no assumptions about the distributions when comparing, for example, cortisol levels
upon awakening and shortly after. They do, however, assume that the data are a
representative sample of the population under study. To provide a rough indication of the
strategy, consider the goal of comparing median cortisol levels at times 1 and 2 based on n
individuals. A bootstrap sample is obtained by randomly sampling, with replacement, n
individuals from the observed data and noting whether the resulting median at time 1 is less
than the median at time 2. This process is repeated many times (2000 times here) and the
proportion of times the median at time 1 is less than the median at time 2 is noted. This
proportion can then be used to compute a p-value based on general theoretical results in Liu
and Singh (1993).

Classic nonparametric (rank-based) methods are sometimes suggested for comparing
medians. There are exceptions, but under general conditions, nonparametric methods do not
compare medians (e.g., Fung, 1980; Hettmansperger and McKean, 2011; Brunner, et al.,
2002). Also, there have been important improvements related to classic nonparametric
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methods (e.g., Cliff, 1996; Brunner, et al., 2002; Wilcox, 2012b), but the details go beyond
the scope of this paper.

The simple strategy of transforming the data can be effective in some situations. But under
general conditions it is relatively ineffective, in terms of power, when comparing means
(e.g., Doksum and Wong, 1983; Rasmussen, 1989; Wilcox, 2012a). For example, taking
logs, typically outliers remain and distributions are still skewed, which proved to be the case
for the data at hand. In practical terms, even when data are transformed, it can be
advantageous to use more modern methods that are less sensitive to outliers and deal more
effectively with skewed distributions. For additional concerns about classic methods for
comparing means when distributions are skewed or when distributions differ in shape, see
for example Pratt (1964), Westfall and Young (1993) and Wilcox (2012a).

When using least squares regression, again outliers can wreak havoc on power and they can
result in a highly misleading summary of the association among the bulk of the points. Here,
outliers among the dependent variable were addressed using the estimator derived by Theil
(1950) and Sen (1964). The resulting regression equation is designed to predict the median
value of the dependent variable, rather than the mean, given some value for the independent
variable. A criticism of this estimator is that tied (duplicated) values among the dependent
variable can negatively impact power. This concern can be addressed using a simple
modification of the Theil–Sen estimator (via the R function tshdreg), details of which can be
found in Wilcox and Clark (in press). Hypothesis testing was done via the R function regci,
which uses a percentile bootstrap method. As is the case when dealing with means, simply
discarding outliers among the dependent variable and applying least squares regression to
the remaining data generally yields poor control over the probability of a Type I error. The
resulting estimate of the standard error is incorrect regardless of how large the sample size
might be. As for the independent variable, theory allows one to remove outliers. This was
done here using an outlier detection method (the so-called MAD-median rule) that has been
studied extensively in the statistics literature (e.g., Rousseeuw and Leroy, 1987; Wilcox,
2012b, section 3.13.4). This literature also explain and illustrate why outlier detection
techniques, based on the mean and variance, are highly unsatisfactory. Briefly, outliers can
be missed due to the inordinate influence they have on the sample variance.

The usual linear model assumes the regression line is straight, but modern methods make it
clear that often this assumption is unsatisfactory. Moreover, the more obvious parametric
methods for dealing with curvature can be unsatisfactory relative to more recently derived
techniques. For a summary of the many details and various methods for dealing with
curvature, often called smoothers or nonparametric regression estimators, see for example
Härdle (1990), Efromovich (1999), Eubank (1999), Fox (2001) and Györfi, et al. (2002).
The method used here is generally known as LOESS and was derived by Cleveland and
Devlin (1988). LOESS provides some protection against outliers, but it is possible for
outliers to negatively impact this method. As a check on this possibility, an initial fit was
obtained using a running interval smoother (e.g., Wilcox, 2012b, section 11.5.4), which was
then smoothed again using LOESS. (The R function rplot was used).

The familywise error rate (the probability of one or more Type I errors) was set at .05 and
controlled using the method derived by Rom (1990), which improves on the Bonferroni
method.

To add perspective, a portion of the analyses are based on the sign test. The particular
variation used is based on results in Pratt (1968).
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RESULTS
We begin by summarizing results based on robust methods. Then we contrast these results
with those obtained via more conventional techniques.

First consider cortisol prior to intervention. Evidence of skewness and outliers is provided
by the four boxplots in Figure 1,which shows the cortisol measures at times 1-4. The number
of outliers at the four times are 34, 37, 48 and 51, respectively. Taking logs, the number of
outliers is 26, 25, 39 and 47. Boxplots after intervention are very similar to those in Figure 1.
Figure 2 shows the medians prior to intervention with the bars indicating a distribution-free .
95 confidence interval. That is, the confidence intervals assume random sampling only. No
assumption about the distributions is needed. (The R function ebarplot.med was used.)

All pairwise comparisons of the marginal medians are significant both before and after
intervention. That is, the pattern of the (marginal) medians is consistent with past studies
based on means: the medians initially increase and then decline during the remainder of the
day.

Regarding times 1 and 2, a possible criticism of the results just described is that it includes
individuals who took the second sample up to 60 minutes after awakening. Repeating the
analysis using only those individuals who report exact compliance (the recorded time for the
second saliva sample is exactly 30 minutes after awakening), again a significant difference
is found both before intervention (p = .04) and after (p < .001).

The results using the entire sample do not necessarily mean that for the typical individual,
cortisol increases shortly after awakening. Prior to intervention, the probability that cortisol
increases shortly after awakening is estimated to be .527, which does not differ significantly
from .5 (p = .3). After intervention, the estimate is .58, which differs significantly from .5 (p
= .013). Using exact compliance data only, prior to intervention, the estimate before
intervention is .51 (p = .72) and after intervention it is .64 (p < .001).

No significant difference between CAR prior to intervention and after intervention was
found based on medians. Also, the probability that CAR increases after intervention was
estimated to be .486, which does not differ significantly from .5 (p = .73).

Cortisol levels among ethnic groups were compared and no significant differences were
found when using means or medians. This remained the case after intervention.

Prior to intervention, no association was found between CAR and CESD. However, after
intervention, a smoother suggests that there is curvature as indicated in Figure 3. (Five CAR
values greater than .5 were flagged as outliers and are not shown in Figure 3.) A test of the
hypothesis that the regression line is straight was significant (p < .001). Note that there
appears to be a distinct bend close to where CAR is equal to zero. For CAR greater than
zero, a positive association is found (p = .038). But for CAR less than zero, no association is
found. That is, the more cortisol tends to decrease immediately after awakening, the higher
the predicted level of depressive symptoms. But when cortisol tends to increase after
awakening, the amount it increases has little or no association with the predicted level of
depressive symptoms.

Figure 4 shows an estimate of the regression line for predicting SF-36 after intervention.
Prior to intervention, no association was found. Consistent with CESD, the plot suggests that
there is little or no association when cortisol increases after awakening. But there appears to
be a distinct bend close to where CAR is equal to −.1. Using only the data for which the
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CAR is greater than −.1, with outliers among the CAR values removed, the slope differs
significantly from zero (p = .003).

Results Using More Conventional Methods
To underscore the practical importance of more modern methods aimed at dealing with
skewed distributions and outliers, analyses using more conventional methods are reported
and discussed. First consider the diurnal patterns prior to intervention. Based on means,
awakening cortisol levels do not differ significantly from levels shortly after awakening (p
= .73), in contrast to p = .049 when comparing medians. Comparing times 3 and 4, again a
nonsignificant result is obtained using means (p = .96). Comparing medians, p < .001. If the
analysis is limited to exact compliance, again the means are not significantly different at
times 1 and 2 (p = .51), which is consistent with results based on the median.

There are two features of the data that explain why comparing medians can yield
substantially different results in some situations. Prior to intervention, the standard error of
the sample means, corresponding to the four times used here, are 0.027, 0.027, 0.031 and
0.051, respectively. In contrast the standard errors of the medians are 0.015, 0.015, 0.006
and 0.005, which are substantially smaller, particularly at times 3 and 4. (The standard error
of the median refers to the standard deviation of the median over many studies.) The other
feature that impacts power is that when distributions are skewed, comparing means is not the
same as comparing medians. For example, the difference between the means at times 1 and
2 is −0.008 while the difference between the medians is −0.068.

Note that the mean can poorly reflect the typical value, roughly because it is sensitive to
outliers. In contrast, the median is highly insensitive to outliers because it trims all but the
middle one or two values. Also, the median is arguably a better reflection of the typical
value because half of all values are less than the median. That is, the median tends to be
closer to the bulk of the values when a distribution is skewed. Here, prior to intervention, the
proportion of values less than the mean is equal to .68, .68, .77 and .84 at times 1-4,
respectively. So, if the goal is to characterize the typical value, the mean performs poorly,
particularly at time 4. Taking logs reduces this problem somewhat. For example, at time 4,
the proportion drops from .84 to .78. The standard error is now .014, nearly three times
larger than the standard error of the median. After intervention, the proportion of values less
than the mean is .67, .74, .82 and .76.

Consistent with results based on medians, the CAR prior to intervention did not differ
significantly from the CAR after intervention based on means.

Now consider the association between the CAR and CESD. Consistent with results based on
the Theil–Sen estimator, least squares regression finds no association before intervention.
This remains the case even after removing outliers among the CAR values. Regarding the
data after intervention, first it is noted that if a CAR value is declared an outlier when it is
two standard deviations from the mean, only one positive value is declared an outlier: 2.01.
In contrast, a boxplot finds five outliers greater than zero, namely the values greater than or
equal .75. The discrepancy is due to the sensitivity of the standard deviation to outliers. That
is, outliers inflate the standard deviation causing them to be missed.

Consider again the positive CAR values in Figure 3. The least squares slope does not differ
significantly from zero (p = .22). Ignoring the outliers among the CAR values (CAR values
greater than or equal to .75), again a nonsignificant result is obtained (p = .095). To provide
some sense of why this result differs from using the Theil–Sen estimator, which yields p = .
038, note that least squares regression cannot deal with outliers among the dependent
variable. Simply removing them results in an incorrect estimate of the standard error and
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poor control over the Type I error probability regardless of how large the sample size might
be. In contrast, the Theil–Sen estimator, coupled with the hypothesis testing method used
here, deals with outliers among the dependent variable in a technically sound manner. The
least squares estimate of the slope, after removing outliers among the independent variable,
is 15.7. The Theil–Sen estimate is 21.3.

Consider again the association between SF-36 and the CAR. As previously noted, an
association was found using the Theil–Sen estimator when focusing only on the data for
which the CAR is greater than −.1. If least squares regression is applied instead, no
association is found (p = .098).

DISCUSSION
In summary, the present study found that despite having skewed distributions with outliers,
the diurnal pattern of cortisol, based on medians at times 1-4, is similar to past studies. This
is in contrast to an analysis based on means. That is, had the analysis been performed on
means only, the results would not be consistent with past studies. Moreover, closer
examination suggests that a more nuanced understanding of diurnal patterns is needed, at
least for the population studied here. The results based on medians or means do not
necessarily reflect the probability that cortisol increases shortly after awakening. Prior to
intervention, this probability did not differ significantly from .5, as might be expected. Also,
the distribution of the CAR did not differ significantly from a symmetric distribution. That
is, for the typical participant prior to intervention, an increase in cortisol shortly after
awakening was not found to be more or less prominent than a decrease. But after
intervention, the probability that cortisol increases shortly after awakening was found to be
significantly greater than .5.

Because the CAR is known to be associated with various forms of stress, there was some
expectation that prior to intervention, there would be an association with CESD. But no
association between the CAR and CESD was found even when using robust methods.

The more important result here is that after intervention, an association was found based on
improved techniques for dealing with violations of standard assumptions. In contrast, if
more conventional methods are used, no association is found despite the reasonably large
sample size. The results based on robust methods indicate that if cortisol increases shortly
after awakening, depressive symptoms tend to be relatively low, but otherwise there is little
or no association. That is, in terms of depressive symptoms, there is little or no difference
between individuals with a small increase in their cortisol levels compared to those with a
large increase. However, when cortisol decreases, the larger the decrease, the higher is the
typical level of depressive symptoms. A similar result was obtained based on a measure of
physical well-being. After intervention, SF-36 measures tend to be lower when cortisol
decreases after awakening. The reason for finding an association only after intervention is
unclear. The CAR, for example, was not found to change significantly after intervention.

Regarding cortisol, the presence of outliers found here is consistent with other recent papers
(e.g., Joergensen, 2011; Looser et al. 2010; Seltzer et al., 2010; Zilioli and Watson, 2013).
Using a boxplot, Zilioli and Watson (2013) report that 6.7% of their data were flagged as
outliers. These results provide supporting evidence that something other than the mean
might provide higher power when studying individual differences in salivary analyte data. It
is stressed that the mere presence of outliers does not necessarily mean that conventional
methods will have relatively low power. Nor does it necessarily mean that more modern
methods for dealing with non-normality will have substantially higher power. But to assume
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that power will be reasonably high based on conventional techniques is not supported by
extant publications.

Because the median trims all but one or two values, standard training might suggest that it
could not possibly have more power (a smaller standard error) than a method based on
means. However, it has been known for over two centuries that the median can indeed have
a much smaller standard error. The details go beyond the scope of this paper, but a relatively
non-technical explanation can be found in Wilcox (2012a).

Observe that the median belongs to the family of trimmed means: the median trims all but
one or two values. Despite this, the median performs well, in terms of power, when the
number of outliers tends to be relatively high. But a possibility is that for the typical
situation when dealing with cortisol and other biomarkers, less trimming might provide
better power. That is, some compromise between no trimming (the mean) and the maximum
amount of trimming (the median) might be better for general use. The issue of how much to
trim has been studied extensively in the statistics literature. A common recommendation is
20%. Technically sound inferential methods, based on a 20% trimmed mean, have been
derived and have both theoretical and practical advantages compared to methods based on
means (e.g., Wilcox, 2012a, 2012b). Using a 20% trimmed mean when analyzing the diurnal
patterns considered here, the results mirror those obtained using medians. When comparing
cortisol levels at times 1 and 2 the p-values and standard errors are smaller than the values
based on medians. At times 3 and 4, the standard errors are virtually identical. Another
possibility is to use a Winsorized mean as was done by Seltzer et al. (2010) in their analysis
of cortisol data.

There are practical reasons for considering robust regression methods beyond what is
indicated here. For a recent non-technical overview, plus more a more comprehensive
summary of why violations of assumptions can result in poor power, see Wilcox et al.
(2013).

The results reported here suggest that understanding the role of salivary analtyes might
require multiple perspectives that can now be achieved with recently developed statistical
techniques. Here, for example, several techniques were used to better understand the
association between the CAR and CESD: smoothers, modern outliers detection techniques,
and regression methods that deal with outliers among the dependent variable. Even when
focusing on diurnal patterns, different perspectives can make a practical difference. The
extent this is the case, when dealing with other biomarkers, measures of psychological stress
and other populations of individuals, remains to be determined.

Anecdotal reports suggest that individual differences in salivary cortisol data are the norm
rather than the exception. Our analyses of the Well Elderly II cortisol data suggest that
employing modern statistical techniques for dealing with skewness, curvature, and outliers is
superior to traditional techniques that assume normality, homoscedasticity, or that simple
transformations of data necessarily deal effectively with violations of standard assumptions.
To the best of our knowledge, this is the first study to address this important knowledge gap.
The findings raise the possibility that the literature on salivary cortisol, which typically
employs traditional statistical techniques, may have underestimated relationships between
salivary cortisol and social, behavioral, and health-related variables. The use of modern
statistical techniques in the next generation of studies, as well as in the re-analysis of
existing data sets, seems well worthwhile.
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Highlights

Modern robust statistical methods for analyzing psychobiological data are studied
Violations of standard assumptions can result in poor power using standard strategies
Improved methods for dealing with curvature make a practical difference Highly
nonsignificant results can become significant using modern methods Diurnal patterns for
cortisol were similar to past studies based on medians but not means. Cortisol
associations with depressive symptoms and perceived health are described
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Figure 1.
Boxplots of the cortisol data at Times 1, 2, 3 and 4
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Figure 2.
Medians at times 1, 2, 3 and 4
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Figure 3.
Regression line for predicting CESD with CAR after intervention
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Figure 4.
Regression line for predicting SF36 with CAR after intervention
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Table 1

Demographic Variables at Baseline (n=460)}

Treatment (n=232) Control (n=228) Total (n=460)

Sex

  Male 70 (30.2%) 87 (38.2%) 157 (34.1%)

  Female 162 (69.8%) 141 (61.8%) 303 (65.9%)

Age (Years)a 75 (7.8) 75 (7.6) 75 (7.7)

 60-64 24 (10.3%) 23 (10.1%) 47 (10.2%)

 65-69 40 (17.2%) 39 (17.1%) 79 (17.2%)

 70-74 50 (21.6%) 44 (19.3%) 94 (20.4%)

 75-79 45 (19.4%) 59 (25.9%) 104 (22.6%)

 80-85 51 (22.0%) 38 (16.7%) 89 (19.4%)

 85+ 22 (9.5%) 25 (11.0%) 47 (10.2%)

Race

 White 85 (36.6%) 87 (38.2%) 172 (37.4%)

 Black/African American

78 (33.6%) 71 (31.1%) 149 (32.4%)

 Hispanic or Latino

49 (21.1%) 43 (18.9%) 92 (20.0%)

 Asian 10 (4.3%) 8 (3.5%) 18 (3.9%)

 Other 10 (4.3%) 19 (8.3%) 29 (6.3%)

Education

 < high school 72 (31.0%) 64 (28.1%) 136 (29.6%)

 High school 45 (19.4%) 44 (19.3%) 89 (19.4%)

 Some college technical school

77 (33.2%) 81 (35.5%) 158 (34.4%)

 Four years of college or more

38 (16.4%) 39 (17.1%) 77 (16.7%)

Annual Incomeb

 0- $11,999 123 (53.7%) 117 (53.2%) 240 (53.5%)

 $12,000− $23,999 51 (22.3%) 56 (25.5%) 107 (23.8%)

 $24,000− $35,999 25 (10.9%) 24 (10.9%) 49 (10.9%)

 $36,000+ 30 (13.1%) 23 (10.4%) 53 (11.8%)

a
Mean(SD)

b
Income: 11 refused (3 in the Treatment group, 8 in the Control group)
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