UCLA

UCLA Electronic Theses and Dissertations

Title
Stochastic Model of Qudit Measurement for Superconducting Quantum Information
Processing

Permalink
https://escholarship.org/uc/item/72z9m1t7|

Author
Yu, Kangdi

Publication Date
2023

Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Diqital Library

University of California


https://escholarship.org/uc/item/72z9m1t7
https://escholarship.org
http://www.cdlib.org/

UNIVERSITY OF CALIFORNIA

Los Angeles

Stochastic Model of Qudit Measurement

for Superconducting Quantum Information Processing

A thesis submitted in partial satisfaction
of the requirements for the degree

Master of Science in Electrical and Computer Engineering

by

Kangdi Yu

2023



© Copyright by
Kangdi Yu

2023



ABSTRACT OF THE THESIS

Stochastic Model of Qudit Measurement

for Superconducting Quantum Information Processing

by

Kangdi Yu
Master of Science in Electrical and Computer Engineering

University of California, Los Angeles, 2023

Professor Chee Wei Wong, Chair

The field of superconducting quantum computing, based on Josephson junctions, has re-
cently seen remarkable strides in scaling the number of logical qubits. In particular, the
fidelity of one- and two-qubit gates have reached the breakeven point with the novel er-
ror mitigation and correction methods. Parallel to these advances is the effort to expand
the Hilbert space within a single device by employing high-dimensional qubits, otherwise
known as qudits. Research has demonstrated the possibility of driving higher-order tran-
sitions in a transmon or designing innovative multimode superconducting circuits, termed
multimons. These advances can significantly expand the computational basis while simpli-
fying the interconnects in a large-scale quantum processor. This thesis provides a detailed
introduction to the superconducting qudit and demonstrates a comprehensive analysis of
decoherence in an artificial atom with more than two levels using Lindblad master equations
and stochastic master equations (SMEs). After extending the theory of the design, control,
and readout of a conventional superconducting qubit to that of a qudit, the thesis focus on
modeling the dispersive measurement of a transmon qutrit in an open quantum system using

ii



quadrature detections. Under the Makov assumption, master equations with different levels
of abstraction are proposed and solved; in addition, both the ensemble-averaged and the
quantum-jump approach of decoherence analysis are presented and compared analytically
and numerically. The thesis ends with a series of experimental results on a transmon-type

qutrit, verifying the validity of the stochastic model.
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CHAPTER 1

Introduction

1.1 Quantum Information Processing and the Necessity of High-

Dimensional Computational Space

Advances in quantum processors using superconducting Josephson junctions have showcased
their advantages over traditional supercomputers in certain tasks [AAB19, KMT17]|. These
processors, though lacking fault tolerance, have already proven their worth as quantum
simulators for multi-particle physical systems in chemistry [QCA20]. However, their current
implementation relies on fixed sets of one- and two-qubit gates, similar to CMOS VLSI
design methodology. While this approach allows for easy scalability in CMOS technology,
it presents challenges in the quantum realm due to the large size of qubit cavities and
error propagation. To overcome these limitations, higher-dimensional artificial atoms (also
known as qudits) have brought much attention since they enable a significant increase in

computational space [CCS21, NAB09, RKC17]| within the same footprint.

For a concrete comparison, consider the Toffoli gate (also known as the controlled-
controlled-not or CCNOT gate), which plays a vital role in various quantum algorithms and
forms a universal gate set when combined with the Hadamard gate. However, constructing
a Toffoli gate using only one- and two-qubit gate sets requires 16 gates [NC10]. This ineffi-
ciency is, of course, a result of the limited utilization of higher energy levels in an artificial
atom. In contrast, one can construct the same Toffoli gate by utilizing only 2 two-qubit
gates but with 1 three-level system (also known as a qutrit), leading to significant resource

savings as we scale up towards universal quantum computing.

This thesis is one step toward the understanding of quantum computation using super-
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conducting qudit. Of fundamental importance in the current framework of superconducting
quantum computation are the transmon qubits [KYGO07]. Though being used as a qubit
widely, a transmon is an anharmonic oscillator with unequally spaced energy levels that
enable the control and detection of higher-order excitations. Hence, the superconducting
platform can be rapidly modified to include the usage of qudits. The goal of this thesis is
to establish a mathematical framework for the state detection of a superconducting qudit

by extending some of the known results about measuring a transmon-type qubit.

1.2 Superconducting Quantum Computation

As a part of the introductory chapter, we briefly go over the experimental setup for supercon-
ducting quantum information processing. Shown in Figure 1.1 is the schematic of a typical
setup for controlling and measuring superconducting transmon qudits hosted by a readout
resonator. In general, the full experiment consists of two parts — the room-temperature

electronics and the dilution fridge.

The dilution fridge (DF) operates at cryogenic temperatures below 20 mK at the mixing-
chamber stage. Its purpose is to minimize thermal excitation in the quantum processor and
create a pristine environment for executing quantum algorithms. Microwave control and
readout signals from the room-temperature classical electronics enter the DF and undergo
approximately 60 dB attenuation to suppress thermal photons before reaching the resonator
and the qudit. The readout resonator can be configured for transmission- or reflection-mode
readout. In either case, the readout signal coming out of the resonator propagates through
multiple stages of amplification and filtering and is ultimately digitized by the analog-to-

digital converter (ADC) at room temperature.

To generate microwave signals, the output of an arbitrary waveform generator (AWG)
is mixed with a local oscillator (LO). The AWG output acts as a “gate” signal, enabling
precise control of the pulse duration in the mixed signal. Additionally, the AWG, typically
operating at a sampling rate above 1 GHz, provides versatile control over the microwave
pulse envelope. On the receiver side, the readout signal coming out of the DF is demodulated

2



by the same LO used for modulating the input to the DF. This synchronized modulation-
demodulation scheme establishes a phase relationship between the input and output readout
signals, facilitating the retrieval of information regarding the phase change resulting from

the resonator interaction within the DF.

In a more abstract representation, quantum control and measurement can be depicted
as a circuit diagram, as shown in Figure 1.2. The coaxial cables connecting the DF and
the room-temperature electronics are modeled as transmission lines. The figure illustrates a
readout in reflection mode, but for transmission measurements, additional transmission line
sections can be included. The couplings between the qudit and the resonator, as well as the
resonator and the cable, are represented by capacitors Cy and Cy, respectively. However,
it is important to note that the quantum system is inevitably affected by its surrounding
environment, leading to the decoherence of quantum states. These effects are depicted by
the coupling of the qudit and the resonator to the bath. Each aspect of the circuit diagram

will be covered in the main chapters of the thesis.

1.3 Overview of the Thesis

The thesis is organized as follows. Chapter 2 offers a concise overview of field quantization,
highlighting various properties of a quantized field. These properties play a crucial role
in the interaction with the quantum processor. In Chapter 3, we explore the interaction
between qudits and the electromagnetic field comprehensively. We introduce quantum gates
and delve into the concept of dispersive coupling, which facilitates the readout of qudit
states. Chapter 4 focuses on the realization and modeling of superconducting qudits. We
examine the multi-level nature of a transmon qudit and provide an analysis of a general
Josephson network, also referred to as a multimon. Moving into the realm of open quantum
systems, Chapter 5 showcases practical methods for controlling and detecting quantum
systems. We introduce the quantum Langevin equations and master equations, enabling
us to quantitatively evaluate the effectiveness of control and readout. Lastly, the thesis

concludes with a discussion of the stochastic master equation. This equation serves as a
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valuable tool for modeling the probabilistic nature of dispersive readout, offering insights

into the quantification of measurement outcomes.



CHAPTER 2

The Quantum Description of Light

2.1 The Classical Description of Light-Matter Interaction

2.1.1 Equations of Motion

In classical electrodynamics, the four Mazwell’s equations (with the additional boundary

conditions) provide a full description of the dynamics of the electric E(r,t) and magnetic

fields B(r,t) given that the sources p(r,t) and J(r,t) are also specified:

vV - E(I‘,t) _ p(rat)’
€0
V-B(r,t) =0,
V x E(r,t) = —QB(I‘ t)
9 - 8t 9 9

V x B(r ) — ——J(r,1) + 0—12%13(1«@.

€0C2

From Eq.(2.1) and (2.4), we can derive the continuity equation

o t) + V- 3(x,) = 0,

which is a manifestation of the conservation of charges.

(2.5)

The dynamics can also be formulated in terms of the vector potential A(r,t) and scalar

potential U(r,t) defined via

B(r,t) =V x A(r, 1),

E(r,t) = —%A(r,t) — VU(r,t).

(2.6)



Consequently, Maxwell’s equations can be rewritten compactly as

AU = 200 g O ag (2.7)

€0 ot
OA(r 1) = ——300,) =V |V A ) + 2 20w, 0) (2.8)
o T g2 " o TR ’

where O = (1/¢?)0? — A is the d’Alembert operator. However, it turns out the potentials
are not uniquely defined. Consider any scalar function F(r,t¢) (called the gauge function),

E and B are invariant under the following transformation

A'(r,t) = A(r,t) + VF(r,t), (2.9)
Ulr,t) =Ulr,t) — %F(r,t). (2.10)

This means the vector and scalar potentials are unique up to some choice of the gauge,
which leads to the question of whether vector and scalar potentials are the fundamental
description of the field or merely some mathematical tools for calculating the electric and
magnetic fields. Nevertheless, thanks to the discovery of the Aharanov-Bohm effect, we now

know that the potentials are more fundamental than the fields.

So far, we have ignored the dynamics of the charged particles (i.e., the position r, (%)
and velocity v, (t) = 1,(t) for particle ), which obviously affect the fields via Maxwell’s
equations'. However, the interaction is not one-way and the “backaction” of the field on

the sources is governed by the Newton-Lorentz equations

%%m@:%@m@@+%@x3m@@] (2.13)

for each particle o with mass m, and charge ¢,?. Maxwell’s equations combined with the

'Mathematically, we can model the charge and current distribution by

p(r,t) = qad@fr —ra(t)], (2.11)

I, ) =D qavat)dP[r —ra(t)]. (2.12)

It’s then clear that p and J are functions of the particle degrees of freedom only. This point will be important
when we separate the longitudinal and transverse components of the field.

2The parameter r in Maxwell’s equations is not a dynamical variable like r,(¢). In the Newton-Lorentz
equations, E and B are evaluated at r = r,(t) to specify a local force acting on the particles. We should
think of the fields as a collection of infinitely many dynamical variables indexed by a continuous label r,
just like r, is indexed by «.



Newton-Lorentz equations give the classical theory of light-matter interaction. However,
not all the variables in the current description are independent, and the goal of the next
subsection is to perform a cleverly chosen reduction of Maxwell’s equations to filter out the

truly independent degrees of freedom.

2.1.2 Transverse and Longitudinal Fields

It’s a well-known fact that electromagnetic waves can travel in the absence of any source
or medium. Mathematically, this means Eq.(2.1)-(2.4) or Eq.(2.7)-(2.8) admit non-trivial
solutions even when the sources are set to zero, which suggests that the electromagnetic
fields can be divided into two parts — (1) fields that are “attached” to the sources and (2)

fields that propagate in space.

A rigorous derivation of the above conjecture relies on Helmholtz theorem, the funda-
mental theorem of vector calculus, which states that any vector field F(r) can be decomposed

into a curl-free term F||(r) and a divergence-free term F | (r) through the formula

1 F(r') 1 F(r)
Fir)=-V |-V [ &% —2|+V —V /d3 . 2.14
e R R PR R R 214)
curl—age F divergenzer—free F

In the spatial Fourier domain (also known as k-space, where the variable is the wavevectors
k), this statement is equivalent to the fact that a field can be written as a sum of the

transverse and longitudinal components®
Z (k) =Z(k) + Z.(k), (2.17)

where k x Z| (k) = 0 and k- Z | (k) = 0 for all k. In other words, Z||, the Fourier transform

of F\|, is always parallel to k while Z |, the Fourier transform of F |, is perpendicular to k.

3We use a script letter to denote the three-dimensional spatial Fourier transform of a vector field

Z(k,t) = (%Tl):,)m/d?’rF(r,t)e_ik'r, (2.15)
F(r,t) = (2771)3/2/d3k9'(k,t)eik'r. (2.16)

For a list of useful identities related to the Fourier transforms, see Appendix A.
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Real space k-space
Observables E,B,UA,p,J E B, U, d, 0,5
Conjugate
e.g.,, Ej (r,t) is real e.g., &1 (=k,t) = &1 (k,t)
symmetry
k
V- E(r,t) = plr,?) ik-&(k,t) = elk,t)
€0 €0
Maxwell’s V- B(r,t)=0 ik- B(k,t)=0
equations 5 8
(fields) V x E(r,t) = —EB(I‘, t) ik x &(k,t) = —a%(k, t)
1 10 1 10
V xB(r,t) = ——J(r,t) + — —E(r,¢ ik x Bk,t) = —— #(k,t) + — —&(k,t
X B(r0) = — (00 + 5 5B ilox B t) = — f(.0) + 5 2. 6(0)
Continuity 0 1o}
—p(r,t) +V-J(r,t) =0 —olk,t)+ik- #(k,t) =0
equation ot ot
B(r,t) =V x A(r,t) Bk, t) =ik x o (k,t)
0 1o} .
E(r,t) = —&A(r,t) — VU(r,t) E(k,t) = faud(k, t) — ik% (k,t)
Continuity
; k
equation AU(r,t) = —M -V gA(r,t) 2% (k,t) = ol t) + ik - 2«127(1(, t)
. €0 ot €0 ot
(potentials)
OA(r, ) iéiﬂ(k t) + k%o (k, t)
K 82 at2 el e}
L gt -v|v-amy+ L 2umy L gk, t)— ik ik (0 0) + ~ L0
= > 5 - : ) 5 A, ) = ) —1 1K - ) 5 A, )
€pc? c2 ot 6002}! c2 ot
Al(r,t) = A(r,t) + VF(r,t) ' (k,t) = o (k,t) +ikF(k,t)
Gauge

invariance

U'(r,t) =U(r,t) — %F(r7 t)

' (k,t) = U (k,t) — %ff?(k, t)

Table 2.1: A summary of the equations in classical electrodynamics.



Table 2.1 summarizes the important equations in electrodynamics and their counterparts
in k-space. By going into k-space, spatial differentiation reduces into multiplication with ik,
making the analysis of the longitudinal and transverse fields much easier than that in real
space. As a result of such simplification, we can show (see Exercise 2.1) that the electric
field can be separated into a curl-free/longitudinal “Coulomb field”* [CDG89]

/dgm“l’tﬁ:_r, - Zqﬂ:—_::((tt))l?” (218

—1'|?  dme

EH (r7 t) = 47T€0

which only depends on the particle variable r,,, and a divergence-free/transverse field E | (r, t)
whose initial conditions must be separately specified to solve Maxwell’s equations. That is,
E, should not be treated as separate dynamical variables. Moreover, the magnetic field is
always transverse due to Eq.(2.2) (i.e., k- # = 0); hence, besides r,, and v,, we should look
for independent degrees of freedom only from the transverse electromagnetic field, i.e., the

field that detaches from the source and radiates.

2.1.3 Normal-Mode Expansion

To extract the true degrees of freedom of the radiating field, we first define the so-called

normal modes [CDG89)

a(k, ) — _ﬁ(/«;) 6, (k1) — cén x Bk, 1), (2.19)

where N (k) is some normalization factor to be chosen®. Then, it can be shown, by using

Maxwell’s equation in k-space, that

2a(k, t) = —icka(k,t) +

- (k. 1). (2.20)

i
2./\/’(]'1’})60jL
We call a(k, t) the normal modes since the solution to Eq.(2.20) in the absence of any source

J1 traces a circle in the complex plane with angular frequency w(k) = ck; that is,

a(k,t) = a(k)e Wkt (2.21)

4This is not exactly the Coulomb field in electrostatics since p is time-dependent. But the expression is
otherwise the same so we will call it a Coulomb field.

SWe denote the magnitude of k by k£ = |k| and the unit vector along k by &y = k/k.
10



which reminds us of the time evolution of a mechanical oscillator plotted in the phase space
(i.e., the position-momentum space). To be more precise, Eq.(2.21) actually represents two

oscillators since a is a vector orthogonal to k; in other words, for each k, we have

[\

a(k,t) =Y éx(k)ay(k)e “*, (2.22)

A=1
where €, (k) with A = 1,2 can be any two unit basis vectors orthogonal to k. The extra

label A\ used to index the two directions is called the polarization of the field.

Consequently, we can rewrite the total electromagnetic energy in terms of the normal

modes,
Hiu() = 5 [ d'r [[E@ 0] +EIB(r.0)
- o d3k|é”||(k,t)}2+%o/d3k 16, (k, £)2 + | Bk, )]
= Hy(t) + Ho (D), (2.23)
where

HH() 1 /dST/d?, /p( t)ﬂ(r/ t>, (2'24>

8mep r —r/|
Hi(t) /d‘gk Z IV (k) [a/\ (k,t)ax(k,t) + ax(k, t)as(k, t)]. (2.25)

On one hand, H;(t) belongs to the longitudinal field (i.e., the Coulomb potential) and is a
function of the particle’s degrees of freedom. For example, when we solve the energy levels of
a hydrogen atom, the Coulomb potential can be treated as a part of the atom’s Hamiltonian.
On the other hand, H, (¢) consists of infinitely many harmonic oscillators summed over the
wavevectors k and polarization \. In particular, if we choose® N'(k) = /hw(k)/2¢, the

transverse energy becomes

o ( /d3k Z [a)\ (k, )ax(k, t) + ax(k, t)a% (k, t)} (2.26)

6Despite the appearance of /i in A, there is nothing quantum-mechanical at this point. However, we
choose N such that the normal modes ay (k) will eventually become the annihilation operator for an oscillator
labeled by (k, A). As a result of imposing the canonical commutation relations, aa* in the integrand will be
turned into a*a with an extra 1/2, matching the Hamiltonian of a quantum harmonic oscillator.

11



Moreover, the transverse vector potential and the electric field can be treated as the “po-
sition” and “momentum” of each mode since they can be written as the real and imaginary

parts of the normal mode, respectively,

h
2eqw(k)

Eialk t) =iy h‘;;’“) [ax(k.1) — a3 (~k.0)]. (2.28)

Taking the inverse Fourier transform of Eq.(2.27) and (2.28) and summing over the two

) (k1) = [aA(k, £) + at (—k, t)], (2.27)

polarization for each k, one obtain

Ay (r,t) = /dgk ; (i]((:; ex(k) [ax(k, t)e™* +aj(k, t)e’ik'r],

E.(r,t) = / Pk > i (k)eak) [aA(k,t)eik"" —al(k, t)e‘ik“"], (2.29)

where &(k) = \/hw(k)/2e(27)3 is the zero-point fluctuation of the electric field (for a mode

with wavenumber k). The significance of &y(k) will be explored later.

At this point, we can heuristically argue that the electromagnetic fields are equivalent
to many independent harmonic oscillators indexed by k and A and we can simply apply the

theory of the quantum harmonic oscillator (QHO) to each of them.

Exercise 2.1. Use Gauss’s law to show that the transverse component of the electric
field is
ik o(k,t)

2.30
El (2.30)

&)k, 1) = éx [ék - &(k, t)} =

and thus its inverse Fourier transform is given by Eq.(2.18). In addition, use Eq.(2.30)

to derive the longitudinal energy H|, i.e., Eq.(2.24).

Exercise 2.2. Show that

&1 (k,t) = iN(k)[a(k,t) — a*(=k, 1)], (2.31)
Bk, 1) = Wc(k) e x a(k, 1) + & x a*(—k, 1)) . (2.32)

12



(Hint: &F(—k,t) = &L (k,t) and B*(—k,t) = B(k,t).) Then, use Eq.(2.31) and (2.32)

to derive the transverse energy, i.e., Eq.(2.25).

2.1.4 Lagrangian and Hamiltonian Formulations

Formally, the process of quantization should start with the definition of a Lagrangian, which,

in the case of classical electrodynamics, is given by
o 1 .12 3 | €o 2 1 2
£= 3 gl [ | QIR — 5B 430 AG) )0
1
= Smalial? + 3 / @ [[B@) = A BE)P] + Y [data - Alra) = U (ra)]. (233)

One can readily derive all the equations of motion (i.e., Maxwell’s equation and Newton-
Lorentz equations) by simply writing down all the Euler-Lagrange equations for this La-

grangian’.

With the Legendre transformation [Eva0l, GFS00], the Hamiltonian is found to be
[CDG89]
1 2
H = ; My ’pcx - qu(I‘a)| + 7‘[“ +Hy, (236)

where p, are the momenta conjugate to r,, and H; and H,, the longitudinal and transverse
energy, are given by Eq.(2.24) and (2.25). The analysis in the previous subsection gives a
heuristic justification of the Coulomb and radiating terms of the fields; nevertheless, one
can show rigorously [SJ67] that the reduced set of degrees of freedom identified in the last

subsection indeed is correct based on the Lagrangian and Hamiltonian formalism.

However, unlike the heuristic argument based on the QHO, here we can say more about
the combined system of particles and fields — namely, we can provide a formal description of

the interaction between particles and fields. In particular, all classical atom-light interaction

"The dynamical variables of the Lagrangian are r,, A(r), and U(r) and their associated velocities. The
electric and magnetic fields are derived quantities of A(r) and U(r):

E(r) = —A(r) — VU(r), (2.34)
B(r) =V x A(r). (2.35)

They do not participate in the definition of Lagrangian density directly.
13



can now be understood as a consequence of the coupling between p,, and A at position r, in
the quadratic term |p, — gaA(rq)|>. We are now ready to quantize the harmonic oscillators

and study Eq.(2.36) in the quantum mechanical setting.

Exercise 2.3. Define the Lagrangian density of the field to be
L(r 0 b0, A A DA UOU) = %0 ([E? — @B +J-A—pU, (2.37)

where the electric and magnetic fields and the charge and current densities are treated

as derived quantities of the generalized coordinates:

p(r,r,) Z ol (r —r,), (2.38)

(r,ro,Ty) anra(S( ) r—r,), (2.39)
Ei(A, A 0,A U U)=—A; — U, for i=umy,z, (2.40)
BZ»(A,A,&»A,U, 8ZU) = ZeijkﬁjAk, for = T, Yy,z. (241)

ik

(Note that r is not a dynamical variable but an index for integration.) Show that the

full Lagrangian can be rewritten as

L(rarta, A(r), A(r),U(r))

1 .
— ngah«aﬁ + / d*r 2 (1, o, ta, A(r), A(r), BiA(r), U(r), U (r)), (242)
and the momentum conjugate of A(r) is the electric field
ViZ = —¢E. (2.43)

Moreover, note that .# is independent of U, which is another hint that U, the longitu-

dinal part of the field, is not an independent degree of freedom.

14



2.2 Quantization of the Electromagnetic Field

2.2.1 Born—Von Karman Periodic Boundary Conditions

To avoid the computation of integrals over k, it is common to constrain the system to a

periodic box of size V = L3. By requiring, for instance,
E (r,t)=E,(r +¢&,L,1), (2.44)

the wavevector can only take discretized values along the x direction now:

2
k, = “'L" Vn, € Z. (2.45)

Applying the same periodic boundary condition to the three orthogonal directions, we can

transform any integral over k to a sum over the lattice

2mn, 2mn, 2mn,

k:(kx,kwkz):( 7 AL ) Vg, ny,n, € Z. (2.46)

To account for the volume occupied by each lattice point in the reciprocal space, we need a

scale factor so that the sum reproduces the integral as V' goes to infinity:

(%T)B; () /d3k S (2.47)

Note that we can always let V' go to infinity to reproduce the unbounded space, so the

artificial boundary conditions won’t change the physics.

Apply Eq.(2.47) to the transverse electric field, we obtain

E,(r,t) = (%”) YN m()—g:r))géA(k) [ak(k, t)elkr — ok (k, t)e kT (2.48)

w0
In addition, we redefine the discrete normal mode and electric field zero-point fluctuation

to absorb the extra constants

hwk
& =
0k 2€0V

and  ax(t) = (%”)3/2 ax(k, 1), (2.49)
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where, for clarity, the dependence on discrete variables is indicated by subscripts. In sum-

mary,
B (rt) = i6én [ak,A(t)eik'r - a;A(t)e*ik-r} , (2.50)
kA
iéao k A ik-r * —ik-r
B(I‘, t) = Z — ek X €K\ |:6Lk’)\(t)6 — ak7/\(t)€ }, (251)
o ©
@@ N ik-r * —ik-r
AL D) = 30 P o a0+ a1 ], (2.52)
k
k)
1 * *
Ho(t) =Y Sh [ak,/\(t)ak,A(t) + ak,A(t)ak)\(t)} . (2.53)
K\

2.2.2 Field Quantization

Mathematically speaking, quantizing the electromagnetic field boils down to a mapping of
the terminologies from the familiar QHO to each mode of oscillation in the field. In other

words, understanding the QHO is the key to appreciating a quantized field.

To begin with, recall that the ladder operator @ (or a') raises (or lowers) the Fock states
(the eigenstates of the number operator N = a'a) of the QHO. If we assign each excitation
of the ladder the meaning of a photon, then ay x(t) and a; ,(t), once promoted to quantum
operators, can be used to create and annihilate a photon in the mode (k, \), respectively.
Hence, we promote each mode amplitude ay » to an (anti-Hermitian) annihilation oper-
ator and replace its complex conjugate with the adjoint of the annihilation operator, i.e.,

the creation operator:

axx — &k,)\ (254)

A, — al, (2.55)

Since we have a sum of QHOs, the commutation relations must be modified to reflect all
the indices. We define the commutation relations between the annihilation and creation
operators to be

[dk,)\adL)\/} = Sl o1, (2.56)

where 1 is the identity operator (usually omitted for simplicity). The commutation relation
16



postulated above implies that operators acting on a single mode follow the usual commu-
tation relation of a QHO whereas operators associated with different modes commute with

one another?.

Note that we are in the Schrodinger picture where the operators are constant in time.
Adding the time evolution e™* to the mode amplitude in the classical treatment is similar
to moving to the Heisenberg picture (or the interaction picture). To see this in action,
consider the free space first (i.e., no sources and no longitudinal field). Since

[}L, am] =3 [abak,x, ak,A] = T, (2.58)
kA
by using the Baker—Campbell-Hausdorff formula, the annihilation operator in the Heisen-

berg picture is indeed given by
X A H ot —iH t).
ax\(t) = UT(t)ak,\U(t) = exp( = )ak,A exp< hl )ak,,\(t)
R it\ 1. it [~ [~ .
=agy + 5 [HL, ak,)\] + 7 H,, [HJ_7 ak,)\} 4.

. it . it .
= Qg \ + (g) (—hwk)ak7/\ —+ (%) (_hwk)Qak,)\ + ..

= Qg pe (2.59)

However, Eq.(2.59) is only true in the absence of any source?. Both in the classical and

quantum cases, the time evolution of the mode amplitude will be more complicated if the

field is coupled to a source'®.

8If we did not use the periodic boundary conditions, the commutator would have been

ax(k), al, (k’)] = 06) (k — K)o 1. (2.57)

91f we move to the interaction picture defined using Uy = exp(f iH 1t/ h) and treat the other part of
the full Hamiltonian as the interaction, the annihilation operator will only acquire a phase factor, which
demonstrates the advantage of using the interaction picture.

0The classical field driven by the current source is described by Eq.(2.20), and it’s straightforward to
show, for the quantized field, that

;e . . i ~
ax (1) = —iwpax (1) + —=———= 21 k(1) (2.60)
260hwk7>\
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Since ay  are now operators, the physical observables defined using the normal modes
are also operators now. For example, the transverse electric field and vector potential are

promoted to

BL(r) = Y idoréion (aac™ = af e ™), (2.63)
K\
A (gao k A ~ ik-r 1 —ikr
AJ_(I‘) = Z w—’ek)\ (CLk)\e + ak7/\e ) (264)
k
k,A

They are clearly Hermitian, satisfying the postulates of quantum mechanics. In addition,

the transverse energy now becomes
: 1 o .
HJ_ = Z §hwk (ak7/\ak7,\ + ak,,\ak7/\>, (265)
kA
which is also Hermitian as expected. Moreover, by applying the commutation relation of

ax x, we can express the Hamiltonian in terms of the number operators Ny ) = &L \ak,x just

like the Hamiltonian of a single quantum harmonic oscillator):
=S o alyir -2 ) = 3 oo Mea+ 2 ). (2.66)
kA 2 kA C2

Note that if we didn’t keep the order of multiplication in the classical Hamiltonian, we would

have lost the ground state energy, fuvy /2, in the usual QHO Hamiltonian.

2.2.3 Photons and Number States

For a QHO labelled by (k, A), the Fock state |n), , corresponds to an electromagnetic mode

(k, A) with n photons; hence, {|n}), ,}7Z, are called the photon number states in the mode

provided we defined the symmetrized current density operator
A 1 . E . . x
=52 6 {Fa®0Dfr = a ()] + 0D — fa (D) (®) | (261)

with the particle velocity ¥ (t) = Pa(t) — gaA(Fs). Also note that the Fourier transform of the transverse
current density, i.e.,

. 1 I .
PARSYOES W/ dPre* T ey - I(r,t), (2.62)
%
has been modified due to the periodic boundary condition.
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(k, A). With no excitation (i.e., zero photons) in the mode, the QHO has a ground-state

energy

1
Ek,)\,O == ihwk, (267)

known as the zero-point energy. For each photon added to the same mode, the QHO

gains a quantum of energy of fwg, i.e., the energy difference between [n), , and |0), , is
Ex an — Exxo = nhwy. (2.68)
In other words, a photon is simply the unit of the energy quanta in a mode.

In addition, the action of the creation and annihilation operators on the number states

follows directly from the theory of QHO, i.e.,

Q) |n>k,>\ = \/ﬁln - 1>k,)\7 (2.69)
dI{,/\ e =vVn+ln+1),,. (2.70)

Note that these operators are mode-dependent; when embedding into a full Fock state of all
the modes, we will use a tensor product to describe the number of photons in each mode.
In particular, suppose the set {ny n }w v lists the number of photons in each mode, then
we say that the electromagnetic field is in the Fock state
{mer}) = @) e a ey (2.71)
k/ N

Moreoever, ax » and dL , create and annihilate, respectively, a photon in one mode at a time

acx {mead) = Vimer o = Dy Q) e (2.72)

(K, M)#(k,N)
oy {mead) = Via T L+ 10 Q) I s (2.73)
(k' A)#(k,A)

that is, the operators for a particular mode only talks to the sub-states in that mode.
Consequently, if ny = 0, ax » will annihilate the entire Fock state regardless of the number
of photons in the other modes.

The only Fock state that has zero photons in all the modes is called the vacuum state,

denoted by |0); in other words,
0) = ® ’0>k,)\ : (2.74)
kA
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Any single-photon state can then be expressed as

dk,)\ |0) = mk,,\ ® ’0>k/,)\’ : (2.75)

(k" N)#(k,A)
By induction, we can build all the Fock states from the vacuum state by using the creation

operators. By normalizing the action of the creation operators using Eq.(2.73), we can write

Nk, \

{nka}) = |0) . (2.76)

“® ()

Like the other elementary particles, photons living in the same mode are treated as identical
particles, requiring extra steps to be symmetrized in quantum mechanics. However, note
that the normalization factor 1/4/ny ! in Eq.(2.76) is exactly the one used to symmetrize
a state of multiple bosons (i.e., there are ny ! ways of ordering my , bosons in a mode).
Moreover, since the creation operators of two different modes commute, how we order the

creation operators in Eq.(2.76) has no effect on the overall sign of the state; for example,

alal |0y = adal [0) = |14, 1a). (2.77)

In conclusion, the field theory we developed above well respects the bosonic nature of pho-

tons.

2.2.4 Coherent States
(Classically, we are familiar with the traveling wave of the form
E(r,t) = —éx Epsin(k - r — wit + ¢), (2.78)

which bears no resemblance to a photon, i.e., a particle. Additionally, we know that quantum
theory gives rise to the duality between particle and wave, so the question naturally arises
in a quantum field theory is how can particles like photons behave like a macroscopic wave

in the classical limit.

It turns out the eigenstates of the annihilation operators ak y serve as the most “classical”
state in a quantum world. Before even writing down the eigenstate, it should be emphasized
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that ax  is not Hermitian, so its eigenvalues could be complex and its eigenstates do not
form an orthonormal basis of the Fock space (though they can be shown to be complete).
We call the eigenstates of ay , the coherent states, labelled by |a), satisfying the eigenvalue
equation

ag ) o) = ala) . (2.79)

Again, « is, in general, a complex scalar, whose value can be thought of as the normal mode

amplitude a(t) used before the quantization.

Whenever we talk about the coherent state, we usually are referring to a single-mode
coherent state; hence, let’s focus on a single-mode state and use |n) to denote the number
states in mode (k, A). Now, we claim that

o) = eTla2 3 % In) (2.80)

is an eigenstate of ay  for any complex number a. Verifying this is straightforward:

fne o) = e1o1/2 Z ‘“—,ﬁ n—1)
77,.

—lal?/2

n—1) = ala) (2.81)

— a0 Z ﬁ
One property of the coherent state |a) can be derived immediately: First, the probabilities
of measuring the number states are distributed according to a Poisson distribution with a

“rate” parameter |a|2. Hence, the expectation value of the number operator (i.e., the mean

photon number in a mode) is <Nk ,\> = |a/® and so is the variance of the number operator.

To get a feeling of the coherent state, let us examine its time evolution. Recall that a

number state of the QHO is a stationary state, following a trivial time evolution

A~

U(t) |n) = |n) e iment1/2)t (2.82)

The evolution of the coherent state is thus a superposition of that of all the number states.
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To be more precise, suppose |a(0)) is an eigenstate of ay  with eigenvalue «(0), then

o0 a(o)ne—i(nwk—i-l/Q)t

U(t) |a(0)) = e“@'%; v )
—it/2 —|a(0)|2/2 - O‘(O)eiiwkt "
— o it/2o= 12O/ Z%W

n=0

— ¢7it/2 |ae(0)e ") | (2.83)

where |a(0)e*i°’kt> is another coherent state with eigenvalue «(0)e . In other words, up
to an extra rotation due to the zero-point energy!!, the evolution of the coherent state (in

the absence of any sources) can be visualized as a rotation in the complex plane,
a(0)) — |a(t)) = |e(0)e ), (2.84)

exactly the same as that of a classical normal mode. In addition, we can also say that a
coherent state is a quantum state whose eigenvalue, as a function of time, follows the Euler-
Lagrange equation; hence, it is the “most” classical state we can construct in a quantized

setting.

We can take one step further to justify the ’classicalness’ of the coherent state. In
particular, we can check the expectation value of the field operators in the coherent state.
For example, let a(0) = y/ne'?, i.e., the mean photon number is n. Then, the mean electric
field is given by

OO BL (1) la(t) =13 Gowéin [ (@(t) o [a(t)) ¥ — (a(t)] afy la(r)) e

Kk’
_ iék,)\@%,k [\/ﬁel(k-r—wkt—l—qﬁ) N \/Ee—l(kr—wkt—i-(b)

= —éx Epsin(k - r — wit + ¢), (2.85)

where, to match exactly with Eq.(2.78), we have set Fy = 2/né&y. Again, we reproduce a

classical harmonic field in terms of the expectation value.

We have demonstrated, from two perspectives, that a coherent state links the quantum

field with a classical field. However, we cannot say a coherent state is a classical object

HWhen wy and |a(0)] is large, the extra rotation due to the constant zero-point energy is negligible.
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because it still induces a finite uncertainty governed by the Poisson statistics. This also
implies that the magnitude of the field observables (e.g., the mean photon number) increases
linearly in n whereas the uncertainty (e.g., standard derivation of the photon number) grows
only according to \/n; thus, for large n (i.e., for macroscopic fields), the uncertainty is

effectively unobservable.

2.2.5 A Mode Driven by a Classical Source

To conclude this section, let us bring into the picture a drive. We will study the matter-field
interaction more in-depth later; for now, imagine a single-mode quantum field driven by a

classical source of the same frequency.

To be concrete, consider a classical mechanically-driven mass-spring system. By includ-

ing an on-resonance force Fysin(wt — ¢), Hamilton’s equations become

. _OH _p
- =2, (2.86)
p= —%—Z = —kx — Fysin(wt — ¢). (2.87)

Equivalently, the Hamiltonian for such a system now contains an interaction term

2
_ P L Fysin(t -
H = o T 2k:c + Fysin(wt — ¢). (2.88)

For an electromagnetic mode, we expect the coupling to appear in the same way mathe-
matically (the precise value of the coupling strength will be discussed in the later chapters);

that is, in the quantized case, we should have
. 1
H = hw (a*& + 5) + By sin(wt — ¢) (a + a*). (2.89)

The position x is replaced by a generalized coordinate (e.g., the vector potential at r = 0),
and all the constants are lumped into the energy parameter h{)q (i.e., 2q has the unit of

angular frequency).

To solve the time evolution, we will go to the interaction picture. By defining

5 1
Hy = hw (eﬂa . 5), (2.90)
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Hin(t) = hQq sin(wt — ¢) (a n a*), (2.91)

and the unitary operator Uo(t) = exp(—ilﬁlot/ h), we obtain

A

Hiy () = U§ (t) Hin (1) Uo(1)
= h)q sin(wt) (de*i“’t + &Tei“t>
1hQq

= (ei¢dT — e %4 + el — eid)e’i%t&). (2.92)

To simplify the interaction Hamiltonian further, we argue that terms with a fast oscillation

at frequency 2w will be averaged to 0 as long as w > 1y, i.e.,
! i >0
/ dretizem 254, (2.93)
0

As we will see later, there is always a characteristic time (i.e., the inverse of the Rabi
frequency) for describing the change of the quantum state in the interaction picture. Thus,
the wave function will not be able to respond to an oscillating term whose period is much
shorter than the characteristic timescale. Consequently, we drop the last two terms in

Eq.(2.92), making the interaction Hamiltonian time-independent:

2 ihq [ ; .
Hing ~ 2 (e — e7a) = ih(ad’ - aa), (2.94)
with a = Qqe'?/2. The approximation we just made is known as the rotating wave

approximation (RWA) and will show up frequently when talking about quantum control.

Under the RWA, the time evolution operator in the interaction picture is given by the

unitary operator

2 ﬁlnt A * 2
U(t) = exp <—1 ht ) = ol -a"a (2.95)

An operator of the form of Eq.(2.95) is, in general, called a displacement operator and

denoted by
Dk,,\(a) = exp <adL/\ — oz*dk)\> (2.96)

when multiple modes are considered. When acting on a vacuum state, the displacement

operator simply displaces the vacuum to a coherent state with amplitude a. This fact
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follows from the property that
Di(a)aD(a) = a+ « (2.97)

Di(a)a’D(a) = a+ o (2.98)

for a single-mode displacement operator, which can be proven using the Baker—Camp-
bell-Hausdorff formula. Intuitively, when we drive a resonator with a classical signal at
the resonant frequency, we expect to see oscillations with some finite amplitude. The co-
herent state produced by the displacement operator is precisely the “classical” resonance
behavior. In addition, since the displacement operator is unitary, one can imagine a reverse

process where a coherent state loses its energy and reduces to a vacuum state.

2.3 Examples of (Isolated) Electromagnetic Systems

Equipped with the general theory of electrodynamics introduced above, let us land ourselves
on some concrete examples of electromagnetic systems. As mentioned in the introduction
chapter, in the typical superconducting quantum computation, a qubit modeled by a non-
linear LC circuit is placed in some resonator and communicated with the room-temperature
electronics through some transmission lines. Therefore, we will examine each component,
i.e., the LC circuit, transmission line, and cavity, one by one and also use them to verify the

generality of the theory derived in the last two sections.

(1)
+ $10)

L% V(t) o0

—Q(1)

Figure 2.1: An LC circuit.
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2.3.1 Zero-Dimensional System: an LC Circuit

The simplest example of an electromagnetic system is a lumped circuit consisting of an
inductor and a capacitor as shown in Figure 2.1. We ignore any losses for now and treat

the LC circuit as an isolated system'?. The energy stored on the capacitor and inductor is

given by
1 1 .
Teap(t) = ECV(t)2 = 50@(15)2, (2.99)
_ 1 o Lo
Unalt) = S LI = S0 (1), (2.100)

respectively. Identify the node flux ® and the voltage drop ® as the generalized position
and velocity of the system [VD17]; treat T¢,, as the kinetic energy and Uiyq as the potential

energy, then the Lagrangian is given by

: 1 . 1
P, 0) = Trap — Uppa = =CP* — —P? 2.101
Lic(®,P) p — Uind 20 5T (2.101)
and the conjugate momentum
OL1c -
— =Cd = 2.102
= Q (2.102)

is simply the charge on the capacitor. Inverting Eq.(2.102) gives ® = Q/C; thus, the

Hamiltonian is given by
LC ) LC 20 9] . :

We can also approach the problem by defining the normal mode from the conjugate

variables
1

V2hZ.
where Z,y = \/L/C is the characteristic impedance of the LC oscillator. Then, the Hamil-

<<I> v in0Q>, (2.104)

tonian, as expected, can be rewritten as

1
Hic(a,a*) = §hwr (a*a + aa*), (2.105)

12\We assume somehow the circuit has some non-trivial excitation at t = 0 but is then completely isolated
from the environment.
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where w, = 1/v/LC is the resonant frequency of the oscillator. However, note that Hyc
represents a single oscillator instead of infinitely many because there is no notion of space
in the lumped-element model; for this reason, we can say that an LC oscillator is a zero-

dimensional electromagnetic problem.

To quantize the oscillator, we promote the classical observables to their quantum oper-

ators and impose the canonical commutation relation [KKY19, VD17]
[ci>, Q] —inl or [a, aT] —1. (2.106)

From this point, everything follows from the theory of the QHO. In addition, it’s also useful

to express all observables in terms of the annihilation and creation operators; for example,

we have
. o]
Hic = hw.|a'a+ 3) (2.107)
) 7
Q=57 (d - aT), (2.108)
N
b — 2°<a+aT). (2.109)

In fact, we are not restricted to the conjugate variables used in defining the Hamiltonian;

the operators for voltage and current can be generalized in the same way:

V:%:-i@(&—d*), (2.110)

. b hw
= — = r Al
I=7 =5 (a+a>. (2.111)

Within the field of circuit quantum electrodynamics (cQED), it is custom to normalize
the charge @ on the capacitor by two units of electron charge (i.e., 2¢) and the node flux
® by the reduced magnetic flux quantum ¢y = /27 = h/2e [GRT21, KSB20, MSS01].
The reason for this particular normalization will be apparent when we discuss the theory
of superconductivity; for now, this is merely a matter of notation. We thus define the

(classical) reduced charge and flux to be, respectively,

_v _ ¢
n=g and ('O_gbo' (2.112)
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With the newly defined quantity, the Hamiltonian becomes

1
Hic(e,n) = 4Eon” + S Ery’, (2.113)

where the two energy constants'® are related to the capacitance and inductance used in the
circuit by
Eo— o and By % (2.114)
= — al _ —. .
“7aC UL

Moreover, due to the additional normalization factors, the quantum operators n and ¢

satisfy the commutation relation

p,7] =i. (2.115)

A more systemic way of purposing the commutation relation would be to first find the
Poisson bracket {(,n} with respect to the conjugate variables, ® and @, and then define

{g&, ﬁ} = ih{p,n}. For a summary of the results related to the LC circuit, see Table 2.2.

2.3.2 One-Dimensional System: an Infinite Transmission Line

In practice, microwave signals are used to control and read out the state of the qubit or cavity
travel on the coaxial cables, which can be modeled as a one-dimensional electromagnetic
system. Clearly, a real transmission line has a finite length and is loaded on both ends;
however, we will, for now, consider an ideal line of infinite length along the z-axis. In the
later chapter, we will connect the LC circuit to a semi-infinite line (i.e., a line lives on the

positive z-axis) at z = 0.

Recall that, in general, a transmission line can be modeled by a concatenation of LC
circuits of infinitesimal size as drawn in Figure 2.2(a). In addition, dielectric and conduction
losses per unit length can be modeled, respectively, by adding a conductance in parallel with
the capacitance and a resistance in series with the inductance. Since quantum time evolution

for an isolated system should always be unitary, resistors cannot appear in a quantum circuit

130mne might ask why don’t we absorb the factor 1/2 into the definition of Er. The reason is that the
Josephson junction to be discussed in Chapter 4 is associated with the Josephson energy Ej = ¢2/L;, where
Ly is the effective inductance of the junction. Defining the inductive energy constant to have the same form
as the Josephson energy will make the mapping to the anharmonic oscillator easier later.
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directly; thus, we will first ignore the losses and discuss other ways of modeling dissipation

in later chapters when we introduce the idea of open quantum systems.

Thus, the model of a transmission line per small length Az reduces to Figure 2.2(b)
and we can start by writing down the capacitive and inductive energy, Tt,, and Uyng, stored
on the line, generalizing the idea used in analyzing the LC circuit (see Appendix C for the
classical theory of the transmission line). Let ®(x,¢) be the node flux at position z in the
LC model shown in Figure 2.2. By summing the energy stored on each capacitor/inductor

and setting Az — 0, we obtain

G (09
Tcap(t) = /_ dﬂ?? (E) s (2116)
< 1 (9D

By choosing the node flux (as a function of the position x) to be a continuum of degrees of

freedom of the infinite line, the Lagrangian L1, and its density £y, are found to be

Lo (®(x), ®(x)) = /_OO dz Lrp (®(z), D(x), 0,(x))

_ * SF 2 1 2
_ /_oo dz [ 3 0(@) = 3 (0.0 (2.118)
yielding the conjugate momentum
I(z) = 02 = Cd(z) = OV () (2.119)

for each z. Note that there are infinitely many coordinates, ®(x), indexed by the position

x on the real line; hence, what we are doing is actually the classical field theory.

Despite the continuous nature of the line, its Hamiltonian can still be derived from the
Legendre transform. However, to reveal the normal modes supported on the line, we shall
perform a (one-dimensional) spatial Fourier transform to all the variables [CDG10], which

eventually gives the Hamiltonian in k-space (see Appendix C for the details):

Horw, (D(k), TI(k)) = /OO dk {2%(11(1{)

2 wiC
S

é(k:)ﬂ (2.120)

29



AxR, Axly Az R, Arly

AZL‘G[ :: AxCl A.TGl A:UC’I

(a)

O (24, t) AzLi (x4 Ax,t)

" , AzC, —— V(xg + Az, t)
jV(xk + Az, t)

(b)

Figure 2.2: The LC-model of an infinite transmission line. a. The general circuit-
level representation of a lossy line. Ry, Gy, C;, and L; are the resistance, conductance,
capacitance, and inductance per unit length, respectively b. The LC model of a lossless
line of infinitesimal length Ax.

Consequently, by defining the normal modes to be

wkCl ~ i ~
alk) = \/ 5 (k) + e TR, (2.121)

for each k € R, we obtain a Hamiltonian in the familiar form

Hw (alk), @ (k) = / "k %mk [a*(k)a(k) +a(k)a*(k)). (2.122)

—o0
Moreover, although not necessary, we can also impose the periodic boundary conditions
over a length L to discretize k-space and reduce the integral to a sum

Hrr, (ak, aZ) = Z %hwk (a;;ak + am,ﬁ) (2.123)

=—00

by re-scaling the normal mode to be a;, = y/27/La(k). We have thus demonstrated that

an infinite transmission line is simply a one-dimensional free space and can be quantized in
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Figure 2.3: A microwave cavity with two qubit chips installed inside. The two cylindrical
structures on the cavity are the SMA ports used to send and receive signals into and out
of the cavity.

exactly the same way. We will come back to this model later when discussing the coupling

of a resonator with a line.

2.3.3 Three-Dimensional System: a Microwave Cavity

The last example of an electromagnetic system that is relevant to superconducting quantum
computing is a microwave cavity that hosts the qubits. Compared to the two previous
examples and the free space formulation, a cavity is different in the sense that it is subject
to a non-trivial boundary condition'*. An ideal (i.e., lossless) cavity is an enclosed volume,

denoted by V', with a perfect-electric-conductor (PEC) boundary condition
é, x E(r,t)=0 for redV, (2.124)

where 0V is the boundary surface of V and &, is the unit normal vector of dV at r.

It turns out that we can mode-expand the electromagnetic field inside the cavity [Sla46,
Ste22, YYAR9] just like we can decompose an arbitrary waveform on a guitar string into the

orthonormal Fourier components. In particular, it’s possible to find an orthonormal set (of

1 Although we did use the periodic boundary conditions to discretize the continuous mode of the free
space, we can always remove the boundary conditions.
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infinite size) of vector fields {f,,(r)}>°; that solve the vector Helmholtz equation (i.e., the

temporal Fourier transform of the wave equation)
Af,(r) + E2f,(r) =0 (2.125)
subject to the PEC boundary condition. The orthonormality is defined within V" to be

/ d*r £, (r) - £,(r) = G- (2.126)

The vector fields {f,(r)}32, can be solved numerically (e.g., the Eigenmode solver in
HFSS). Mathematically, once we obtain {f,(r)}°°,, the electric and magnetic fields, vector

potential, and Hamiltonian of the cavity are given by

E(r,t) = i6ufa(r) [an(t) . a:L(t)} , (2.127)

B(r.t) = Gon Gy £, (r) [an(t) - a;;(t)], (2.128)

A(r,t) = Z (i)’" f,(r) [an(t) + aj;(t)], (2.129)

n

Holt) = %mn [a3,(6)a (1) + au(t)a (1) (2.130)

n

for a set of coefficient functions {a,(t)} that solve
an(t) = —iwna,(t) (2.131)

with some given initial conditions. Just like in the free-space formulation, for each mode

in a cavity, we have a linear dispersion relation w, = ck, and the zero-point fluctuation

gOn hwn
= =4/ . 2.132
|4 2€0V ( )

It’s clear that we are just generalizing the free space mode expansion by replacing a plane

(averaged over the cavity volume)

wave basis with a more general set of basis functions. However, due to the boundary
condition, the mode spectrum is discretized in the true sense, allowing us to address each
mode separately using a narrow-band microwave source. Table 2.2 compares the free space

and cavity mode expansion.
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2.4 Uncertainty and Noise of a Quantized Field

2.4.1 Commutation Relation and Heisenberg Uncertainty

Recall that given two Hermitian operators A and B, the Heisenberg uncertainty, derived

from the Cauchy-Schwarz inequality, is given by

2 2
(@8> (A 8)) + (GHAB)-(a(B) . e
where the uncertainty of an operator (with respect to some state) is defined to be

A A 2
AA = (A%) - (A)". (2.134)

It can be shown that the statistical correlation between quantum operators cannot be
encoded by a classical joint probability distribution unless the operators commute [Nel67].
Along the same logic, Eq.(2.133) can be treated as a quantum generalization of the following

inequality in classical probability theory:
oxoy > Cov(X,Y). (2.135)

Specifically, since operators, in general, do not commute, a classical product of two observ-

ables requires symmetrization when promoted to a product of two operators, i.e.,
1/ 4~ A
AB=BA — 3 (AB + BA) . (2.136)

Subsequently, the quantum covariance of two operators can be defined via the mapping

Cov(A, B) = E(AB) — E(A)E(4) — %<{A,B}>—<A><B>, (2.137)

which appears as the second term in Eq.(2.133). However, the first term in Eq.(2.133) does
not have a classical counterpart and is usually the most interesting part of the uncertainty

principle.

Furthermore, the idea of symmetrization is meaningful for non-Hermitian operators as

well. For example, the Hamiltonian of a QHO is essentially a symmetrized variance of the
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annihilation operator. As a result, we get an extra 1/2 when taking the expectation of the

Hamiltonian (normalized by fw)

1 1 - 1
5 (v {a a*} ) = 5 (9] (a'a + aa") | W) = (9| N |9) + 3. (2.138)

Following this observation, we will now discuss the zero-point fluctuation associated with a

field observable.

2.4.2 The Zero-Point Fluctuation

The state we will be focusing on is the vacuum state |0) of the electromagnetic field since
it is perhaps the simplest state of the field but still reveals the essential result of quantum

fluctuation.

By using Eq.(2.69) and (2.70), we find the average electric field of |0) to be
(0B () [0) = D i |(O]nea [0) ™7 = (0] a0} 7] =, (2.139)
k)
as suggested by the fact that |0) has no photon in any mode. Note that, at this point, we
have not used the fact that the creation and annihilation operators in the same mode do

not commute.

The next quantity to examine is, of course, the second moment of the field; since the
field is a vectorial quantity, we are talking about the dot product of the field with itself.
Since the annihilation and creation operators of different modes do not talk to one another,

we can further simplify the dot product to

(0| EL(r) - EL(r)]0) =) (0| ELia(r) - ELia(r) [0), (2.140)
oA
where
EJ_,k,A = i) 1€k 2 <&k,,\€ik'r - &L,Aeqk'r) (2.141)

is the transverse electric field of mode (k, A); in other words, the second moment of the
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entire field is the sum of the second moment of each mode. For a single mode, we have
(O B joa(r) - B ioa (1) [0) = 2, (0] (@] ser + ineaal ) 10)
= &, ((oy Niea [0) + 1) = &, (2.142)
Eq.(2.138) and (2.142) have the same spirit, i.e., they both have an extra constant due to

the fact that aa' = a'a + 1. Moreover, we arrive at an important fact about a quantized

field: The uncertainty in a single-mode electric field, i.e.,

hy
2€0V

AlE L] = \/<o| (EL,k,A]Q 10) = & = (2.143)

is nonzero even for a state with no photon. This nonzero uncertainty of the observable in

the ground state is known as the zero-point fluctuation (ZPF).

Following the same computation, we see that any Hermitian operator of the form

~

O =0 (%a+eal) or 10, (e%a— e al) (2.144)

with a real non-negative number Oy has a ZPF equal to Oy. For example, the ZPF of the

vector potential and magnetic field are given, respectively, by

N _éDO,k_ / h ~ _éao,k:_ /hwk
A‘ALJ{,)\’ = wr = QEOWkV and A‘Bk)\’ = T = 2(—:07‘/ (2145)

2.4.3 Uncertainty in the Phase Plane

Since the electromagnetic field is a collection of QHOs, the uncertainty principle related to
the conjugate variables of the field is exactly the same as that of a QHO. Hence, what is left is

to restate the position-momentum uncertainty in the language of quantum electrodynamics.

Since the vector potential and the electric field are conjugate variables generalizing the
idea of position and momentum, the uncertainty relation should be exactly the same up to
a rescaling based on the ZPF of the two quadratures. Hence, let us define the normalized

quadrature operators

- o
~ Ak \ +ak,)\

- .
A\ — Gy )
K\ = —

2

and pk,/\ = 2
1

(2.146)
36



for a single mode of the electromagnetic field. Then, for any coherent state of the mode
(including the vacuum state), one can easily show that each quadrature operator has an
uncertainty of 1/2, resulting in the relation

L 1
AXial By = 7. (2.147)

which is the minimum uncertainty allowed by Eq.(2.133) since {Xk A pk, A} =i/2. Later, we

will show that the quantum measurement of the qudits is heavily affected by this uncertainty.

2.4.4 Quantum-Limited Amplification

A related consequence of the bosonic commutation relations shows up when we try to amplify
a signal. Classically, an ideal amplifier with an infinite bandwidth is a device that simply
multiplies the input power by some gain G > 1 (ignore the trivial case of a unit-gain buffer).
However, as we will prove shortly, an ideal amplifier under the law of quantum mechanics

cannot amplify a signal without introducing any noise.

Before working out the math, we first need to introduce the traveling-wave annihilation
and creation operators, ¢~ and a~ ', which is closely related to the annihilation and creation
operators introduced before. From classical microwave theory, we know that any signal on
a transmission line can always be decomposed into the left- and right-traveling parts. We
can generalize this idea easily for a quantized transmission line; consequently, we obtain a
different type of annihilation and creation operators. We will introduce the concept properly

in Chapter 4; for now, we only need the bosonic commutation relations
[eﬁ,eﬁ*] — 1, [a“,eﬁ] _ i, (2.148)

We have also, for simplicity, constrained ourselves to a narrow-bandwidth signal on the
transmission line; nevertheless, the main point is that the traveling-wave annihilation and

creation operators carry the usual bosonic commutation relations.

We can now study the input and output of an amplifier formally as signals on two
transmission lines using a;, and aqy. Suppose we naively set the output to be a scaled

version of the input, i.e, dou = VG ay, (remember that &;rn&in is proportional to the power),
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Figure 2.4: Diagram of a. a generic amplifier and b. a beam splitter. The energy
supplier of the amplifier is not shown; for a parametric amplifier, we need both a DC bias
and an RF pump.

then we would have
o il | = [VGu, VGal] =61 £1, (2.149)
which violates the commutation relation we just introduced as long as G # 1. Hence, to

have a non-trivial gain, we must modify the input-output relation to
CALout == @din + F, (2150)

where F' is some generic operator related to the amplifier and is assumed to be independent

of the input signal, i.e., {din, F } = 0'5. Consequently, we should have
L= [, ] = [VGaw + P VGal, + F| = GL+ [F ] (2.151)

implying that {F, ﬁﬂ = (1 — G)1. Since 1 — G < 0, we can define a new operator bin =
Ft /v/G — 1 such that l;in also satisfies the bosonic commutation relation

[Bm,?ﬁ] ~1, (2.152)

m

~

i.e., by, can be treated as another annihilation operator (with a frequency different from that

of a;, since a;, and l;in commute). In conclusion, to amplify a signal by VG in amplitude,

15This assumption results in non-degenerate amplification since the signal and idler modes are different.
If, however, we assume [din, F ] = 0, then we will discover that F X Gin, resulting in the so-called degenerate
amplification. A degenerate amplifier does not have a quantum limit (i.e., it does not add the extra 1/2
photons); instead, it redistributes the noise in the two quadratures via squeezing.
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it’s required that we introduce another mode, known as the idler mode with a traveling-
wave annihilation operator bin as shown in Figure 2.152(a). The output mode consequently

contains both the signal and idler modes

. 1 .
bout = VG am + VG —1b =G <ain 1= 5 bjn) : (2.153)

in particular, the idler mode shows up as its creation operator instead of the annihilation
operator, so the average output photon number is not simply the sum of the signal and idler

photon numbers due to the bosonic commutation relation defined in Eq.(2.152):

! dows = Gal i + (G — Dbybl

= Gl 5 + (G — 1) by + (G — 1) (2.154)

That is, even if the idler mode is in a vacuum state, i.e., <ZA)iTnlA)in> = 0, an additive term
G — 1 still shows up as unwanted quantum noise. We emphasize that the extra (G — 1)
is unrelated to the concept of thermal noise whose appearance only affects <d3ndm> and
<l;iTnZ;in>. Therefore, an ideal amplifier subject to the law of quantum mechanics, also known
as a quantum-limited amplifier, is one that only adds the minimal unavoidable quantum
noise to the output. Using the symmetrized variance introduced before, the noise of the

output field can be formally quantified to be

(Hlaomita) ) =0 [(Gamab)) + S5+ () +3)]
~G <<%{ain, afn}> + %) (2.155)

when <l;;rnf)in> = 0 and G > 1. On one hand, for an input signal with a macroscopic
amplitude, the first term of Eq.(2.155) dominates the quantum noise, which is a constant;
thus, we can essentially ignore the quantum noise and reproduce the classical input-output
relation. On the other hand, for a small signal photon number, effectively half a photon is

introduced in the quantum-limited case.
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2.4.5 Attenuation and Quantum Efficiency

Another frequently encountered concept in an actual experiment is the attenuation of the
electromagnetic field. Attenuation could happen as the signal travels along the transmission
line for a long distance or might be intentionally achieved by using an attenuator. Classically,
the loss of signal can be modeled easily by some decay parameter; for example, for a lossy

transmission line, the decay of a single-frequency right-traveling wave is given by
V7 (x,t) =V, e “ cos(fxr — wt), (2.156)

where the propagation constant v derived from the transmission line model is separated into

the decay constant o > 0 and the wavenumber § > 0:

Y(w) = V(R +iwl) (G +iwC)) = a(w) +iB8(w). (2.157)

However, to preserve a unitary time evolution in quantum mechanics, something else
must also be injected into the attenuated signal, similar to how quantum-limited amplifica-
tion works. The model we use is that of a beam splitter, which is, in general, a four-port
device with two possible inputs and two possible outputs. Due to energy conservation, a

classical beam splitter is described by a unitary matrix

cosa  sina n VvV1—n
Ups = = Vi ; (2.158)

sina —cos« vVi—-n —\n
that is, the output electric fields of the two ports are computed by a simple matrix multi-

plication

Eout,l U Ein,l \/ﬁEin,l + V 1- 77E1in,2
= UBS

Eout,2 Ein,2 V I— n Ein,l - \/ﬁEin,Q

Hence, for a classical beam-splitter, if Ei,» = 0, Eout,1 = /7N Ein,1, which models a power

(2.159)

attenuation of 1 — 7 (since power is proportional to |E|?.) Note that we are just using
the physics of a beam splitter as a way to describe loss with a unitary transformation. In
the optical domain, a beam splitter is just a partially transmissive and partially reflective

interface while in the microwave domain, a “splitter” can be realized, for example, by a
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directional coupler. Despite the different physical realizations, the mathematical relation

between the inputs and outputs is captured by Eq.(2.159).

Given that the input-output transformation is already unitary in the classical definition,

we propose to apply it directly to quantum operators as shown in Figure 2.4(b); that is,

&out,l ~ din,l n din,l + V 1 - n din,Z
= Ugs = \/_ . (2.160)
dout,2 &in,Q Vv 1— n din,l - \/ﬁdin,Q

In addition, we assume that the annihilation/creation operators of the two input fields are

independent and satisfy the commutation relations
[dout,ia (Alluw] = 045, (2.161)

|Gout iy Gout | = 0. (2.162)

There is rich physics born out of these simple assumptions; nevertheless, currently, we focus

on using the beam splitter only as an attenuator.

To define an attenuator, we clearly only need one input and one output out of the four
ports of a beam splitter; however, unlike the classical case where the second input can be
turned off completely (i.e., Eiy, 2 = 0), a quantum-mechanical attenuator is described by the
operator equation

out,1 = /1 Qing + mdinQ (2.163)
and, thus, is subject to various commutation relations and quantum fluctuation from both
ports. By comparing Eq.(2.153) and (2.163), we observe a common theme in the discussion
of quantum amplification and attenuation; that is, a signal cannot be modified without
introducing an idler mode. To verify that Eq.(2.163) indeed describes an attenuator, we
compute the average photon flux at the output (which is proportional to the average output

power)

_ VPN A
nout,l - <a0ut,1a0ut,1

= (@11 ) + (1= 1) (@, o0 2)
= N 7n,1 + (1 — 1) flin 2. (2.164)
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Figure 2.5: An amplifier with cable losses in front of the input port.

Hence, if the second input is in the zero-photon state, i.e., any input state of the form

|¥in1) @ |Oin1), we reproduce the behavior of an attenuator.

As an example, let us add the attenuation of cabling to the amplifier input; in other
words, we will connect an attenuator to the input port of the amplifier as shown in Figure

2.5. Then, the output is given by

Gout = /Godly + /Gy — 10},
- \/G()(\/ﬁain + /1o nm) /Gy — 1i,

= /NGy s + /(1 — )Go iy + /Go — 10}, (2.165)

with an average photon number

Nout = <dlutd0ut> = <dgndin> + <&idv> + <Z;NI;1T\I>

= nGoin + (Go — 1)(nn + 1) (2.166)

Similar to the characterization of a classical noisy amplifier, we can define the noise figure

to be the ratio of the total output noise power to the amplified input noise power, i.e.,

ﬁout GO —1
F = =1
Gﬁin * 7700

(nn + 1). (2.167)

(An alternative definition can be given based on the symmetrized noise, but the result
does not change much.) However, the classical noise figure is defined with respect to a
temperature, whereas Eq.(2.167) does not have any reference to the temperature of the
system. Hence, Eq.(2.167) works when the thermal noise is negligible and the quantum

noise dominates.
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Such a model can be easily generalized to a concatenation of amplifiers and cables; for
instance, the output mode of a two-stage amplifier with lossy cabling can be calculated to

be [BGG21]
Qout = Go,z{\/@{\/ Go,1 (\/E&m +vI—m dv,l) +/Go1—1 ?71[\11}

+ / 1-— 2 CALV’Q} + \/G(),Z — 1?)?\1’2

= /M Go,11m2Go2 Gin + \/(1 —m)Go,1m2Go2 Gy + A/ (1 —12)Gos2aya
+ \/(Go,l — 1)neGop BLl +1/Go2 — 1 6111,27

(2.168)

resulting in the output photon number

Nout = <d:f)utdout>
= mGo11m2Go2Min + (Go1 — 1)12Goa(ning + 1) + (Go2 — 1) (ng + 1) (2.169)

Go — 1)n 2Go 2 Gop — 1
G-1 G-1

=Gnyp + (G —1) [( (Ang + 1) + (N2 + 1) |, (2.170)

where G = 1n,G11,G9 is the total gain. By using Eq.(2.169) and defining, based on
Eq.(2.167), the single-stage noise figure

Go,i —
772'G0,z'

1
F=1+ (Ang+1) for i=1,2, (2.171)

the total noise figure can be expressed as

Nout Goa — 1 Goa—1,_ F2—1
F= =1 1 — 1 F 2.172
an. -t TG (AN +1) + Ner (N2 +1) = F1 + a (2.172)
which clearly satisfies the Friis formula from classical microwave theory
F=F + 2.173
1 Z TiRreR (2.173)

2.4.6 The Classical Limit

After introducing the idea of a coherent state, it is perhaps not surprising that we can

approximate the quantized field with a classical normal mode when the field amplitude is
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Figure 2.6: Cascading two non-ideal amplifiers.

sufficiently large. Recall that in the Heisenberg picture, the annihilation operator (in the

absence of any sources) essentially follows the Euler-Lagrange equation; thus,
a(t) |(0)) = e7"aa(0)) = a(0)e™*" |a(0)), (2.174)

Taking the classical limit, thus, amounts to assuming that we always have a coherent state
and then replacing the annihilation operator with its (time-dependent) eigenvalue. In addi-
tion, the bosonic commutation relation and the quantum noise come into the picture since

the coherent states are not eigenstates of the creation operator; thus,
a'(t) |a(0)) = “"a’ |a(0)) = a*(0)e™" |a(0)) , (2.175)

is only an approximation. Nevertheless, as we have seen before in several contexts, the extra

constant resulting from switching the order of @ and a' is negligible for large field amplitude.

Consequently, any operator defined in terms of & and a can also be mapped to a classical

expression. For example, a single-mode electric field in the classical limit is given by

E|(r,t) = i& e [a(0)e e — a*(0)e e 7]

= —éx \Fosin(k - r — wt + ¢) (2.176)

where a(0) = v/ne'® and
Ey = 26, u/1. (2.177)
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CHAPTER 3

Control of Quantum Systems

3.1 Light-Matter Interaction with a Quantized Field

3.1.1 The Electrical Dipole Approximation

The theory developed so far assumes the absence of any energy source and sink. To use the
electromagnetic field as a medium for information processing, we bring the particles back
to the picture and use the field as a means of controlling or reading out the quantum states

of the particles.

As shown before, the full Hamiltonian that contains the particles, fields, and their inter-

action (ignoring the spin of the particles) is given by [CDG92]
[:]:Zﬁa+ﬁ\|+lifL

1 . s - . 1
=3 g ln — aAGE (a5 ) (3.)
o' kA

2meg,

If there was no interaction between the matter and fields, we would have a separable Hamil-

tonian

|2
2 2 : Pa 2 2 : ~ ~ 1
a « k,\

A\
~~ -~

HP HJ_

where the particle Hamiltonian I:[p and the transverse-field Hamiltonian H | can be solved
independently. Consequently, the technique of perturbation theory and the interaction

picture can be adopted if the interaction Hamiltonian H, is additive to Hop, i.e.,

H = Hy+ Hy = Hy + Hy + Hiy. (3.3)
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Looking at Eq.(3.1), one might expand the quadratic term and define (in the Coulomb gauge
where Po - A(ry) x Vi, - A(ry) = 0)

2
A . o 4/~ o 2 : da A2/4
Hil’lt —_— - m_aA(ra) M pa + - mA (I‘a) . (34)
ﬁ?nrm ﬁ?r:Q

A cleaner way of analyzing Eq.(3.1) exists with the introduction of a (time-independent)
unitary transformation

T = exp [_fli Z T - qu(O)] = exp [—%& : A(O)} : (3.5)

[0}

where d = > o ol is the electric dipole operator related to the charge distribution. Recall
that the momentum translation operator for one particle is of the form exp( —ip-r/ h);
thus, T has the effect of shifting each momentum p, by qu(O), removing the coupling in
the quadratic term of Eq.(3.1).

~ ~

But, there is still one caveat — in Eq.(3.1), we have ¢,A(t,) instead of ¢,A(0). Hence,
we further make the assumption that the region where the particles can move is much
smaller than the wavelength of the field, then the field can be treated as constant from the

perspective of the particles; that is, we will make the long-wavelength approximation

A(t,) ~ A(0) and E, (i,) ~E,(0), (3.6)
where have redefined the origin so that the particles locate around r = 0. Typically, the
size of a superconducting qubit is on the order of 100 um, whereas the wavelength of the
microwave field is about 5 cm; therefore, the long-wavelength approximation is valid for our

application.

By making the approximation and applying the transformation T, we obtain

2m
~ - i 7 Hint
~

X
HP Hi

A P D> - . e 1 PN
H =THT' = E |p | + HH + Hdipole+ E fuwy, <aL/\ak7>\ + 5) —-d- EL(O) . (3.7)
a @ k,\ A
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As expected, qu(f'a) is eliminated by T. Nevertheless, T also interacts with the field®;
the net effect is the creation of an electric dipole self-energy ffdipole and the electric dipole
interaction —d - E 1(0). Since ﬁdipole only depends on the operators associated with the
particles, it can be grouped into ﬁp; as a result, we arrive at a simple interaction Hamiltonian

in the transformed frame

A ~

Hye=—d-E.(0). (3.9)

More importantly, due to the long-wavelength approximation, the interaction only depends

on the field evaluated at r = 0.

Exercise 3.1. Show that _Hint’Q in Eq.(3.4) is negligible compared to I:Iinm when the
photon momentum #|k| of the field is much smaller than the particle momentum p.
Next, expand e®* =1 +ik-r+ (ik-r)2+--- in A (see Eq.(2.64)) to show that, under
the RWA,

- f g OF
Hyy1=—d-EL(0) - E:QU =1 (0) 4 ---, (3.10)

where

d =" gata, (3.11)
. Qo o _
f= Z am_ T X Pa, (3.12)

— an (37¢a,ifa7j — 5ij|f'a|2) for i,j==xy,z (3.13)

are the electric dipole, magnetic dipole, and electric quadrupole operators, respectively.

In other words, the quantum-mechanical interaction generalizes the classical multipole

interaction. (Also, note that A; = A in the Coulomb gauge.)

1GInAfact,A after some manipulation, we can rewrite T as a product of displacement operators
®ic.x Dica(Ak,n) with

o —1 N
Apr = —————d - . 3.8
AT eohwpV O (3:8)
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Figure 3.1: Representing a two-level system as a unit vector on the Bloch sphere.
3.1.2 Two-Level Systems

At this point, we restrain from discussing how to realize a qubit or qudit; instead, we will
assume an ideal two-level system and try to understand the way we can control or infer
the state of the two-level system. For the qudit case, it turns out that the techniques for
manipulating a qubit still apply there, so we will first focus on a two-level system, whose

states can be generally expressed as
W) = al0) +51) (3.14)

for two orthonormal basis vectors {|0) ,|1)}. For the state to be normalized, we must always
have |a|? + |8]> = 1. Moreover, it’s not hard to show that a qubit state can also be written,
up to a global phase, as

V) = cosg 0) + €' Sing 1), (3.15)

where 6 € [0, 7] and ¢ € [0,27). As a result, we can encode any qubit state as a unit vector
r = (r =1,0,¢) on a unit sphere, also known as the Bloch sphere, as shown in Figure 3.1.
For example, |0) and |1) can be mapped to the north and south poles, respectively, whereas

the state |[+) = (|0) +|1))/+/2 is a unit vector pointing in the z-direction.

To study the dynamics of the state, we also need the observables. Recall that the Pauli
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matrices (including the 2 x 2 identity matrix), i.e.,

. fr o\ o1y fo -\ (10
op=1= , 01 =0, = , Og =0y = , 03=0, = , (3.16)
0 1 1 0 i 0 0 -1

form a complete basis for the space of all Hermitian matrices on a two-dimensional Hilbert
space # = C2. To be concrete, we will define |0) and |1) to be the (orthonormal) eigen-

vectors of 6, with eigenvalues 1 and —1, respectively; that is,

1 0
|0) = and |1) = . (3.17)

0 1
For short, we will refer to the basis above, 5, = {|0), |1)}, as the z-basis and the eigenbasis
of 6, and &, as the a-basis and y-basis, respectively. By the spectral theorem, we can now

write 6, = [0)(0| — [1)(1] and express the Hamiltonian of a generic two-level system using

the Pauli matrices

. 1 . 1 1
H, = —§hwqaz = —Ehwq 10)(0] + ihwq [1) (1] (3.18)
such that |0) and |1) are also the energy eigenstates of the system with energy Fhw,/2; in
other words, the two-level system has an energy spacing of hw,, so wq is called the qubit
frequency. Since we can always redefine the reference energy and rotate the orthonormal

basis, our choice of ffq is completely general.

Note also that, by setting |0) and |1) to be eigenvectors of ., we have explicitly picked a
representation of the two-level system; hence, keep in mind that all the matrices and vectors
are defined here with respective to the z-basis. Suppose we express everything instead in
the z-basis, i.e.,

1

ﬁ%{wiﬁW+MJﬁi%W—M} (3.19)

then the matrix representation of the Pauli matrices changes to

[&x]ﬁz = ) [&y]ﬁz = ] ) [&2]61 = . (3'2())



Additionally, it’s instructive to compare a two-level system to a QHO which has infinitely

many energy levels. We define, for a qubit, the lowing and raising operators as

6 = [0)1] = , (3.21)
0 0
0 0

61 = [1){0] = , (3.22)
1 0

respectively. The action of the two operators on the qubit energy eigenstates is analogous
to that of the annihilation and creation operations on the number states of a QHO; for

example,

5_[1) = |0), (3.23)
&_10) =0, (3.24)
o1 10) =11), (3.25)
Gy 1) = (3.26)

Unlike the QHO where the creation operator can in principle keep adding excitations to a

mode, the a qubit has its excitation capped at |1). Moreover, we clearly have 6, = &' and

Op =0_+ 04, (3.27)
Oy = —io_ +1i0. (3.28)
We see that ¢, and &, can be interpreted as conjugate quantities like the position and

momentum of a QHO. This analogy can be further explained by comparing the matrix

representation of @ and a' in the number basis, i.e.,

01 0 0
00+v2 0 -

a=]o00 0 V3 ---|. (3.29)
00 O 0
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0 0
0 0
V2 0
0 V3

: (3.30)

Q>

paitl

I
o O = O
o o O O

with that of 6_ and ¢, (in the z-basis). We notice that 6_ and 6, can be reproduce by
restricting @ and a' to the two-dimensional subspace spanned by the number states |0) and
|1) of the QHO. Along the same line of argument, we can define the “number operator” for

a qubit as

Ny=04.0_= (3.31)
so that the expectation of Nq gives the number of excitation in the qubit

(0| Ng[0) =0 and (1] Ng|1) = 1. (3.32)

3.1.3 The Jaynes-Cummings Hamiltonian

By replacing the particle part of the Hamiltonian with the two-level model, the full Hamil-

tonian now takes the form

i _%mqﬁz + Y (abak,A + %) _d4-E,(0). (3.33)
k,\

As mentioned before, in principle, we can use perturbation theory to study the effect of Hi
by taking I:[p + H, as the unperturbed Hamiltonian. For example, we can obtain Fermi’s
golden rule for the rate of spontaneous emission of the particles via this approach. However,
to perform quantum computation, we generally want a coherent control of the system, i.e.,
we don’t want to talk about the state of a qubit only in the average sense. Therefore, our
agenda now is to derive a closed-form solution to the qubit time evolution subject to the

electric dipole interaction.

In practice, only a single mode of the electric field is used to interact with the qubit
(e.g., the fundamental mode in a CPW resonator or a microwave cavity); therefore, let’s
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restrict our attention to a single-mode electric field
£, (0) = &,i& (& . aT) (3.34)

with polarization!'” &, at r = 0 and frequency wy, = w,.

The Dipole Operator: We assume the wavefunction of the energy eigenstates have
either even or odd parity (think about the lowest two energy eigenstates of a harmonic
oscillator or of a particle in a box); thus, the diagonal matrix elements of the dipole operator
must vanish. Moreover, note that any operator restricted to a two-dimensional manifold
can be written as a linear combination of the Pauli matrices (including the identity matrix).

Hence, we have

d= E é, <di,01 + di,lé-a: + di,2a-y + di,35-z> (2—level system)
i:x7y7z
= § éz <di,1a-z + di,26y> (parity selection rule)
i:x7y7'z
= éx (dx,la'x + dgg,zé'y) (assume E | (0) points in éz)
— &,dy (el¢di6+ + e_’¢di5_>, (3.35)

where dy = \/|d,1|?> + |ds2|? is a real scalar representing the magnitude of the dipole and
bai = tan'(d,2/d,1). In the following chapter, we will make the expression concrete; for

now, dy and ¢q; are just some numbers.

With all the assumptions and simplifications, we obtain the coupling Hamiltonian
Hp=—d B, (0) = — [do (ei¢di&+ + e—id’di&_)] [ié% (a - a*)}
— —i(do&) (ei¢dia5+ —eTagle_ 4 emiPags_ — eidaigh &+> (3.36)
~ —i(do&) <6i¢did&+ - e_i¢didT6_>

- —h(gd[f+ + g*dT6_>, (3.37)

I"Note that we can always rotate the coordinates so that the polarization points in é,. This is possible
only because of the long wavelength approximation; otherwise, the electric field could point in different
directions depending on the position r, which will create higher-order multipole interaction.
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where!8

g= _161%:0(500 = %ei% (3.38)
is called the coupling coefficient and Q = 2|g| = 2|dy&|/h is the vacuum Rabi fre-
quency whose meaning will be explored in the next two sub-sections. Importantly, we have
made again the RWA in the above derivation to reduce the four coupling terms down to
two. We applied the RWA to a classical field coupled to a QHO before; however, in the case
where both the qubit and the electromagnetic field are quantized, we can argue for the RWA
intuitively based on energy conservation. @ and a' annihilates and creates a photon with
frequency w,, respectively, while 6, and ¢_ excites and de-excites the qubit, respectively. If
the frequency of the drive field is about the same as the transition frequency of the qubit
(which is usually the case as we will see soon), then the four terms in Eq.(3.36) have the fol-
lowing interpretation: (1) aé, excites the qubit by absorbing a photon; (2) a'6_ de-excites
the qubit by emitting a photon; (3) a&_ de-excites the qubit and absorbs a photon; (4) afé,
excites the qubit and emits a photon. Clearly, the last two processes do not satisfy energy
conservation and can be ignored in most of the applications we are interested in. We can

also solve the time evolution numerically to check the validity of the RWA. As shown in

Figure 3.2, the RWA produces the correct time evolution as long as

\/photon number x ) < wq and wy, (3.39)

also known as the weak coupling regime. Consequently, we arrive at the Jaynes-Cummings

model of qubit-oscillator interaction

N 1 1

As a note on the terminology, for cQED application, we refer to the single-mode field as

a resonator mode, a cavity mode, or a drive field depending on the context. For discussing

18For simplicity, we sometimes assume ¢ is real, which allows us to drop the phase factor ¢'?s. Usually,
such an assumption will not change the qualitative behavior of the interaction as we will see soon; however,
it turns out that the phase does matter when building quantum gates that rotate the qubit along different
axes on the Bloch sphere, so I decide to make it as general as possible here.
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Figure 3.2: Simulation of a two-level system coupled to a resonator with (i.e., Eq.(3.37))
or without (i.e., Eq.(3.36)) the RWA. In the simulation, w, = wy, and the Hilbert space
is truncated at n = 100 for the resonator. Left column: |W(0)) = |e,0). Since there is at
most one photon in the system, the RWA produces the correct time evolution even when
Q is close to wq and wy. Right column: |V(0)) = |e,4). As the number of photons in the
system increases, the RWA is only valid if Q) < wq and w.

the general features of the Jaynes-Cummings Hamiltonian, I will use “resonator” for con-
creteness; however, keep in mind that the same mathematics can be applied to completely
different situations. For instance, we use a readout resonator whose frequency is far away
from the qubit frequency to measure the qubit state, while we apply drive fields that typi-
cally have the same frequency as that of the qubit. This is also the reason why we should
study the JC Hamiltonian with full generality as opposed to some special cases (such as

Wq = Wy OF <&T&> > 1).

3.1.4 Diagonalizing the JC Hamiltonian

The good news is that the Jaynes-Cummings Hamiltonian admits a closed-form solution.
First, we need to pick a basis for the matrix representation. The natural choice is the set
of all product states of the qubit states and photon number states. For clarity, we use
lg) = |0) and |e) = |1) to denote the ground and excited states of the qubit, respectively,

and {|n)}nez, to represent the Fock states of a resonator mode. The product states are
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thus given by

19, 0) ,

9. 1), ]e, 0),
19,2), le, 1),
19.3) , ]e,2),

H 0 0 0
0 H 0 0
. 0 0 Hy --- 0 -
Ho=| S (3.41)
o 0 0 - H,
if we define
‘HO = <gv O| F]JC |g7 0> (342)
and
I’TI o <g>n‘f{JC ’g7n> <g,n|ﬁjc\e,n—1>
(e;n— 1| Hyc|lg,n) (e,n—1|Hycle,n —1)
nhw, — 2hA  —\/nhg* nwy — 1A —y/n|gle %
_ 2 AL 28 Vg (3.43)
—vnhg  nhw, + $hA —/nlgle® nw, + ;A

for n = 1,2,... We have introduced a new variable A = w, — w,, known as the detuning
between the qubit and the resonator. According to the argument made for the RWA, we
intuitively expect A to be small for the qubit and resonator to exchange photons of the
same frequency. As shown below, the qubit and resonator can still interact even if A is

large, but, of course, the interaction will not be as strong as in the case where A = 0.
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As indicated by Eq.(3.41), the matrix representation is block-diagonal in the chosen
basis, which means that we can analyze the Hamiltonian block by block, reducing an infinite-
dimensional problem into infinitely many finite-dimensional problems. In addition, note that
Hyisalx1 sub-block, implying that |g,0) is one eigenstate of the JC Hamiltonian and is
completely isolated from any other states (unless we augment Hjc with an external drive).
Other than Hy, all the other sub-blocks are 2 x 2, and the interpretation is intuitive: The
qubit can be excited from |g) to |e) by absorbing a photon in the resonator mode or be
de-excited from |e) to |g) by emitting a photon into the resonator mode; hence, |g,n) and
le,n — 1) share a two-dimensional subspace and are isolated from other two-dimensional

subspaces with a different photon number n.

Since all the 2 x 2 sub-blocks along the diagonal are parametrized by n, the only task
left is to diagonalize one 2 x 2 matrix as a function of n. With some algebra, one conclude

that H, has eigenvalues

1 1
B+ = nhw, + §h\/(wﬁygy)? + A = nhw, £ 5hy/(VnQ)? + A%, (3.44)
corresponding, respectively, to eigenvectors
—igg o en ‘971
In,+) =e 9s1n§]g,n) —cos;|e,n— 1), (3.45)

In, —) = cos 5 lg,n) + €% sin ) le,n—1), (3.46)

where we have defined the mixing angle

O = tan~1(24/ng|/A) = tan~! (v/RQ/A). (3.47)

We call the eigenstates of the JC Hamiltonian the dressed states of two subsystems (i.e.,
the qubit and resonator). To understand these eigenstates better, let us consider two limiting

cases before discussing the general interpretation:

(i) A > /nQ: When the qubit and the resonator mode are sufficiently detuned, the
eigenenergies are simply
1 1
E, 4+ ~ hw, <n + 5) - ihwq, (3.48)
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1 1
E,_ ~ hw, (n -1+ 5) + §hwq, (3.49)
corresponding to energies of |g,n) and |e,n — 1), respectively'®. Indeed, the dressed
states are approximately given by the product states since the mixing angle 0y, , ~ 0
for large A. In other words, the qubit and resonator are decoupled in the large-

detuning limit.

(i) |JA] < v/nQ: When the qubit is in resonance with the resonator mode, the energy of
the original product states, |g,n) and |e,n — 1), are both nhw, ~ nhw,. However, the

energies of the dressed states,
1
B+ =~ nhw, £+ hy/nl|g| = nhw, + 571\/59, (3.52)

split around nhw, with a total separation given by the vacuum Rabi frequency €2 scaled
by v/n. Thus, a larger photon number will induce a stronger splitting. However, note
that our result is still subject to the RWA, which means the splitting \/n{2 cannot be
of the same order as w, (as demonstrated in Figure 3.2); in other words, the order-
ing Ego, 1, E14,..., Ep ., Ey 4, ... must hold under the RWA, which is sometimes
referred to as the JC ladder.

The dressed states are now in equal superpositions of the product states; assuming

A > 0, we have 6,,,, ~ 7/2 and

e % 1
1 el¢9
In,—) = 7 lg:m) + == le;n = 1) (3.54)

197 have assumed A < 0 in the calculation since the frequency of the readout resonator (~ 7 GHz) is
higher than that of the qubit (~ 5 GHz) in a typical cQED experiment. If A > 0, then

1 1
1 1
E,_ ~ho|n+ 5) - ihwm (3.51)

since E, . > E, _ by definition.

57



(iii)

(general case) First, we introduce more terminologies that will make more sense after
introducing the Rabi oscillations. We call ©,, = /nQ the Rabi frequency (with n
photons) and we’ve already introduced the special case when n = 1, i.e., the vacuum

Rabi frequency 2. In addition, we name the quantity
=/ (VnQ)® + A2 (3.55)

the generalized Rabi frequency (with n photons). For small A, we naturally have

Geometrically, we can view 1/nf) and A as the length of the two legs of a right
triangle and €2/ as the length of the hypotenuse. Clearly, the mixing angle also fits
into this picture. In fact, we can plot this right triangle in the Bloch sphere if we treat
lg,n) and |e,n — 1) as |0) and |1), respectively. Comparing Eq.(3.46) with Eq.(3.15),
we realize that |n, —) is already in the spherical-coordinate representation of the Bloch

vector. The Bloch vector

éan = (T = 17 0 = 911’1,717 Qb = QSQ) (356)

for |n, —) is plotted in Figure 3.3; the size of the right triangle is scaled down by Q/,
since the Bloch sphere is of unit radius. It’s also easy to show that |n,+) points in
the opposite direction such that |n,+) and |n, —) always form a line going through

the center of the sphere.

3.1.5 Rabi Oscillations

Once the JC Hamiltonian is diagonalized, we have all the information to understand the

dynamics of the qubit when coupled to a resonator since any state can be written as the

linear combination of the two dressed states. In particular, suppose the system is initially

|W(0)) = |g,n), then the phenomenon of Rabi flopping will occur as shown in Figure 3.4.

The state evolution can be solved exactly (up to a global phase e

—inwr

 which is ignored here)

|W(t)) = [COS (%Qgt) + i% sin (%Q’nt)] lg,n) —i—ieid’g\g_if sin (%Qﬁlt) le,n —1), (3.57)

o8



Figure 3.3: Bloch vector representation of the dressed state |g, —). The mizing angle 0,
controls the z coordinate while the Rabi frequency €Y, and the phase ¢, determine the x
and y coordinates.

which gives the change in probabilities as functions of time

pl0) = ) =1 - it (G2, 3.59)
p(0) = W) = s (301 (3.5

The probability oscillates at the generalized Rabi frequency if the detuning is nonzero. At
resonance (i.e., A = 0), the generalized Rabi frequency reduces to the ideal Rabi frequency
Q, = /nQ. If the field has only 1 photon initially, the population would oscillate at the

vacuum Rabi frequency €.

Graphically, any non-stationary state will rotate along the axis defined by the Bloch
vector of |n, —). Hence, to flip the qubit state (i.e., move from |g,n) to |e,n — 1)), the dress
states must lie exactly on the xy-plane of the Bloch sphere, implying a resonance between the
qubit and the field. A pulse (i.e., the duration for which the dipole interaction is turned on)
that moves the qubit from the ground to the excited state is known as a m-pulse; assuming
A = 0, a pi-pulse would correspond to a pulse length of T, = 7/€2. Similarly, a pulse that

creates an equal superposition state (i.e., the Bloch vector points along the xy-plane) from
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Figure 3.4: Relationship between the axis of rotation and the population contrast.

the ground state is called a 7/2-pulse; the pulse duration is T, = 7/2€2 when A = 0.

Moreover, there is a continuum of possible axes of rotation on the zy-plane of the Bloch
sphere that could result in 100% flopping; these axes of rotation are parametrized by the
phase ¢,. Although the time evolution of the probability would look the same for all ¢4, the
actual probability amplitudes are different due to the phase factor ¢'%s. In fact, starting from
the ground state of the qubit, 7/2-pulses with ¢, = 0 and ¢, = m/2 create Bloch vectors
that point in the +y and —x directions, respectively; hence, the pulses with different phases

do represent physically distinct gates in quantum computation.

3.1.6 The Generalized JC Model for a Qudit

Most systems in reality are not two-level systems, not to mention the enormous computa-
tional space provided by a multi-level system. Thus, it’s also critical to extend the simple
result of a qubit to that of a qudit. In general, the Hamiltonian of a D-level system can be

expressed as

Hy= ) hw;lj)(il, (3.60)



where E; = hw; is the energy of the eigenstate |j) for j = 0,...,D — 1. The interac-
tion between the qudit and a single-mode resonator field is, again, described by the dipole

Hamiltonian [BGG21]

N 1 A A

H=) Tw|j){j|+hw (ala+ ;) —d-EL(0)
=0 2 ——
. - Hing

Ho
D—-1 D—-1
=3 e Gl (a4 5) = 3 (analibE +apal IG1). (o)

Jj=0 7,k=0

where X
& (jd - &, |k)
gk = 5

(3.62)

are the coupling coefficients. If, in addition, the qudit is constructed by truncating a per-
turbed version of the QHO (e.g., the first D levels of a weakly-anharmonic oscillator), then
gjx ~ 0 for |j — k| # 1 since g, is proportional to the matrix element of the “position” oper-
ator of the perturbed QHO. Consequently, the Hamiltonian of the coupled system reduces

to the so-called generalized Jaynes-Cummings Hamiltonian.

D—-1 D—-2
- N a1 A . . At
Hare = 3 oy VGl + s (104 3 ) = 3 000,15+ D01+ G0, DG +11).

5=0 §=0
(3.63)

From the perturbed QHO model, we can further assume that
gi+1i = VJ + g1, (3.64)

just like how the matrix elements of the annihilation operator of a QHO scale. Combine all
the approximations, we arrive at
D-1 D—2
2 N At A 1 : - . K AT\ /s
Hase = ooy ||+ s (@la+ 5 ) = D b5+ 1(gu0a i + 1) (1 + gioat 1) +11).

j=0 7=0

(3.65)

Unfortunately, we cannot derive a closed-form solution for the Rabi flopping between
two levels in a qudit; nevertheless, under certain assumptions, we can keep the two levels

we want to control and ignore the other energy levels. To see this, we first assume that all
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the (single-photon) transition frequencies within the qudit are distinct?®. Next, if we move
to the interaction picture, the interaction Hamiltonian takes the form

D—2
> h(gjﬂ,je“”j‘%‘wf”a [+ DG+ g e TG ) (G + 1] ). (3.66)

=0

Suppose the resonator frequency is tuned to one of the transitions, then e!(®i—wr=t will
oscillate for all but one transition. Hence, by making another RWA, we can apply the
conclusions drawn in the two-level case to a general qudit. However, one may ask to what
extent will the other transitions average to zero. Clearly, if the transition happens much
faster than the detuning between the field and all the other transitions, then there will be
leakage into the other energy levels since there is not enough time for el®s=«x=)t to average

to zero. In reality, leakage is always a main concern since the gate fidelity drops if we excite

some unwanted transitions.

3.2 Dispersive Coupling

In the last section, we found a general solution to the time evolution induced by the JC
Hamiltonian. In principle, all physics contained in the JC Hamiltonian can be readily
analyzed using the general solution; however, in the limit where the qubit and resonator
frequencies are far detuned from each other, there is a more insightful way to understand
the qubit-resonator interaction. More precisely, we restrict ourselves to the case where
lg] < |A| <€ wq and wy, i.e., the detuning is still much smaller than the qubit and res-
onator frequencies for the RWA to still hold. In the cQED community, we say the qubit is

dispersively coupled to the resonator.

20This is why we want to use an anharmonic oscillator to describe the qudit. If the qudit itself is an ideal
QHO, then all the neighboring transitions will have the same frequency. Consequently, we cannot address
individual transitions separately.
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3.2.1 Schrieffer—Wolff Transformation

Before studying the JC Hamiltonian, let us consider a generic problem
H=Hy+\V, (3.67)

where V is a perturbation added to some initial Hamiltonian Hy and X is a unitless real
number, called the adiabaticity parameter, that controls the strength of the perturbation.
The magnitude of V (e.g., in terms of its eigenvalues) can be of the same order as that of
Hy, but \ is small by assumption. In addition, we assume that (k| 1% |k) = 0 for any energy
eigenstate |k) of H,, which is always possible by absorbing the diagonal entries of V into

A~

Hy.

In the current frame, H is affine in \; our goal is to adiabatically eliminate the first-order

perturbation for small A by introducing a unitary transformation
H = e He™ ~ Hy+ N2V, (3.68)

where S is an anti-Hermitian operator to be determined and V" is the effective perturbation
in the transformed frame independent of A. Since the unitary transformation does not
alter the energy eigenvalues, it allows us to study the dependence of the energy spectrum
of H on A when the perturbation is weak. Note that the same ) is used in defining the
transformation, which will be the key to eliminating the first-order interaction.

Using the Baker—Campbell-Hausdorff formula, we expand H’ to the second order in \:

2

i = i = i A[11,8] + 5 [[11.9].8] -

= A+ A 4 A S+ 0208+ 2 [0 8] 8] )
The terms linear in A will vanish if
V + [Hy, S| =0, (3.70)
in which case we have
N A NN MNrra A oA N A2 .
'~ iy + X[V, 8] + 5| [Ho, 5], 8] = o+ 5[V, 8] (3.71)
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to the second order in A. Hence, our problem reduces to solving Eq.(3.70). Moreover, the
leading correction to this approximation is third order in A and first order in [:[0 and V;
for example, if the energy scale related to Hy and V is several GHz and A ~ 0.05, then the

error associated with the transformation would be on the order of 100 kHz.

Most of the time, we will actually absorb A into the definition of \7, ie.,
H=Hy+V and H =e SHe", (3.72)

as long as we can identify a small adiabatic parameter in V. Under this convention, we still
require that V+ [[:Io, g} = 0, but the transformed Hamiltonian to second-order is now given
by

H ~ Hy+ %[V S]. (3.73)

It should be noted that the transformation we introduced, also known as the Schrief-
fer—Wolff transformation, is nothing more than an operator representation of the tra-
ditional second-order time-independent perturbation theory. We can eliminate the first-
order perturbation simply because we have lumped the possible first-order energy shift
(k| V |k) = 0 into Hy. Nevertheless, this formalism provides an alternative interpretation of

the perturbation theory as an intentionally picked unitary transformation.

3.2.2 JC Hamiltonian in the Dispersive Limit

Now, we apply the Schrieffer—Wolff transformation to the JC Hamiltonian under the as-

sumption that |g| < |Al]. Let the unperturbed Hamiltonian be
2 ]. ~ A.i. ~ ].
Ho = —§ﬁwqoz+hwr a a—|—§ s (374)

describing the situation where the qubit and the resonator are decoupled; the perturbation
is then

~ A . . .
V=" H = —hA (el¢9&é+ + e—%a*a—_) (3.75)

with A = |g|/A, which is small by our assumption. In addition, the diagonal matrix elements

of V in the energy eigenbasis of H, are zero, so the technique is indeed applicable. However,
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it should be noted that the magnitude of the matrix elements of I:Iim is unbounded since we
can always move up along the QHO ladder. Another way to see this is to recall that the
Rabi frequency linearly increases with y/n. Hence, there naturally exists a critical photon
number nqy such that the strength of the interaction is no longer suppressed by A and

cannot be treated as a perturbation.

Since Hjc is block-diagonal in the eigenbasis of I:IO, it’s clear that V must also be block-

diagonal in the same basis; thus, S can be decomposed into blocks along the diagonal

S 00 0
0 S 0 0
5 0 0 S 0
g b ' (3.76)
0 0 0 Sy
and Eq.(3.70) is equivalent to the following set of operator equations
Sy =0, (3.77)
0 —\/ne % nw, — 1A 0 . .
hA . v + |k 2 ,Sel =0 forn=1,2,..
—\/ne%s 0 0 nw;, + A
(3.78)
By expanding Eq.(3.78), we can show that
S, = /neis, — /ne %5 (3.79)
and, thus,
S =e%a5, —e%9als_, (3.80)
T =e = exp<%a&+ - %a*&). (3.81)

Moreover, according to Eq.(3.71), the Hamiltonian in transformed frame is given by [BGW07]

NPy N DA 1 Blal2
H{SP ~ Hy + 5 [V, S} - —§h(wq + —) 6. + hweala — %&Zcﬁa, (3.82)
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where we have ignored a constant energy hw,/2 + h|g|*/2A. On one hand, when \ =
lg|/A — 0, we do retrieve H, as expected. On the other hand, for small but finite \, two

modifications appear: 1) The qubit acquires a frequency shift

lg/?

= = 3.83
X =3 (3.83)
known as the Lamb shift, which is independent of the resonator state. 2) The qubit-
resonator interaction in the transformed frame, &,afa, commutes with f[o; such an interac-

tion is said to be longitudinal as opposed to the transverse coupling using 6, and o_. We

discuss some of the consequences of the dispersive interaction now.

3.2.3 Dispersive Shift

Eq.(3.82) can be understood from two perspectives based on how we group the three terms.

If we lump the last term with the resonator Hamiltonian, i.e.,
~ di 1
Hye? = =5 h(wq +x) 0= + h(w: — x6:)ala, (3.84)

then we see a qubit-state-dependent shift of the resonator frequency. Suppose the qubit is
in |g), then (6,) = 1 and the resonator effectively has a frequency w, — x. However, if the

qubit is excited to |e), the frequency of the resonator shifts in the opposite direction.
We could have derived this frequency shift by directly expanding the eigenvalue of
In,+) =~ |g,n) and |n+1,—) = le,n) in Eq.(3.44) to the second order in |g|/A (with

A < 0 as used before):

1 11
E, + =nhw, + §h\/4n|g|2 + A% ~ h{(wr —x)n+ %} - ihwq, (3.85)

1 Wr 1
Epny1- = nhw, — 571\/4(n +1)|gl2+ A2 = h{(wr + x)n + 3] + éhwq + hy. (3.86)
By treating n as a'a, we see the same dispersive shift conditioned on the qubit states being

in |g) or |e); additionally, the constant qubit frequency shift x appears in the expansion.

However, note that (), in general, can take any value between -1 and 1, so the frequency
shift of the resonator can fall between —|x| and |x|. In Chapter 5, we will use this dispersive

shift of the resonator as a way to infer the qubit or qudit state.
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3.2.4 AC Stark Shift

If we lump the third term in Eq.(3.82) into the qubit Hamiltonian, then we see a photon-
number-induced shift of the qubit frequency instead

. 1
3P = —h(wq + X+ 2xa'a) o + hwydla (3.87)

Experimentally, this can be observed by measuring the change of the qubit frequency while
sweeping the number of photons (i.e., power of the cavity readout signal) in the cavity.
Alternatively, one can explicitly add a coherent pump field near the qubit frequency to
observe the pump-power-dependent shift of the qubit frequency. In the latter application,
it’s more intuitive to model a coherent drive as a classical electromagnetic field as will be
discussed in Section 3.3; nevertheless, both the fully-quantized and semiclassical approaches

result in the same AC Stark effect.

Note that the dispersive coupling and AC Stark shift are just two different interpretations
of the same Hamiltonian. In general, it’s more appropriate to treat such a phenomenon as
a two-photon scattering process. In fact, later we use the Schrieffer—Wolff transformation
to explicitly derive a two-photon Rabi flopping. In the AC Stark effect, the initial and
final states are the same (i.e., a photon is absorbed and then emitted to create a scattering
event) while for a two-photon Rabi flopping, the initial and final states are different (i.e.,

two photons of the same frequency are absorbed and then emitted to create an oscillation).

3.2.5 Dispersive Coupling for a Qudit

Next, we want to generalize the results above to a multi-level system [BGWO07]. We still
consider a single mode of a resonator, i.e., EL(O) = €,14) (& — &T> coupled to a qudit, which
is described by

-1

D—1

- N a1 Al . .

= Y ey )1+t (4 3 ) = 3 n{gpali)ihl + g 10G]). (359)
To be completely general, we will not use the generalized JC model for the derivation (in

other words, the results we are going to obtain will be valid for any kind of qudit systems.)
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To apply the Schrieffer—Wolff Transformation, we first identify

D-1
. 1
_ . . ,\T,\
Ho—jz:;hwj 19) (G| + B, (a a~|—§) (3.89)
and
. D-1
V== 3 n(gna |kl + gial k)1 ) (3.90)
4,k=0

as the unperturbed Hamiltonian and perturbative interaction, respectively. Here, we will
use the convention where the adiabatic parameter is absorbed into S. One can verify easily

that o
— 1

§= 3 —————(gnali)(kl - gpa' k)] (3.9
Gk=0 "7 !
is one possible solution to v+ [lf[o, 5’} = 0. Hence, what is left is to compute the transformed
Hamiltonian H¥P using Eq.(3.73).

In the calculation of HYP, we encounter products of the form a'a|j)(k|, aal[5)(k|,

a?|7)(k|, and a? |5)(k|. In the interaction picture,

atalj)(kl — a'alj)(k| ey, (3.92)
aal [j) (k| — aa’ |j) (k| e, (3.93)
a*|j) (k] — a% ) (k| elrmenmel, (3.94)
a )k — @' [5) (k| et (3.95)

Suppose the qudit energy levels are nondegenerate and no two-photon resonance conditions

are met (i.e., |w; —wy — 2w,| > 0), we can apply the RWA to omit the fast oscillating terms.

Consequently,
D— D—1
1 hlgjkl® Blginl® N\ ota g Mgl ..
17,8~ 3 (G e )il X M 396)
7,k= 7,k=0
from which we can define
|gjk’2
= 3.97
Xk W — W — Wy ( )
D—1 D—1 P
Aj=D xp=) ———— (3.98)
k=0 k=0 1 kT



The Hamiltonian in the dispersive regime is thus given by

D-1 D—1 [D-1
A di - Lre a4 N A n Afa
HEP ~ fy + 5{‘/, S] o~ Z B(w; + M) [9) (] + wra’a + Z R(xjk —ij)] ata)g) (.
=0 =0 Lk=0

(3.99)
Just like the qubit case, there are two features in the transformed Hamiltonian: 1) As a
consequence of the zero-point fluctuation, the qudit is augmented by the Lamb shifts A;.
To put it in another way, one realizes, during the derivation of Eq.(3.96), that each A,
appears because of the bosonic commutation relation [d,dq — 1; therefore, Lamb shifts
reflect the quantum nature of the electromagnetic field. 2) The qudit-resonator interaction

is longitudinal in the sense that |7)(j| appears instead of |j) (k| in the last term of Eq.(3.99).

The two interpretations of the dispersive coupling discussed before also apply in the

qudit case: The jth qudit energy level feels the AC Stark shift

< [Z B~ Xm-)] a*a> (3.100)

from the resonator field while the resonator sees a qudit-state-dependent frequency shift

<Z [Z hxn — ij)] U><j!> : (3.101)

j k
3.2.6 Two-Photon Transitions

In a multi-level quantum system, some of the transitions are forbidden in the sense that the
matrix elements of the interaction connecting the initial and final states are negligibly small.
For example, if the qudit is modeled by an anharmonic oscillator, the coupling between the
ground and second excited states is practically null; thus, we want to explore a way to
drive the “forbidden” transition directly. Intuitively, if the first-order dipole transition is
not allowed, we might construct a second-order interaction that jumps from one state to the
other via an intermediate state. If the transitions between the initial and intermediate states
and between the intermediate and final states are allowed, then we expect the net effect to
be a transition from the initial state to the final state. However, note that we do not want

two consecutive pulses targeting two different transitions; to save hardware resources, we
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would like to reach a forbidden transition using a single frequency (maybe with a practically
achievable slow varying envelope to suppress the bandwidth of the pulse due to the Fourier

uncertainty in a fast pulse).

In fact, we already have all the ingredients to reveal such a transition. In the previous
derivation, we have assumed that there do not exist two qudit levels j; and js such that w;, —
wj, — 2w, ~ 0, which implicitly suppresses the second-order transitions in the Hamiltonian.
However, if we reserve the possibility that some transitions might be on-resonance with two
photons, we would obtain the extra terms

hgjsk i hgjsk i A2 s\
__ZZ( jokYkj G2k Yk CL2|]2><J1|
Wp — W), — Wy Wj, — W — Wy

J1.d2 J2

h "Ik
-3 ZZ (Gt - )iy (@)
W — Wiy — Wy Wy, — Wi — Wr

]17]2

in {V, S} /2. Furthermore, since wj, — w;, ~ 2w, near resonance, we have wy — wj, — wy &

—(wj, —wp — wy) and

D-1 D-1
11~ 4 Ny AL\
SIVLS] T 1) Gl 4+ 30 |3 B =) | afali) Gl
=0 j=0 L &
D—-1 D-1
(220 i+ 22 i e
1.j2a=0 k=0 Wi Wi, — Wy Wi — 71~ Wr
D—-1 D—-1 [D—-
Z ]|+Z Z (XGik — Xkj) aTd|j><j|
7=0 7=0 Lk=
D-1
1
> 5 (o2 i)l + g i) Gl (3.103)
jl»jQ 0
where?! by
@ _ hg;2kghin 3.104
92,31 Z 2(wp — wj, — Wr)‘ (3.104)

k=0
are the coupling coefficients of the two-photon transition.

Eq.(3.103) provides the full description of coherent two-photon processes in the quantized-

field picture. However, in practice, driving a two-photon transition requires a much higher

21The prefactor 1/2 in Eq.(3.103) is used to cancel the matrix element (0]a?|2) so that 2g( ) is the
vacuum Rabi frequency of the two-photon transition.
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power than driving a one-photon transition (about 20 dB larger); hence, it’s much easier to

treat the drive as a classical drive (i.e., a coherent state), which we will discuss now.

3.3 Light-Matter Interaction with a Classical Field

When the strength of the electromagnetic field is macroscopically large, we can adopt the
classical limit introduced before. This new point of view is particularly useful for describ-
ing the qubit control pulses since they are usually microwave fields generated by room-
temperature electronics; in other words, control signals are well described by coherent states
with a large amplitude «.. In contrast, in order for the dispersive coupling to be valid??, the
cavity readout signals are around the single-photon level and are usually described with a

quantized field to account for the quantum fluctuation.

The Hamiltonian for a qubit interacting with a classical electric field is given by

A 1 ~ ]. 3
H= —§hwq&z —d-E(r,t) = _§Mq&z — d-E(0,1), (3.105)
where we apply the long-wavelength approximation again so that the field is position-

independent. The electric field is assumed to be a single harmonic function

]E](O7 t) = E(O) Sjn(wdt — gb) = éxITO (e—lwdt-I-HZ5 _ elwdt—1¢) (3106)

as introduced in Eq.(2.176) with drive frequency wq. In the semi-classical analysis, we no

longer include the Hamiltonian of the field, so the Hilbert space is only two-dimensional.
The interaction Hamiltonian in the semi-classical picture is given by

A idoEo |, _i i ot iB\ { icoas A Zids A
Hine(t) = - (e7iwattio _ gleat=id) (eiddig, 4 e iaig )
L e e e et o~ s i
= —_hHO (6 lwdt+1¢€l¢dlo-+ — elwat—io—idai 5 Te wqt+ig ,—igai 5 _ piwal 1¢>el¢dla+) ’

2
(3.107)

22Recall that the dispersive regime is derived by assuming the coupling is perturbative. When the mean
photon number is large, @ and a' in Eq.(3.75) will give a large matrix element, thus violating the perturbative
assumption.
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where Q = dyFEy/h will turn out to be the Rabi frequency in the semi-classical picture.

Moreover, recall that the JC Hamiltonian, before making the RWA, takes the form

. 1 1
H = =S hwybs + hug (a*a + 5)

—i(do&)) (eid’dia(}+ — e Wagle 4 e ugs — ei%am). (3.108)

Hence, we can intuitively connect the semi-classical and fully quantized pictures by making
the following mapping

Ey o o
706—‘%”“1’ — & (3.109)

That is, writing down the semi-classical interaction Hamiltonian is almost the same as going
into the interaction picture of the quantized field (i.e., a — ae @it ~ qe™wat). Of course,
what we have ignored by going into the classical description is the quantum uncertainty
associated with the coherent state.

With Eq.(3.105), the solution to the Schrodinger equation is derived in detail in Ap-

pendix D. In the next sub-section, we summarize the results from the appendix.

3.3.1 Rabi Oscillations

To begin with, the derivation uses the RWA again so that

H ~ —S o, — %m (emiwattiogivns  _ giwat=ivp—iduig )
1 1 _— .
= —5hweo: — ShQ (e7watHi0aG, 4 eati%o5 ) (3.110)

where ¢y = ¢ + ¢ai + m/2. The validity of the approximation can be more clearly shown by
going into the interaction picture with Up(t) = exp(iwqtd./2); the interaction Hamiltonian
in the interaction picture is

A

Hine (1) = Ug(t)ﬁint(t)ﬁo(t)

— 110 [ei(¢+¢di) Gy — eiOH0a)g | g ~Reatoideg  _ Qwatmideg +]

Q

1 . .
—§hQ<61¢gé’+ —0—6_1%6_), (31].1)
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where we see that the two terms neglected in Eq.(3.110) are terms that oscillates with
angular frequency 2wq. Hence, if the state of the qubit varies on a timescale that is much

slower than 27 /wq, the RWA will stand.

Under the RWA, the Schrodinger equation can be solved exactly. In general, the qubit

state, which lives in a two-dimensional space, can be expressed as

[W(t)) = alt) |lg) + b(t) |e) , (3.112)

where a(0) and b(0) are specified quantities. As shown in Appendix D, the probability

amplitude associated with |g) and |e) are given, respectively, as
. 1 A 1 . ) 1
a(t) = a(0)ewat/? [cos (§Q’t> + i@ sin (59’t>] + ib(O)ert/Z*l‘z’g@ sin(ﬁﬁ’t) , (3.113)

b(t) = ia(o)e—iwdt/“i%%sin(%m) +b(0) e wat/2 [COS(%Q’t) - i%sin (%Q’t)] , (3.114)
where A = w, — wqy is the detuning and ' = v/Q2 + A? is the generalized Rabi frequency
defined analogously to that in the fully-quantized analysis. Now, by setting a(0) = 1 and
b(t) = 0, we obtain the probabilities of measuring |g) and |e), respectively,

0?2 1
2 c 2 /
pg(t) = |(l(t)| = 1 — m Sin (§ QQ + A2 t) s (3115)

polt) = () = %QNSM (%\/Wt) , (3.116)
which clearly entails the Rabi flopping.

Unlike the fully-quantized case, we have a single Rabi frequency defined in the semi-
classical picture since a photon is not a well-defined object in a classical field. Neverthe-
less, remember that €2 is a function of the electric field amplitude Ej, which, according to
Eq.(2.177), is proportional to y/n in the classical limit, where n is the mean photon number

of a coherent field. In other words, if we use Eq.(2.177), i.e., Ey(n) = 2& x/n, then

Q(n) doEig(n) _ 2d0(5’%k\/ﬁ —Q, = 2V/ng (3.117)

such that the classical and quantized fields produce a consistent Rabi frequency.
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Furthermore, similar to the result with the quantized field, there is a ¢4-dependence in
the Rabi flopping. However, in the semi-classical case, it’s clear how we can control this
phase. Since ¢, can be modified by ¢, the phase of the classical field, we can change the
axis of rotation by simply asking the room-temperature electronics to output the drive at a

different phase.

3.3.2 AC Stark Shift and Two-Photon Transitions with a Classical Drive

We have established several equivalences between the fully-quantized and semi-classical ap-
proaches; in particular, the semiclassical Hamiltonian is very similar to the two-dimensional
subblocks of the JC Hamiltonian. Therefore, we also expect to reveal the AC Stark shifts
and two-photon transitions using the Schrieffer—Wolff transformation. However, the classi-
cal drive is the same as a coherent state only up to the removal of the quantum fluctuation,

implying the fact that we will not see Lamb shifts in the semi-classical calculation.

We now apply the Schrieffer—Wolff transformation to the qudit Hamiltonian (of course,
the qubit case is also included) plus a classical drive:

-1

H=3 hwslj)(jl = d-E(0,1)

7=0
D-1 D-1 Qi O
. . j —iw . ik iw .
= hwi i)=Y h (7]6 )R]+ et \k><j|> : (3.118)
Jj=0 7,k=0

where we have defined the complex Rabi frequencies®?

(| d k) - & Eoc®®
h ?

Q= (3.119)

To simplify the calculation, we first move to a frame rotating at frequency wq by using the

unitary transformation
D-1

R(t) = exp [—i > jwat |j><j|] : (3.120)

J=0

2By using Eq.(3.117), we can map the complex Rabi frequencies to the coupling coefficients in the
fully-quantized picture: Qi = 2y/ng;i, where n is the mean photon number of the classical drive.
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Recall that given any unitary operator U (t) (which in general is time-dependent) and the
state |(t)) that solves the usual Schrédinger equation with Hamiltonian H, the transformed

state |U'(£)) = UT(¢) | (t)) satisfies a new Schrédinger equation

m% /() = H'(¢) | W'(t)) (3.121)

with the transformed Hamiltonian

d
dt

Let U(t) = R(t), the effective Hamiltonian in the rotating frame is given by

H'(t)=U()HU(t) —ihUT () —=U(t). (3.122)

d .
SR

D—1
. . . QAi'——w . o —i(i—k—1w .
= 37 ey = ) il = 3 | Tty 4 Btk gy .
j 7,k=0

H,o. = R'(t)HR(t) — ihR(¢)

(3.123)
In practice, the qudit is modeled as an anharmonic oscillator; hence, we will assume §2;;, ~ 0

if |7 — k| # 0, resulting in

D—-1 D—-2 Q Q*
- . Ny i+1,j | - . i1
Hyoo =Y (w; — jwa) [7)(j] = > R (% i+ D0+ = 06+ 1!) S (3124)
=0 =0
Next, by setting
D—
Z wj — jwa) 1) (] (3.125)
7=0
and
. D=2 /0 . O,
V== on (B 0+ G ). (3.126)
=0

- 1 Qi1 ). oW
S=3 o (BNl G+ (3.127)

solves V + [ﬁo, S'} = 0 as required by the Schrieffer-Wolff transformation. By applying the

appropriate RWA while allowing the possibility of two-photon transitions, we arrive at

I—A‘Ilfot ~ HO + = |:V S]
D-1 D-3 B
~ ) h(w; — jwa +x) 1) G =) B ( 2200+ Q8 100G+ 2|> (3.128)
J=0 j=0
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where

Q.. 2 Q.2
XJ: | 5] 1| - | J+1J| (3129)

Ywj —wjr —wa)  Hwjr —wj —wa)

are the AC Stark shifts (since they depend on the strength of the drive) and

Q® Qi1 (3.130)
2<Wj+1 —Wwj — wd)

are the (complex) Rabi frequencies of the two-photon transitions. Indeed, we do not see any
Lamb shift; this discrepancy between the semi-classical and fully-quantized picture can be
neglected since the AC Stark shifts due to the classical drive (i.e., with a macroscopic photon
number) are much larger than the photon-number-independent Lamb shift. Nevertheless,
in both formulations, we have AC Stark shifts to the original energy levels, suggesting that
we should not drive the two-photon transition exactly at wq = (w;, —wj, )/2 since the qudit
is simultaneously subject to the AC Stark shifts from the same field. Two master equation
simulations of the two-photon transitions are shown in Figure 3.5; Figure 3.5(a) shows the
change of populations in a qutrit when subject to a drive at exactly wq = (wy — wp)/2 while
Figure 3.5 has a drive frequency that includes the shifts in Eq.(3.129), proving that the
qutrit indeed has shifted energy levels.

As mentioned before, a two-photon transition requires more power than a single-photon
transition since the coupling strength, as shown in Eq.(3.130), is suppressed by the detuning
between the drive frequency wq and the virtual transition frequency w;;; —w;. In addition,

the Rabi frequency is proportional to the power of the field instead of the amplitude since
Qa5 o Qs 11 Qi o Ef. (3.131)

This power dependence can be easily observed in experiments as shown in Figure 3.6.

Furthermore, since an AC Stark shift is also a two-photon process, it has the same power
dependence and usually requires substantial signal power to create any visible effect. For
example, we might use the AC Stark shift to add an extra phase e 7 to the eigenstates
of the qudits by bringing a pump drive near the qudit frequencies for a pulse duration T

However, such a way of creating a phase gate is not practical in superconducting quantum
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Figure 3.5: Master equation simulations of the two-photon Rabi flopping with a 25-
kHz decay rate and a 100-kHz pure dephasing rate added to each energy level. a. The
(rectangular) control pulse has a drive frequency wq = (we—wy)/2. The idea Rabi frequency
is calculated from Eq.(3.130) b. The drive frequency takes into account the AC Stark shifts.
Since the AC Stark shifts are themselves drive-frequency-dependent, the frequency shifts
are calculated using fized-point iterations.

computation because the high-photon-number pump will drastically increase the base tem-
perature of the dilution fridge. Instead, people often use DC magnetic fields combined with

SQUIDs (see the next chapter) for tuning the qudit frequencies.

3.4 Single-Qubit Gates and Optimization

3.4.1 Time Evolution Operators for a General Single-Qubit Gate

In the last three sections, we have studied various ways of building single-qubit gates, and
it’s not hard to see that we can construct any single-qubit gates by manipulating the JC or

the semi-classical Hamiltonian. However, in practice, we often prefer to abstract away the
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Figure 3.6: Power dependence of the two-photon Rabi flopping inferred from the averaged
cavity transmission. Note that the power of the drive is proportional to the drive amplitude
squared.

underlying physics and use simply matrix algebra to describe the action of a sequence of

gates.

In both the fully-quantized and semi-classical cases, we can lump all the single-qubit
gates into a single matrix. For example, given that the JC Hamiltonian is block-diagonalizable,
it is possible to obtain the time evolution operator restricted to a specific two-dimensional
subspace by simply exponentiating the Hamiltonian H,. To find the matrix exponential of

I;Tn, one first observe that

_ 1 _ —i¢
. nwy — =\ nlgle '%s
i —n o} Vnlg|
—/nlgle’s  nw, 4+ 3A
2 Qn ~ Qn ] ~ ~ 2 g N ~
= nw,l — C;)S %9 Oy — s;n % Oy = 50:= nw,l — T”e% 0. (3.132)
Thus, by using the identity
exp(iaé - &) = lcosa +ié- asina (3.133)
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for any real number a and unit vector €, we obtain the time evolution operator

A 1 ~ . o
Un(t) = eXp<—%Hnt) = exp [—i (nwrl — T"é% . &)]

Cinet | 1 ~ . (1 V/nfdcos é, . \/_Qsmgb 5 .
=e ! _cos <§Q;t> 1 +1isin (5(2;115) <Q—’g o ~—95, + Q_/UZ

n n n

1 A 1 0 X
—inwrt o <§Q;t) * IQ_' sin <§Q;t> i\él_—zel% sin (59275)

AN (1 1 A (1
1Q—%e¢9sm 59;15 cos §Q’nt —igsin §Q;t

Eq.(3.134) can be applied to all regimes mentioned before under the RWA and is thus general

(3.134)

for describing all the possible gates enabled by a weak coupling to the field. It can be easily
shown that U (t), with carefully chosen parameters, can realize any single-qubit gate (put in
another way, we can write any unitary operators up to some global phase in terms of U (1)
by designing A,  and ¢,). For example, setting A = 0 gives the ideal Rabi oscillations
while making /nf)/A < 1 generates the AC Stark shifts. Although practically not very
useful, it’s also possible to write down a general time evolution operator without referring

to the photon number basis [Ste73]:

3 —iwe N t S . A
Use(t) = [g){g| ® e PVt [cos (2\/92N+A2) +1\/: sin (2 Y 92N+A2>

Q2N + A2

Ve (ae )

—i¢ 2 2
i———=e""%9sin Q2N + A
Q2N + A2 2

+ lg) (el @ e i

+ le){gl ® e N G l e'%s sin ( V2N + AQ)
V2N + A2
+ |e)(e] ® e_iwr( Ok
cos (t QQ<N—|—1) + AQ) —1i a sin ( QQ(N—H) + A2>
2 Q2(N+1)+ a2 \?

(3.135)

Note the extra @ and a' in the second and third terms, respectively, in order to make the

math work out.?*

24 Also note that the singularity is the avoided because sin(z)/z is well-defined at x = 0.
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More often used in practice is the time evolution operator from semi-classical analysis,
which is given by
elwat/2 cos(%Q’t) + iei“’dm% sin(%Q’t) jelwat/2—idg % sin(%Q’t)
U(t)=
je~iwat/2Fidy & gin (100t e wal/2 cos(3V't) — ie al/22 sin (1Q0't)
(3.136)
The Rabi frequency €2 is proportional to the amplitude of the microwave signal coming
out from the signal generator; hence, to design a single-qubit gate, one often first sweeps
the microwave power to pin down a reasonable Rabi frequency by measuring how fast the
qubit oscillates between |g) and |e) (this oscillation frequency must be the generalized Rabi
frequency). To find the resonance condition (i.e., A = 0), one then fixes the signal power
and sweeps the drive frequency to find the minimum generalized Rabi frequency because
Q' = /A2 + Q2 is minimized when A = 0. Figure 3.7 shows the experimentally measured
Rabi oscillations (as a function of time) for a list of the detuning around the qubit transition

frequency (4.4851 GHz in the case).

3.4.2 Area Theorem

So far we have always assumed that the signal generator is suddenly turned on and off to
define a pulse, which leads to the Rabi oscillations with a well-defined sinusoidal behavior.
In this ideal case, a m-pulse is defined by setting the pulse length to be T,, = w/Q. However,
it’s straightforward to show, by matrix exponentiation of the semiclassical Hamiltonian,
that we will still have Rabi oscillations even if the Rabi frequency is time-varying (i.e., the
electric field has a time-varying envelope besides the carrier signal at wq). This result is
particularly useful since a real signal must start and end with zero amplitude. For a m-pulse,

what becomes important is thus the “area” swept by the generalized Rabi frequency, i.e.,

- / o (3.137)

Clearly, if Q' is constant, the area theorem reduces to the usual definition of a mw-pulse. A

similar generalization applies to other pulses such as the m/2-pulse.

80



4.4701

4.4731

4.4761

4.4791

4.4821

4.4851

4.4881

4.4911

QA output range: -30 dBm
QA amplitude = 0.0800
QA input range: -50 dBm |
SG output range: -5 dBm

SG amplitude: 0.500
4.5001

0.0 80.0 160.0 240.0 320.0 400.0 480.0 560.0 640.0 720.0 800.0
Qubit drive duration (ns)

4.4941

Qubit drive frequency (GHz)

4.4971

Figure 3.7: Rabi flopping with different detunings. The horizontal axis represents the
duration of the Rabi drive while the vertical axis shows a sweep of the drive frequency near
the actual qubit frequency. The color of the plot encodes the population of the ground state,
with white representing p, = 1 and black representing p, = 0. At the qubit frequency, the
Rabi flopping has the slowest oscillation frequency and the strongest population contrast; as
we increase the detuning, the population contrast decreases while the oscillation frequency
increases. (QA: quantum analyzer for state readout. SG: signal generator for qubit
control.)

3.4.3 Derivative Removal by Adiabatic Gate (DRAG)

The time evolution operators we just obtained are useful guidance for designing a single-
qubit gate; however, one often needs to optimize the pulses in practice because a physical
qubit is not an ideal two-level system. Consequently, for a multi-level system, short rect-
angular pulses (i.e., pulses that have no rise and fall time) will contain a wide range of
frequencies, thus leading to unwanted excitations?®. In addition, to use higher energy eigen-
states for quantum computation, we also need to understand and mitigate leakage to nearby

levels when exciting the intended transition.

The simplest solution to avoid the wide spectrum of the rectangular pulse is to add

25For an idea two-level system, the Fourier theorem is not an issue since the Hilbert space is strictly
two-dimensional; leakage is not possible by definition.
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a finite rise and fall time to the pulse. For example, we can replace the constant pulse
with a Gaussian pulse (with the carrier frequency being the drive frequency wg). By the
Fourier theorem, the spectrum of the Gaussian pulse will also be a Gaussian centered at
wq; the wider the pulse is in the time domain, the narrow its spectrum will be. However,
this clearly does not rescue us completely from the unwanted transition since we cannot
make the spectrum infinitely peaked at wq in practice. To further remove the leakage, we

introduce two quadratures of the drive signals, i.e.,
E(t) = e, | E1(t) cos(wgt) + Ea(t) sin(wqt) |, (3.138)

where F;(t) and E(t) are slow-varying envelopes of the two quadrature fields. As discussed
before, the phase of the drive signal determines the axis of rotation; the hope is that adding
this extra degree of freedom can help us counter the leakage to higher energy levels in a
real qubit. It should be emphasized that the technique we are going to derive, known as
Derivative Removal by Adiabatic Gate (DRAG) [GMM11, MGR09], only applies to
the transition between the ground and the first excited state, which is what we care about

if we only use a multi-level system as a qubit.

Given the two drive fields, the Hamiltonian of the driven qudit is
D-2 D-1
= > i) Gl + OB - (diga G - U+ 1G], (3139)
j=1 j=1

where we have assumed the anharmonic model of the qudit and defined d; ;_; = (j|d|j — 1).

To remove the fast oscillating field, we move to a frame that rotates at wq by using

R(t) = exp [—iijdt |j><j|] : (3.140)

j=1

which results in the transformed Hamiltonian

. . N . d -
H.o(t) = RY()H(t)R(t) — ihRT(t)&R(t)
D—1
Q, t O iii(t) .
~h { w; — jwa) |7)(J| — %m%u 1—%%@]’—1 : (3.141)
7j=1
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where, for simplicity, we have assumed that d;;_; are real-valued®® so that

d; ;1 e, B (t d; 1, Bt
N p 1) Q) = =2 . 2(1) (3.142)

are real®?” and

Oujjr = NG = U+ =DGl oyg0 =100 =1 =ilj = DI (3.143)

Since a low-fidelity gate is due to leakage to the most nearby level, i.e., the second excited
state, we will restrict the Hamiltonian to only three energy levels (]0), [1), and [2)*); in
other words, our goal is to prevent the excitation of |2) in the following Hamiltonian of a

driven qutrit

Hoot(t) = hA [1){1] + h(2A + ) [2)(2
(1) hQ, () . B (1) . hAQY, (1)

9 9 Tulo T T 5 Ou21 T T@J,gl, (3.144)

~

Oz,10 —

where we have set wy = 0, ;10 = €, and Q19 = €2, and have defined A = w; — wy,
a =wy — 2wy, and A = Q,01/Qy 10 = Qy21/Qy 10 = |da1|/|d1o]. The parameter a is known
as the anharmonicity since for an anharmonic oscillator, a describes the deviation of the
second energy level from the ideal energy of a QHO. In addition, A ~ /2 for a weakly

anharmonic oscillator.

Mathematically, our objective is the same as finding two envelope functions such that
H,o; can be block-diagonalized into a two-dimensional subspace spanned by |0) and |1) and
another one-dimensional space spanned by |2). The block-diagonalization can be achieved

by first introducing the following unitary transformation,

i (t)

T(t) = exXp |:— ((3'%10 + )\(3@,31)1 . (3145)

260ne can always compensate the phase in the dipole by an extra phase added to the two quadratures of
the drive field.

2"Note that the subscripts 2 and y are unrelated to the real space coordinates. Instead, they represent
the rotations along the z- and y-axes of the Bloch sphere.

28Gince we do not have photon number states in the semi-classical derivation, the use of j = 0,1,2 as the
qudit levels should not cause any confusion.
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Note that if we assume the pulse starts and ends with zero amplitude (i.e., Q.(t = 0) =

Q. (t = T,) = 0, where T, is the pulse duration), then 7°(0) = 7(T},) = 1 and
|W'(0 or T})) = TT(0 or T,) |W(0 or Tp)) = [¥(0 or T},)) . (3.146)

In other words, if we can reach the target state in the transformed frame, so can we in the
rest frame. To compute the transformed Hamiltonian, we, again, use the formula H’_ (t) =

TTﬁrotT —iRTTT. The first term in the formula is given by

QBA-2) Q%  AQ i Q2
4o 2 2a 2 8a
it 7] a ] 2 _ 2 .
P rn| ey A% i (¥-200 AL, XD,
2 2a 2 4o 2a 2
QZ . 22
AQ AAQY, MY, a+2A+)\ 02
8a 20 2 1o
Y P L (A2 +2)02
~h|A o N1+ A |(2A+a)+ ™ 12)(2]
hQ, hAQ? hQ, /. A
- T%,m S 02,20 — Ty(%,lo + /\cry,m), (3.147)

where we have shifted the reference energy to the ground-state energy in the second line.

Consequently, the transformed Hamiltonian becomes

A () = Tt Hooi T — iRTTT
N (A2 —4)Q2(t) (N +2)Q%(t)
~h|A ™ N1+ A |(2A+a)+ i 12) (2]
ML) . A Q) %] /. A
T Ty w0 + R 0w T h yT + on (ayjlo + )\0%21). (3.148)

For a real superconducting qubit design, a > 200 MHz and Q ~ 10 MHz; thus, the
coupling strength AQ2/8a between |0) and |2) is much smaller than the coupling between
|0) and |1) and between |1) and |2). What’s not negligible is the coupling between |1) and

12); however, by the pulse design, we can eliminate the term involving &, 91 by setting

() | ()

=0. 3.149
2 2a ( )

As a result, the projection operator |2)(2| in H , now lives in its own subspace. In addition,

the AC Stark shift of |1) can be removed if
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(A — 492 (1)
4oy

however, in practice, it’s difficult to vary the detuning A (i.e., the carrier frequency wy),

A — = 0; (3.150)

so one might add the average of the time-varying detuning as a constant offset to the
drive frequency. The typical DRAG sequence used in a real experiment consists of the old
Gaussian pulse with some width o, as the in-phase signal (i.e., Q,(¢)) and its derivative as

the quadrature signal (i.e., €2,(t)); that is
1

(3.151)

Note that the quadrature signal is proportional to the rate of change of the in-phase signal.
Intuitively, when o}, is small, the spectrum of the in-phase signal is wider, thus, requiring

more corrections from the quadrature signal.

For optimization of the transitions between higher energy levels, we need more gen-
eral approaches, usually numerical optimization based on optimal control theory [ABG20,
WER21]. For example, one can use Gradient Ascent Pulse Engineering (GRAPE)
[KRKO05] to optimize an arbitrary trajectory with given initial and target states by numeri-
cally maximizing the fidelity of the gate. An example of a two-photon transition optimized

by GRAPE is shown in Figure 3.8.

3.5 Two-Qubit Gates

We end this chapter by providing several ways of realizing two-qubit gates. Since a complete
gate set can be constructed by several single-qubit gates plus a two-qubit gate, it’s crucial

that we understand the physics behind building a two-qubit gate.

3.5.1 Virtual Excitation of a Resonator

We first consider two qubits with frequency w; and wy coupled to a common resonator with
frequency w,. We define Ay = w; — w, and Ay = w; — w, to be the detuning between

the resonator and the two qubits, respectively; in addition, it is assumed that the resonator
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Figure 3.8: A two-photon transition designed by GRAPE. Left: The envelope of the
control signals optimized by GRAPE. The actual control drives are modulated at a carrier
frequency around the two-photon resonance. Right: The simulated state evolution using
the optimized pulses. Indeed, the qudit reaches the target state with high fidelity by utilizing
virtual states near |1) and |3).

frequency is far away from the qubit frequencies. The Hamiltonian describing the composite

system is nothing else but two copies of the JC Hamiltonian:
: 1.1, 1
Hjco = —shwi0,1 — Shwa0, 2 + hw, | a'a + 5
’ 2 ’ 2 ’ 2
- h(glam,l + gdeﬁ_J) - h(gQaau,z + g;aT&_,Q), (3.152)

also known as the Tavis-Cummings model. In the next chapter, we will discuss the physical
origin of the qubit-resonator coupling; for now, we simply use g; to denote the coupling

coefficients between the qubit 7 and the resonator for j = 1, 2.

Under the condition®® |g;], |g2| < |A1], |Az|, we can use the Schrieffer-Wolff transforma-

tion to adiabatically eliminate the qubit-resonator coupling. As usual, we define
. 1 . 1 . US|
H() = —§h60102’1 — 577/0.}20'2’2 + hwr a'a -+ 5 (3153)

and

V= —h<gl&&+,1 + g;‘afa—,,l) - h(g2d6+72 + g;cﬁ&f,Q), (3.154)

29 As pointed out before, the condition |g1|,|g2| < |A1],|As]| is not enough to ensure that the interaction
is perturbative; in addition, we need to assume that the resonator is not excited to a high-photon-number
state. In practice, since the system is cooled down to millikelvin temperature, the excitation on the resonator
is negligible.
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which leads to

A 91 .. 91 i 92 .. 92 -t
S = (A—1a0+,1 — A—llaTa_J) + (A—QGUJr,z - AZGTU_’Z) (3.155)

1 191!2 \92\2 )
2 ( “it Aq ! AQ 7=
At h’91’2 h‘92‘2A At A

huw,ata — 0., . f
+ a'a ( \ 1+ \, Oz2 |aa

9195(A1+Ag) Grga(Ar + Ay) ..
oA A,  CH1T2 T T oA A 02|

h { (3.156)

where we have ignored a constant energy fiw, /2 + h|g1|?/2A1 + h|ga|?/2A,. Like the single-

qubit case, we can define the Lamb shift
l9;1*
. 3.157
Xi = A\ ( )

and the effective qubit frequency @w; = w; + x; for 7 = 1,2. In addition, we will define

9195(A1 + Ay)

Ji2 == A A,

= [ Jyp|e!®r2 (3.158)

as the qubit-qubit coupling strength. Consequently, the coupling between the two qubits is
explicitly derived:

o

1, .. 1, .. . . A
H = —577/(4}10'371 — 5%20272 — h<J120'+,1O'_72 + J120'_710'+72>, (3159)

with the resonator Hamiltonian decoupled and thus omitted.

One can then show that Ji204 16_ 24 J{,0_ 104 2 leads to an oscillation between the two

qubits at a generalized Rabi frequency Q}, = /(2] J12)2 + (@1 — @9)2, similar to the qubit-
resonator Rabi oscillations. For instance, if we start with the state [¥(0)) = |1), ®|0), (i.e.,

the first qubit is excited and the second qubit is in the ground state), the state evolution is

W(t)) = [cos (%Q’ut) —ia’lg; “2 Gin (; 12t)] 1), @ 0),

Jy
2 sin ( Q’lzt) 10), ® [1),, (3.160)

12

given by

b 2
— iel®2
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which also resembles the result derived from the JC Hamiltonian. Thus, to have a perfect
Rabi flopping, we need the two qubits to have exactly the same frequency, which can be
achieved by tuning the frequency of one of the qubits with a DC magnetic field (see next
chapter). One important application of this type of two-qubit gate is to create Bell states.
For instance, under the resonance condition w; = @,, by starting with [¥(0)) = |1), ® |0),
and waiting for Ty = 7/2(2),, we end up with the entangled state

|1>1 & |0>2 — €' |O>1 & |1>2

V(T3)) = 7 ,

(3.161)

which is one maximally-entangled state.

Moreover, to have a reasonable gate time, the detuning A; and A, cannot be too large
according to Eq.(3.158); this also gives us another way to turn on and off the coupling: To
turn on the gate, move the resonator close to the qubit frequency such that Jy, is sufficiently
large but A; and A, are still much larger than ¢g; and go in magnitude. To turn off the

coupling, simply move the resonator frequency farther away so that Jy5 is practically zero.

3.5.2 Tunable Coupling

In reality, qubits are physically placed near each other, resulting in unwanted static crosstalk.
We can model this coupling by the dipole-dipole coupling
 aa

Haq ~ —h<9125+,16—,2 + 9?26—,15+,2>7 (3.162)

et — o
where, as usual, we have used the RWA to eliminate 6_;6_5 and 6 104 5. This native
coupling results in unwanted entanglement between the qubits even when the two-qubit
gates are turned off (i.e., by moving the resonator frequency far away to suppress Ji2). We

now provide a way to turn off the static coupling using resonator-mediated coupling.

First, note that the previous Schrieffer—Wolff transformation is no longer exact since
vV + [I:Ig, 5’} #+ 0 when I:Idd is added to HO. Nevertheless, if we restrict our calculation to

the subspace where the resonator is unexcited (i.e., the resonator is in the vacuum state),
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the transformation is still valid, resulting in
1.1 o e
H = _§hwlaz,1 — §hw202,2 — ﬁ<J120+,1U—,2 + JIQU—,1U+,2>
- h<g12&+,16_72 + QE&_J@'_;_’Q). (3163)

In other words, we have the resonator-mediated coupling plus the direct coupling between
the two qubits. Then, if J;5 and g1o have opposite signs, it’s possible to completely turn off
the coupling between the qubits outside the operation of two-qubit gates by tweaking the
resonator frequency such that Jio = g12 [YKS18]. In the next chapter, we will show that

Ji2 and ¢y indeed have the desired signs to make the cancellation possible.

When designing a real qubit, one should always keep in mind the multi-level nature
of the qubit. The higher energy levels can also induce unwanted coupling between the
qubits other than the static transverse coupling in Eq.(3.162). For example, one can show
that two anharmonic oscillators will also experience a static ZZ interaction (i.e., terms
involving 6,16 1). Like the idea of the tunable coupling, one can design multiple paths (e.g.,
more tunable resonator-mediated couplings) between the qubits such that the probability

amplitudes of various transitions cancel [KWS21].

3.5.3 Cross Resonance

The previous two-qubit interaction is known as a transverse coupling since the operators
involved are 6, and 6_. We now briefly discuss another type of two-qubit gate known as

the ZX-gate, which involves the term &, 10, 2.

The starting point is a system with some transverse qubit-qubit coupling. It does not
matter whether this coupling is established using a resonator or a direct interaction; what we
need is just some coupling coefficient Ji5 between the two qubits. Next, we send a classical
drive to the first qubit, however, at the (Lamb-shifted) transition frequency of the second
qubit (i.e., wy = Wy ), hence, resulting in the Hamiltonian

i = —%ml&z,l = %h@&ﬂ (12806 + Tt 6s)
- h(glde_i@t&Jr,l + gfdeiw2t6_71>, (3.164)
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where g14 is the coupling coefficient due to the classical drive (i.e., it is half of the Rabi
frequency associated with the drive). To remove the time dependence of the control drive,
we move to a rotating frame with frequency W, by using
R(t) = exp [i@t(a—z,l +6.2) /2} . (3.165)
After some algebra, we arrive at

H,o = RTHR — ihR'R

1 A A A ~ X A ~ A X A
= _EhAHUZ,l - h<<]120+,10—,2 + leff—,10+,2> - h(QldU-i-,l + 91d0—,1>

—Alg/Q 0 —gTd 0
0 —Ap/2 —J,  —g
— 5 12/ ] 12 914 (3166)
—9J1d —Ji2  Ag/2 0
0 —g1d 0 A2

where Alg = 0 — Wy.

Unlike the previous case where we set Ajs = 0 for maximal entanglement, to observe
the phenomenon of cross resonance (CR) [MG20], we intentionally detune the qubit
frequencies so that Am > ¢g14. For instance, if g;q4 ~ 5 MHz, then A12 ~ 100 MHz would
be appropriate. Under this assumption, we can apply the Schrieffer—Wolff transformation

to eliminate the drive on the first qubit: Let

—Ayy)/2 0 0 0
. 1. < 0 ~Ap/2 0 0
Ho == ——hAu&Z,l - h 12/ - (3167)
2 0 0 Ap/2 0
0 0 0  Ap/2
and
AV = —ﬁ<J125’+,157,2 + Jf267,16+,2> - h(Qhﬂﬂ,l + gikd&fJ)
0 0 —g1q O
_ (|91d|) hAu 0 0 —Jis —9ia (3.168)
Ay /) |9l —g1a —J12 0 0 ’
g 0 —gua O 0
v
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where we have explicitly written out the adiabatic parameter A\ to show the validity of the

transformation. One then finds that
0 0 —giga O
N 1 0 0 —Jr —gF
S — 12 914 (3.169)
910l | g J1a 0 0

0 gia O 0
can be used to eliminate the interaction to the first order. The transformed Hamiltonian is,

thus, given by

. . A2 .
HER ~ H0+?[V, S]

rot

A gl _ Giadi 0 0
2 Ay A
_gldjfg _A12 B ‘gldP + ‘J12|2 0 0
— h A12 2 A12 B
A 24 [T l? o
0 0 12 | g14] ~+| 12] Yia12
2 AP ANDS
J: A 2
0 0 J1d- 12 Si  |oul
JAND, 2 JANP!
(3.170)

In terms of the basic two-qubit gates,

2 1 A |Jl2|2 |91d|2 P 1 |J12|2 A
HR — _“p(A _ L) 641y — =k [ = 1,6,
ot 2 ( 12 + A12 + A12 7 e 2 12 17 ?

I s
—h (91? 125 15, + 12@71&_72) . (3.171)
A12 12

Consequently, if Ji5 and g1q are real numbers, the last term in Eq.(3.171) is the ZX-gate

(also known as the CR gate) we are looking for.

In practice, however, a CR gate is always accompanied by unwanted interactions. This
nonideality is also implied by Eq.(3.171): 1) Both qubits acquire some Lamb shift that is
drive-power-independent (remember that we are in the rotating frame, so the frequencies
are shifted by @s). 2) the first qubit also feels an AC Stark shift due to the control drive it
receives. In reality, due to the multi-level nature of the qubits, there will be other undesired
terms appearing in the Hamiltonian; thus, more complicated error mitigation techniques are

required to achieve an ideal CR gate.
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CHAPTER 4

Superconducting Circuits, Nonlinearity, and Qudits

We now turn to the problem of designing superconducting qubits and qudits that reflects the
properties we have discussed in the last chapter. We start by introducing superconductivity
and then move to one important application of the superconducting phenomena, namely the
Josephson tunneling junction. As hinted at in the last chapter, all the transition frequencies
in a multi-level system must be distinct in order to be addressed separately. In particu-
lar, an anharmonic oscillator will have unevenly spaced energy levels, leading to practical
realizations of qubits/qudits. We will see how the Josephson junction, when shunted by a
capacitor, can lead to a weakly anharmonic oscillator and thus to the well-known transmon

qubit.

4.1 Introduction to Superconductivity

4.1.1 Particle-Wave Duality

This beginning section serves as a short introduction to superconductivity. Throughout this
non-rigorous discussion, we emphasize the analogy of the theory of superconductivity to

QED introduced in the last two chapters.

Recall that we have been relying on the Lagrangian
L(rarta, A(r), A(r),U(r))
1 ) € .
= Z Ema|roz|2 + 50 /dST [|E(I‘)|2 - 62’B<I‘)|2] + Z [QQra : A(ra) - qOéU(rOé) : (41)

to describe the matter-light interaction, which is a mixture of particle and field theories.

However, just like we can interpret photons as excitations of the electromagnetic field, we
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might as well construct a field for the other particles and treat the particles as some quanta
of the field. One simple, non-relativistic (i.e., respect Galilean invariance) classical field one
can imagine is known as the classical Schrodinger field, whose Lagrangian is given by

[LBB14, Mur02]
j 3 : * hQ * * A * )%
L(r).d(x)) = [ & [ih"d — o -Vl Vo + ") = SOy (4.2)
and corresponds to the Euler-Lagrange equation

. 12
i) = —%VE@D — b + AP (4.3)

Although Eq.(4.3) looks just like the beloved Schrédinger equation, it is in general non-
linear due to the last term. In fact, ¢)(r) should not be thought of as the wave function,
but as a quantity similar to the normal mode a y in classical electrodynamics. Hence, after
quantizing the Schrodinger field, ¢ is promoted to the annihilation operator zﬂ(r), whose job
is, not surprisingly, to annihilate particles of the Schrodinger field at position r. Recall that
we have terms like iwa'a in QED, which is the energy required to put (a'a) photons into
a single mode; comparing to the QED case, —ut* ) and A\ip*1p*1p1p/2 in Eq.(4.2), thus, are
the energy associated with having one or two bosonic particles at this same position r. The
two-particle potential should be interpreted as the energy cost to place two bosons close to

one another, i.e., a weak repulsion is added explicitly.

Moreover, it can be shown that the quantized Schrodinger field theory implies the old
Schrodinger equation when the number of particles is fixed and the weak repulsion is ig-
nored®’; thus, we can go ahead and replace the charged-particle part of the Lagrangian
in Eq.(4.1) by the Schrodinger field Lagrangian. In order to respect the gauge invariance
of the electromagnetic field, we need to change the normal derivatives by their covariant

counterparts
—ihV  — —ihV — ¢A(r, ), (4.4)

30As mentioned in the case of QED, the particle number is not conserved in a quantum field theory due
to the existence of the creation and annihilation operators. This is still true in the Schrédinger field theory,
making it more powerful than a Schrédinger equation with a fixed particle number.
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resulting in the following Lagrangian

L(¢(x),d(x), Ar), A(x), U(r), )
_ /d%« {iiw*@& . %](— iV — qA) [
- (U -t - Juwee+ g (BB | (40)
Eq.(4.6) describes the coupling of a field of charged bosons to the electromagnetic field,
which can be thought as a direct generalization of Eq.(4.1); in fact, the general structure

of Eq.(4.1) is kept in Eq.(4.6). In addition, as an exercise, the reader can verify that the

Euler-Lagrange equation associated with Eq.(4.6) can be reduced to the following set of

equations:
(ind, — qU)tp = %]— TV, — qA ") — p + M, (4.7)
AU(r,t) = ACUN V- gA(r,t), (4.8)
€0 ot
1 19
OA(r,t) = E(]?J(r,t) -V {V ~A(r,t) + gaU(r,t)] , (4.9)
p(r,t) = q™y, (4.10)
I(r,t) = % — RV + TV — 2¢A(r, t)zp*z/;]. (4.11)

Eq.(4.7) is clearly a generalization of Eq.(4.3), which now includes the coupling |- AV, —
qA‘Qz/J. Eq.(4.8) and (4.9) are nothing but Maxwell’s equations in terms of the potentials.
Lastly, Eq.(4.10) and (4.11) replace the old definition of charge and current densities; in
particular, without the charge ¢, the expressions of p and J resemble that of the probability
density and probability current density associated with a wavefunction W(z,t) (nevertheless,
we emphasize again that 1) should be interpreted as the annihilation operator, not a quantum

state.).

At this point, one may wonder why we have focused on deriving the classical equations
of a field instead of quantizing the field and looking at the operator 1/3 like what we did for
a. The reason is that a quantum coherent state can be well approximated by the solution to

the Euler-Lagrange equation as we have discussed extensively in the last chapter. It turns
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out the phenomenon of superconductivity can be explained by using the coherent states,
i.e., the Bose-Einstein condensate, of the field; therefore, it is sufficient, at least for the

purpose of this paper, to only look at the classical equations.

4.1.2 A Simplified Model of Superconductivity

The field theory we derived above works for bosons (since they can stack on one another
with a small energy cost A\) and can be adopted to explain the phenomenon of superfluidity;
however, superconductivity is clearly related to the motion of electrons, which are fermion.
Nevertheless, it turns out that in a superconducting material, two electrons can pair together
by some phonon-assisted process, resulting in a quasi-particle, known as a Cooper pair
[Coo056], with an integer spin and, thus, behaves like a boson. Without going into the deep
theory of superconductivity, we will now use Eq.(4.7)-(4.11) as an elementary model to

study the physics of superconductivity [LBB14].

As motivated in the last sub-section, we will solve the classical equations for a co-
herent ground state of the Schrodinger field of the Cooper pairs. In particular, a static
solution can be solved by setting the time derivatives to 0, yielding the phenomenological

Ginzburg-Landau equations [TK00]

1
|1Vt 2e A" — pp + Mp*p = 0, (4.12)
V x B = pod, (4.13)
p = —2e* (4.14)
R [ — i VY + IV + 4@A¢*w]. (4.15)
Note that we have set ¢ = —2e since a Cooper pair is made of two electrons; m* is the

effective mass of a Cooper pair in the lattice of the superconductor. We have also assumed

the absence of an external voltage (i.e., U = 0) at this point.

Consequently, it’s straightforward to verify that in the absence of any electromagnetic

field (i.e., A=0and U = 0),
Y = \/gei‘Zj = /ne'? (4.16)
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is one solution to Eq.(4.12) with some constant phase ¢ across the entire superconductor if
n = p/X > 0; that is, all Cooper pairs collectively behave like a classic field with a constant
phase everywhere. Due to the pairing of electrons, it turns out that n can be positive for a
superconductor below some critical temperature T.. Moreover, from Eq.(4.14), it’s clear that
|4)|*> = n represents the number density of the Cooper pairs in the superconductor, similar
to how |a]? = N is the mean photon number in a coherent state |a) of the electromagnetic
field; indeed, in a more rigorous derivation of the superconductivity, Eq.(4.14) is interpreted
as the coherent ground state (i.e., the vacuum state). However, unlike the vacuum state of
an electromagnetic field, the ground state of a superconductor has nonzero particle density

due to symmetry breaking.

When the vector potential is nonzero, the solution in general can be solved numeri-
cally. In particular, for a superconducting loop, it can be shown that Eq.(4.16) is a good

approximation if the loop has a large enough radius.

4.1.3 Flux Quantization

Another interesting consequence one can deduce from the Euler-Lagrange equation is related
to the magnetic flux across a superconducting loop. Since current cannot flow inside a perfect

conductor, Eq.(4.15) must vanishes (inside the superconducting), i.e.,
iR Vi — iEV ) = de A, (4.17)

If we substitute ¢¥» = 1/n(r)e?™) as an ansatz for the field, we obtain —2hnV¢ = 4eAn,

which, upon a closed line integration along the superconducting loop C' gives
2 2
2wm:]§v¢-dlz—67{A.dlz—eq>B for m € Z. (4.18)
c h Je h

We have used the fact that the phase ¢ must be single-valued modulo 27. By defining the

flux quantum to be ®, = 2e/h, we obtain the condition of flux quantization

h

in other words, the total magnetic flux across the surface enclosed by a superconducting

loop must be an integer multiple of the constant ®,. For future reference, we also define a
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Figure 4.1: The Josephson junction.

related quantity ¢y = ®o/2m = h/2e, called the reduced flux quantum.

The flux quantization, similar to the Aharonov—Bohm effect, results from the gauge
invariance of the electromagnetic field. Intuitively, the 27 multiples can be thought of as
a consequence of evaluating a closed loop integral around some singularities of the vector
potential. The effective singularities are then counted in units of ®;. Moreover, based on
the Aharonov—Bohm effect, we can also interpret the flux quantization as an interference

between the two branches of a loop.

4.2 The Josephson Junction

As mentioned at the beginning of the chapter, to encode information on an artificial atom,
we need to be able to address each transition without accidentally exciting other transitions;
one way to construct an artificial atom with unequally spaced energy levels is to add some
nonlinearity to a harmonic oscillator. It turns out that, with superconductivity, we can
build a non-dissipative nonlinear element, known as the Josephson junction (JJ) [Jos62],
by placing two superconductors in close proximity to allow quantum tunneling. In practice,
a JJ is made by depositing one superconductor (A) on top of another superconductor (B)

but separated by a nanometer-thin oxide layer as shown in Figure 4.1.
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4.2.1 Dynamics of the Josephson Junction

In the static case, a global order parameter 1) describes a single piece of superconductor;
to analyze the dynamics of a JJ, we can attribute each superconducting section with one
order parameter. That is, we still approximately each superconductor with their coherent
ground states 14 = /nae4 and ¥ = \/nse'%4; however, we will now go back to Eq.(4.7)
(i.e., the Euler-Lagrange equation) to obtain two time-dependent equations for each coherent
state. In addition, we assume charges are balanced on both sides by an externally connected

battery as shown in Figure 4.1.

To account for the possible tunneling effect, we heuristically add a coupling term in each
differential equation. If no magnetic field is applied (i.e., A = 0), we obtain the following

coupled differential equations?!

ipa ipa

nae eV K nae

g L[ Vi) o (4.20)
ot npe'’s K —eV npe?s

where K models the coupling strength across the junction and V' is the applied field across
the junction (thus each side experiences a potential drop U = +(2¢-V)/2 = +eV). The

solution®?, which only depends on the relative phase § = ¢p — ¢4, describes a nonlinear

circuit element with the current-voltage (I-V') relations

I(t) = I.sind(t), (4.21)
V(t) = 2—25(15) = oo (t) (4.22)

with the critical current
I, QK;_ZOA. (4.23)

From the -V relations, it is clear that the current I cannot exceed the critical current

I., which depends on the coupling strength K, the number of Cooper pairs nqg = ng = ny,

31Due to the choice of ansatze, —uy + Mp*yp = 0 in the Euler-Lagrange equation. In addition, our
ansatze are position-independent inside each piece of superconductor so V;, is also ignored.

32Remember that ny = np = ng will be held constant by the external battery (see [FLS11] for more
elaboration on this point).
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and the area of the junction (not shown in Eq.(4.23)). When I > I, the current is due to
the normal current going through an effective resistor of the junction or the displacement

current due to the junction capacitance associated with a physical JJ.

4.2.2 Josephson Inductance and Energy

In general, the loop voltage induced by a time-varying magnetic field is equal to the time
derivative of the net flux flowing across the loop, i.e., V = ®. Recall that we defined the
reduced flux to be ¢ = ® /¢y, which leads to

V(t) = ¢op(t). (4.24)

Similarly, Eq.(4.22) relates the voltage across a JJ with 4, hence, suggesting that we treat
the phase difference ¢ as the reduced “flux” developed across the JJ. However, since A = 0,
the inductance we derived is unrelated to the magnetic energy but is due to the kinetic
energy of the Cooper pairs in the superconductor (since they don’t see any resistance and

have the inertial to keep moving).

Classically, the self-inductance L of a one-port device is defined via

o
L=—. 4.25
- (4.25)

In other words, the inductance characterizes the voltage response of the device against a

change of the current in time. Following the same logic, we can define an effective inductance

for the JJ to be
% §Z50 LJ

J Lecosd T (I/1)?

L(5) = (4.26)

with a newly defined constant

Ly= %, (4.27)
critical when designing a qubit. Importantly, L(d) is nonlinear in the sense that it depends
on the magnitude of the current I following through the junction in comparison to the
critical current I.. When I = 0, L = Lj, which is why Lj is also called the zero-bias

Josephson inductance or simply the Josephson inductance. Again, the definition breaks

down when I > I..
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We know that only a linear inductor or capacitor stores energy that is quadratic in the
current or voltage. Since L(d) is nonlinear, we expect it to give a different energy landscape;
to wit, we compute the electromagnetic energy stored in a JJ by integrating the power with

respect to time

t

Us(t) = / dt' V() I(t')

—0o0

5()

t
= / At’ ¢od(t) I, sin6(t') = ¢ol, / ¢’ sin &’

—00 6(—00)

= ¢ol. [cos d(—o0) — cos 5(t)} . (4.28)

By assuming 6(—o0) = 0 (energy reference can be set arbitrarily) and define £y = ¢gl. =

®3/Lj to be the Josephson energy, we obtain
52 o
Ujs(0) = E;(1 — cosd) = Ej (————i—~~~), (4.29)

which is quadratic in ¢ for small § but is weakly anharmonic as § moves away from the
origin.
Recall that the energy stored on a linear inductor L (see Eq.(2.114)) is given by

1
Up = §EL¢2. (4.30)

Thus, U; agrees with Up to the third-order if we identify the Josephson energy Ej as the
linear inductive energy E;, and interpret  as the reduced flux ¢ for the nonlinear inductor.
Furthermore, shunting the JJ with a large capacitor gives rise to a nonlinear LC circuit with

the Hamiltonian

1 1
H = Tcap + UJ = 4E07’L2 + EEjéz - ﬂEJ(SLL + e (431)
Since a linear resonator describing by
1
Hiw = To + U = AEcn® + §EL¢2 (4.32)

has a resonant frequency of w = h™'\/8E-E}, we can define a similar frequency wy, called
the Josephson plasma frequency, by simply replacing E;, by Ej:

V8EcEj
h
100

Wy = (433)



Y/p \ LN In

Ly = Oy——= LJ>< Rx

Figure 4.2: The RCSJ model of the Josephson juntion.
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Figure 4.3: An (asymmetric) DC-SQUID threaded by an external magnetic fluz.

However, note that wj is defined only for the linear part of H. Once we quantize the
anharmonic oscillator, the originally equally spaced energy levels of the QHO will experience
different shifts due to the nonlinear part of H, thus, allowing us to address each transition

separately.

4.2.3 DC-SQUID

One property of the order parameter is the quantization of magnetic flux in a supercon-
ducting loop. As pointed out in the discussion of the JJ, the superconducting phase § of
the order parameter is conceptually indistinguishable from the reduced flux ¢ due to a real
magnetic field. In other words, the sum of the superconducting phase and the external
phase around a superconducting loop must be subject to the flux quantization condition.
Now, let’s start with the simplest nontrivial superconducting loop - the parallel combina-
tion of two JJs as shown in Figure 4.3; this configuration is known as a superconducting
quantum interference device (SQUID) [TKO00] since flux quantization can be thought

of as an interference between the two paths (i.e., the two JJs).
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Applying the flux quantization condition yields the expression

= 2nm, (4.34)

where we have defined the parities of the two phases so that they are measured from the same
node (see Figure 4.3). Since we can adjust the external flux ®. to achieve any multiple of
27, we will set the right-hand side of Eq.(4.34) to zero without loss of generality (in other
words, Pei/¢p is already the value modulo 27). In addition, we define half of the reduced

external flux by

(I)O 7T(I)ext
ext — S~ — s 4.35
7 200 (4.35)
resulting in
(51 + wext) - (52 - Spext) =0. (436)

Therefore, the external flux leaves an imprint on the phases of the two JJ, thus creating a

mismatch of the superconducting currents flowing through the two junctions.

To better study the interference, we define the average phase across the two junctions

01 + 0
P (4.37)
2
then, the flux quantization can be expressed as
51 = 5 — Pext (438)
52 == 5 + (pext, (439)

Syemmtric SQUID: For simplicity, let’s first consider the case of two identical junc-
tions, i.e., the critical currents, I., of the two JJs are the same. Then, the total current

flowing through the parallel circuit is given by

ISQUID(a; Qoext) - Ic SiIl(5 - Qpext) + Ic Sin(5 + (;Oext)
= 21, COS Pext SIN(0) = 21.|COS Pext| SIN(J + dp), (4.40)

where Jy, treated as the initial condition of §(¢), accounts for the sign of cos ey and is

singled out to make 2I.|cos pext| a positive number. Comparing with the single junction
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Figure 4.4: The effective Josephson inductance Lysquip = ¢o/lcsquip of a symmetric
SQUID and the corresponding transmon qubit frequency fqsquip = (V8EcE; — E¢)/h
(see Section 4.4) plotted as functions of the external flur Yexy = TPext/Po.

current, we realize that a SQUID can be treated as a single JJ3? with an effective critical

current of

]C,SQUID = 21c|COS Qoext|' (441)

Moreover, the critical current and thus the Josephson inductance (i.e., Ly squip = ¢o/Ic.squip)
can be tuned by an external flux. Combined with the anharmonic oscillator introduced in

the previous subsection, we now have a qubit with tunable transition frequencies (see Figure

4.4).

Asymmetric SQUID: If we differentiate the critical current in Eq.(4.41) with respect to
Vext, We see that the slope near ¢q = £7/2 can be large; moreover, as shown in Figure 4.4,
the corresponding qubit frequency (i.e., Eq.(4.33) is also not well-defined since the effective
critical current is zero. In practice, the large slope translates to the strong sensitivity of
the qubit properties to the noise on the external flux line, creating an unwanted channel
for qubit decoherence. To make the SQUID insensitive to the flux noise, we introduce the

asymmetric SQUID, where the two JJs no longer have the same critical current. In this

33Tt’s left as an exercise to show that the voltage equation in the Josephson I-V relations is also satisfied
trivially.
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case, the total current is given by

[SQUID(é; (pext) = lci Sin(5 - (pext) + [(:2 Sin((s + Soext)

= (I + Icg)\/cos2 Dext + A% 5IN? ey sIN(5 + o), (4.42)

where we have introduced
Y= CQ/Icl (443)

and
_7_1_102_]c1
v+l Io+ g

(4.44)

to characterize the level of asymmetry in the two branches. Again, §y can be absorbed into

the initial condition of §. Hence, the effective critical current is now

[C,SQUID = (Icl + ICQ)\/COS2 Pext + d? SiHQ Pext - (445)

As shown in Figure 4.5, by increasing the parameter v, the sensitivity of effective Josephson
inductance to e drops considerably. Consequently, the qubit frequency is also protected

from flux noise.

4.3 Introductory Superconducting Circuits Theory

With the nonlinear circuit elements introduced, we are now ready to study the supercon-
ducting qubits and also their coupling to the readout resonators and the control lines (i.e.,
coupling to the external drive). However, unlike the classical circuits which are analyzed
using simple Kirchhoff’s current and voltage laws, circuit quantum electrodynamics (cQED)
are generally studied by writing down the Lagrangian and Hamiltonian of the electrical
network because knowing the generalized coordinates and momenta of a system allows us

to apply canonical quantization.

For a weakly anharmonic system (i.e., placing JJs in an otherwise linear circuitry), we
usually start with the linearized system in order to define the independent normal modes.

Subsequently, the mode amplitudes are promoted to the annihilation operators using the
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Figure 4.5: The effective Josephson inductance and the corresponding transmon qubit
frequency as a function of the external flux for v = I/l = 1,1.2,1.5,2.

procedure of canonical quantization. Finally, the nonlinear terms are added as perturbations

to the system and all are expressed using the annihilation and creation operators.

4.3.1 Circuit-Level Dipole Interaction

As discussed before, the prototype of a superconducting qubit consists of a JJ in parallel with
a capacitor®, a topology also known as the Cooper-pair box. In order to drive the qubit,
we need some kind of coupling to the qubit; for an electrical circuit, coupling to the external
environment is most naturally expressed as a capacitor as shown in Figure 4.6(a). Inductive
coupling is also possible; nevertheless, it’s always easier to make capacitive coupling by
bringing the qubit close to a conductive pad in a miniaturized design. As outlined at the
beginning of the section, we will first analyze the linearized circuit shown in Figure 4.6(b).

According to the Taylor expansion in Eq.(4.29), the linearized JJ is nothing but a linear

34Note that a physical JJ always has a parasitic capacitance Cs between the two electrodes of the junction,
so it’s natural to include a capacitor in parallel with the junction even if no capacitor is added explicitly.
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Figure 4.6: LC circuits driven by a classical source V. a. The LC circuit is constructed
from a JJ shunted by a capacitor Cs. This topology is also known as the Cooper-pair box in
the early history of superconducting quantum computing. b. The linearized circuit derived
from a. The node flux ® is treated as the generalized coordinate.

inductance of value L = Lj. In addition, we will lump the capacitance in parallel to the
linear inductance into Cy = Cj+ Cs. Hence, our objective is to understand an LC oscillator

coupled to a voltage source via the capacitance C,.

To find the generalized coordinates and momenta for canonical quantization, we start
from the Lagrangian, which is given by the difference between the capacitive and inductive
energy. Unlike the isolated LC oscillator solved in Chapter 2, we expect the coupling to
the external source to change the expression of the conjugate momentum. By basic circuit

analysis, one finds that

: 1 . 1. 1
L(®,d) = 5Cal@ — Va)? + 5(Jo<1>2 - iqﬂ
1 . . 1
= 5(00 +Cy)®? — C,dVy — E(Iﬂ (ignore the constant C,V7/2), (4.46)

which gives the conjugate momentum

oL

a_q-) = (Co + Cg)(i) —CyVa

Q =
= Cy(d = Vy) +CP = Qo + Q,. (4.47)

Instead of being the charge on C, the conjugate momentum is now the charge on C' = Cy+-C,
at the node where ® is defined; we can also argue this modification via the standard circuit
theory by nulling the voltage source and calculating the drive capacitance seen by the

inductor.
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Consequently, the Hamiltonian is

: 1 1
H(P,Q)=QP— L= 5(Q+ CyVa)® + ﬁqﬂ, (4.48)

which, by adopting the notation n = Q/2e and ¢ = ®/¢, and defining Ec = €?/2C =
e?/2(Cy + Cy) and Ep, = ¢3/L, becomes

H(p,n) = 4Ec(n —ng)?* + %Ech?. (4.49)

Compared to the case of an isolated LC, we now have a coupling term similar to the

kinetic momentum |[p—qA|?/2m with the vector potential replaced by an external parameter

A7

Ny =
8 2e '

(4.50)

commonly called the gate charge. Hence, Eq.(4.49) is the circuit-level description for matter
interacting with an external (classical) drive. The following exercise generalizes the idea
further by modeling the external drive as a second oscillator, which allows us to also quantize
the source as another QHO, just like how we quantized one mode of an electromagnetic field.
When the coupling is weak, i.e., Cy < Cy and Cy < Cy, we arrive at Eq.(4.54), the circuit-

level analogy of the dipole interaction.

Exercise 4.1. Suppose instead of driving an oscillator with an ideal voltage source, we
couple two oscillators together. Use ®; and ®, annotated in Figure 4.7 and the same

procedure to show that

Cy

H(‘I)17Q1,‘I)27Q2) = 7 [

CyQ2 + (Ca + @)@ﬂ LG [Ogczl +(C1 + 0@%} ?
C1Cy + (Cy + CQ)Cg C1Cy + (Cy + CQ)Cg

2
Cy { Co@ — C1Q,

+_

1
2, (4.51)
2 2

2
@2
ChCs + (Cr + 02)6’9] oL it ar

where the conjugate momenta are QQ; = O, d; + Cy (@1 - Cbg) and Qs = Cydy + Cy (<i>2 -
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Figure 4.7: Two coupled LC oscillators. This model can be applied to 1) a weakly
anharmonic qubit coupled to a linear resonator or 2) two qubits coupled directly.

<i>1). Moreover, under the assumption that C; < C} and C; < Cs, show that

1 1
® d ~—Q? — P2+ 4.52
H(P1, Q1, P2, Q2) Ql Q2 2L1 T+ 5L, Q2 (4.52)
S| 1
P2
-9 4.53
201 <Q1 + Q2) 2L1 202Q2 2L, 2} ( )
linearized oscillator drive ﬁeld modeled
with dipole interaction as an oscillator
and, with ny = Q1/26,7’l2 = QQ/Q@, Y1 = (bl/qbg, and Y2 = (DQ/QSQ,
2 2 1 2 1 2 > Gy
H(p1,n1, 2,n2) = 4Ec,n] +4Ec,ns + —Ep, 07 + =Ep,p5 + 4e ning,  (4.54)
2 2 C1Cy
where Fe,, Fe,, Ep,, and E}, are defined in the same way as before.
Furthermore, we can define
Q2 C, :
Va = =Py + —2L(Dy— D) = P 4.55
a= [N 2+ 02< 2 — ) 25 ( )

which is approximately the voltage developed on the second resonator, then

1
(I)Z
2L,

H(P1, Q1, P2, Qo) = 201 (Q1+ CyVa)* + (4.56)

1 1
(I)2 2
o, M e T
takes the same form as Eq.(4.48). However, once we quantized the system, Vj in

Eq.(4.56) will become an operator whereas Vg in Eq.(4.48) stay as a classical drive.
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4.3.2 Circuit-Level Realization of Two-Qubit Gates

In the last chapter, we introduced several two-qubit gates based on the dipole-interaction
formalism. We now briefly discuss how one can realize these gates using lumped circuit
elements at a low temperature by extending the idea used in the previous subsection. Again,
we will use LC oscillators to model the linearized anharmonic oscillators as well as the

resonator used to couple the anharmonic oscillators.

The simplest case where two qubits coupled directly with a capacitor was already solved
in Exercise 4.1 if we treat the second oscillator also as a linearized anharmonic oscillator.
Since the quantum operator of n; and ny can be expressed as (see Table 2.2)

EL 1/4&3—61;
Ny = —i fi 1 =1,2 4.57
i) St e i-12 (4.57)

the coupling term in Eq.(4.54) becomes

. C hy/wr w2 Cy .
. — 2 9 5.7 = — —_ T —_ T
Hi. = 4de e N1 5 0102 ( a al) <a2 a2) (4.58)

after quantization, where w9 are the resonant frequency of the two LC oscillators. By

applying the RWA and restrict the two QHOs (with nonlinearity added) to the lowest two

energy levels, we obtain the transverse coupling

I:I hw /wlwgC
int ~ 2 /—CICZ

where the coupling coefficient is defined to be

A /wl(JJQC
= < 0. 4.60
N2 =y e, (4.60)

Besides the direct coupling, we can add the resonator-mediated coupling by inserting

< CL2 + alag) ~ —hglg <6+716,,2 + (3'7,154’2), (459)

a linear oscillator in between the two anharmonic oscillator, as shown in Figure 4.8. For
simplicity, consider Cyy = 0 first (i.e., no direct coupling between the two qubits). For a
complex circuit, it’s useful to use a matrix representation of the network; in particular, we

define a vector of node flux quantities

2= (2, o, a,) . (4.61)
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Figure 4.8: Two LC oscillators interact via a common resonator and a direct coupling
capacitance Cgy.

from which the Lagrangian of the system can be expressed as

1 1 1

L(®, D) = %dﬂcd) — 2—L1<1>§ — 2—L2c1>§ 3L P2, (4.62)
where the positive-definite (symmetric) matrix
ci+C 0 —Cg1
C= 0  Co+Cyp —Cyo (4.63)
—Cy —Cgp  Cp+Cy+ Cy

is the Maxwell capacitance matrix of the network. We will come back to this formalism in
the next section to study a general Jospheson network known as a multimon; for now, the
introduction of the capacitance matrix merely simplifies the notation since the conjuagte

momentum can be compactly written as

Q= (Q1,Q2,Q,) = VaL = Cd. (4.64)
Consequently, the Hamiltonian can also be computed with simple matrix multiplications
. 1 1 1 1
Q) =Q'®-L=-Q'C'Q+—P?+ —3 P2, 4.
Specifically, our model gives
Co(Cyr + Cya + C,
ﬁci(cglgi C,) ) Cyg1Cyg2 Ca1(C2 + Cya)
o 1 Ci(Cy1 + Cpa + Cy.)
1 1(Cg1 2 r
NG CnCin e sy CalCi+Ca) | (4.66)
Cgl (02 + 092) 092<01 + Cgl) 0102 + CngQ

+CyC1 + Cypy Cyo
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where

C? = C1Cy(Cyr + Cya + Cy) + C1C,(Cyr + Cp) + CoC,y1 (Cya + Cy) + C1CypCy (4.67)

For a real design, we usually have Cy;, Cgo < C4, Cy, Cy, i.e., the coupling is weak. Under

this assumption, we have
1/01 0 Cgl/Cl Cr
Cla 0 1/Cy  Cp/CyC, (4.68)

Cy1/C1C, Cya/CoC, 1/C,
and
1, 1 ., 1
+2L1@ +2L2®2+2LT

gl g?
@10, + 0,0, @20y, (4.69)

1 1
H(®.Q) ~ 570+ 5@+

01
where the last two terms clearly give rise to the coupling of the individual qubits to the
resonator. Then, we can apply unitary transformations to reveal the resonator-mediated

coupling between the two qubits.

Moreover, if we include Cy in the calculation, we would have obtain

1 1 1 1
& ~ 2 2 P2 o2 2
H( 7Q> 2 Ql+ QZ +2L1 1+2L2 2+2L7« r
90 gl gQ
- - 4.70
ClCleQz + QlQ QCTQzQ ( )

which gives the circuit-level description of a tunable coupler after quantization, i.e.,
- 1 1 1
H = —ShunG.y = Shwsbes + ho, (a{al + 5)

g1z (6110 2+ 6 1640) = gy (0641 +al6 1) = hg (s +alo ),
(4.71)

where have approximated the two anharmonic oscillator as two-levels systems and applied
the RWA. The coupling coefficients takes the same form as that of Eq.(4.60), i.e
A /W1WQCQO . A /wlwngl . A /U.)QCL)TCQQ (4 72)

VTR VT
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and it’s not hard to see that the effective resonator-mediated coupling strength

_ G192(A1 + Ag)
2A 1A\,

Jio = >0 (473)

if A; = wj —w, < 0 for j = 1,2 (ie., the resonator frequency is above the two qubit
frequencies). The sign difference between Ji5 and g5 is what enables the construction of a

tunable coupler as mentioned in the last chapter.

4.3.3 Nonlinearity and Canonical Quantization of the Cooper-Pair Box

Now, we bring the nonlinearity back to the picture. The Lagrangian of the Cooper-pair
box is still the difference between the capacitive and inductive energy, but we replace the

inductive energy with the Josephson energy, which is non-quadratic:

. 1 . . o
'CCPB ((I), CD) = E(OO + Cg)q)2 - ng)vd - EJ |:1 - COS(¢—>:| . (474)

0
Since the conjugate momentum is the derivative of the Lagrangian with respect to ®, mod-
ifying the inductive energy does not change the form of the conjugate momentum. Conse-

quently, the Hamiltonian becomes
Hepp(0,n) = 4Ec(n — ng)? + Ey (1 — cos 5), (4.75)

provided we identify 6 = ¢ = ®/¢q as the reduced flux.

With all the preparations, the canonical quantization simply involves the promotion of
the classical conjugate variables®® n and ¢ to the quantum operators 7 and ) along with the
canonical commutation relation

[5, n} —i. (4.76)

Like any other conjugate observables, the eigenstates of the flux and charge operators are

related by the Fourier theorem. However, due to the periodicity of the flux (i.e., the flux

350One might ask why the phase of the order parameter is classical since we know that superconductivity
is a quantum effect. However, as discussed before, a superconducting state is well-modeled by a coherent
state (i.e., the solution to the Ginzburg-Landau equations). Similarly, we can define a quantum operator
(with some special care of the singularity) for the phase of a QHO; thus, by this analogy, it’s not surprising
that we can quantize the phase of the order parameter.
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quantization), the Fourier transform is actually modified to a Fourier series®®; thus,

1 2w .
1«
10) = Ner n;m e n) . (4.78)

The discretization of the charge number also reflects the fact that charges are measured in

quanta of Cooper pairs; hence, the orthogonality of the eigenstates is given by
(nln'y = 6y (4.79)

(618" = 5(5 — &) (4.80)

and the completeness of the Hilbert space can be expressed as

oo

3:/0ﬂd55|5><5y or A= > nn)n|. (4.81)

Given the Fourier relation between charge and flux, the quantum Hamiltonian of the
Cooper-pair box
Hepp = 4E¢ (7 — ng)? + E; (1 — €08 5) (4.82)

can be expressed in the charge basis as

[e.e]

. ) E
Hepp = 4Ec (h—=ng) =20 7 (Inhn+1] +[n+1)(n] ) (4.83)
or in the flux basis as
a 2
4E¢ (—i% — ng) + Ej (1 —cos 6)] Y(9) = Ev(0), (4.84)

where 9;(0) = (d]¢;) is the flux-basis wavefunction with eigen-energy E. To pick one
representation against the other, we need to understand the energy landscape in the Hamil-
tonian; that is, whether the capacitive or the Josephson energy (i.e., E¢ or Ej) dominates
the Hamiltonian. To see why the ratio Fj/FE¢ plays a critical role in the qubit analysis, we

examine the two limits of the ratio:

36Recall that a periodic function should be expanded using a Fourier series instead of the Fourier transform
to avoid the appearance of delta functions due to the non-normalizability of a periodic function.
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(i) Fy < E¢ (charge qubits): The Josephson energy can be treated as a perturbation

added to the “free-particle” Hamiltonian
Hieo = 4E¢ (0 — ny)”. (4.85)

Here, the free particle is an imaginary object that moves along the flux axis, just like
how a real particle moves in the position space. Before adding the perturbation, the
free particle can have any (discrete) charge values for a fixed gate charge n,. (Note
that we are treating n, as a classical drive; later we will also quantize the gate charge so
that we can talk about coupling to a quantized cavity to which the qubit is coupled.)
For the special case where n, = n + 1/2 for some integer n, we see a degeneracy

between the energy states (i.e., the charge eigenstates) |n) and |n 4 1) since
(n|Hn)=(n+1Hn+1) = Ec. (4.86)

Now, from basic solid-state physics, we know that the periodic potential will open
an avoiding crossing to lift the degeneracy. Historically, the charge qubit (another
name of the Cooper-pair box) [BVJ98] is operating at the “sweet spots” ny =n+1/2
such that the two degenerate states are mixed equally by the perturbation to form the

new computational basis

1) = m+in+1) le) =

n) —In+1)
7% :

75 (4.87)

Since the community has moved away from the charge qubit, we will not give a
full analysis of its operation. Nevertheless, it’s straightforward to compute the energy
difference opened by the perturbation by diagonalizing Hepp restricted to the two-

dimensional subspace spanned by unperturbed basis vectors |n) and |n + 1):

R (n| H |n) (n| H|n+1)
Hepp — ) .
(n+1/H|n) (n+1/Hn+1)

_ 4FEc[n — ngl? —FEy/2 (4.89)
_EJ/2 4Ec[(7l + 1) — ng]2
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The charge qubit is not as practical as the transmon qubit to be discussed below
because its energy levels (i.e., |g) and |e)) are extremely sensitive to the noise of the
gate charge. By solving |g) and |e) as a function of n,, we can compute the first
and second derivatives of the energy difference F, — I, with respect to ng. Even if
we set ny, = n + 1/2 where the first derivative vanishes, the second derivative, given
by 64E%/Fj, is still considerably large if Ec > FEj. To improve the charge noise,
we move to the other limit where the capacitive energy is much smaller than the

Josephson energy.

E; > E¢ (transmon qubits): First, we go back to the particle analogy in the flux space
and treat the Josephson energy as the potential energy experienced by the particle;

this is most easier understood in the flux-representation

AEq (—i% - ng) + E5 (1 —cosd) | () = E(9). (4.89)

J/

~~ potential energy
kinetic energy

From this perspective, 1/E¢ is proportional to the “mass” of this imaginary particle
and Ej controls the depth of the periodic potential. The gate charge can be thought
of as a constant kick to the particle, providing momentum for the particle to escape

from one local minimum of the potential.

Then, from elementary quantum mechanics, we know that quantum tunneling
can always happen since the potential is not infinitely high. Even from the classical
point of view, if the particle has a small mass (i.e., E¢ is small), it has a better chance
to swing from one well to the other. Combining these intuitions, we conclude that a
large E;/Ec will result in a large particle trapped in a deep well, leading to a small
displacement in the flux coordinate. Consequently, a particle localized at the minimum
of a well will have less flux uncertainty compared to the charge uncertainty, thus,
justifying the usage of the flux representation. Since the trapping is robust against a
small kick due to n,, we also expect the energy eigenstates in this high-E;/E¢ regime

to be insensitive to the charge noise. Indeed, one can use the WKB theory to show
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Figure 4.9: Fxamples of transmon designs. Left: A planar transmon surrounded by a
huge metal ground plane. The transmon is coupled to a readout resonator (i.e., a CPW
section with length \/2) and a control line. Right: A 3D transmon before placing into the
cavity. The two JJs between the capacitor pads form a SQUID, making the qubit frequency
tunable.

that the energy dispersion due to the gate charge is given by [PBJ15]

Vo m! 2Eq-

for the mth eigenstate in the high-Ej/FE¢ limit. The exponential suppression as a

—1)"E,, 94m+5 E %"‘%
Ep(ng) = En(ng = 1/4)+( )" Ee ( ] ) e~ V8EI/EC cos(27n,)  (4.90)

function of 8 5/ E¢ proves quantitatively the advantage of going into the high-E;/FE¢

regime for gate-charge protection.

In an actual qubit design, achieving a high F;/FE¢s boils down to decreasing E¢ by shunt-
ing the Josephson junction with a large capacitor; such topology is known as a transmis-
sion line shunted plasma oscillation qubit (in short, a transmon) [KYGO07]. Figure

4.9 shows the layout of a planar transmon and a 3D transmon.

4.4 Analysis of Superconducting Qubits/Qudits

In this section, we combine the abstract ideas from the last two chapters with the anharmonic
oscillator discussed in the current chapter to realize physical qubits/qudits. In addition,
we will also examine another type of JJ-based qubit design that allows us to expand the

computational space for large-scale superconducting quantum computing.
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Figure 4.10: Magntidue of the solutions of the Mathieu differential equations (Ej/h =
13.61 GHz, Ec/h = 213.46 MHz and n, = 0) superimposed onto the Josephson energy.
The flux particle has a finite number of bound states. The lowest few wave functions
resemble the Hermite-Gaussian functions of the QHO within one period of the flux. The
probability is suppressed exponentially in the classically forbidden region such that the flux
particle only sees a single well. (se and ce are the sine- and cosine-elliptic functions.)

4.4.1 An Isolated Transmon Qubit

[KYGO7] The Schrodinger equation for a transmon (i.e., Eq.(4.89)) can be solved analytically
since it is of the form of a Mathieu differential equation. Figure 4.10 shows an example of
the transmon eigenstates solved analytically. However, instead of going over the Floquet
theory for solving the Mathieu differential equation, it’s more insightful to understand the
energy level from the point of view of perturbation theory since we are already in the
transmon limit where Ej/Ec > 1. In particular, we will ignore the charge noise from n,
since the dependence of the energy levels on n, is exponentially suppressed in the transmon
regime. However, do note that n, contains two components: One is the slow-varying classical
charge noise (which can be any real number, without any quantization). The other one is
the coherent drive either coming from the classical source or a quantized resonator (see
Eq.(4.56)). We will assume that the charge noise has a much smaller magnitude compared

to a coherent drive; in addition, since we will first study the isolated transmon, coupling to
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the drive is also turned off.

To solve the energy levels of a transmon in the perturbative limit, we first Taylor expand
the Josephson energy to the fourth order. In the flux particle picture, what we are assuming
is that the particle has a very large mass (because of the smallness of E¢) so that its flux
coordinate is near one minimum of the cosine potential; thus, the potential can be expanded
to the fourth order to good accuracy. As shown before, the second-order term acts as the

quadratic inductive energy of a linear oscillator; hence,

R 1 - 1 .
Hr ~ (4Eoﬁ2 + 5EJ(52> - ZEJ(54. (4.91)

Next, recall that the reduced flux operator can be expressed as (see Table 2.2)

A 0\ L
y = (ﬁ) <aq + aq>, (4.92)

where we have used a, to denote the annihilation operator of the harmonic part of the

transmon. Thus, the Hamiltonian, to the fourth order, can be rewritten as
. . Eo /. A\
Hr =~ 8ECEJaZlaq BT <a£ + aq> ) (4.93)
4
Next, we expand (dfl—l—dq) with the help of the canonical commutation relation {dq, dq =1:
. A\ L L o 2
<a1; + aq> = (agag + 2a£aq + aqaq + 1>
~ dalag + alalagag + 4alagalag + aqaqalal + 1 (4.94)
= 6a!alaqgaq + 12alaq + 3, (4.95)

where we have ignored all terms of the form dilmdg with m # n in Eq.(4.94). Such RWA is

valid because in the interaction picture of the transmon,

Sim; i gim—n)eqt
al"ag — al"aje"m " (4.96)

will oscillate very fast unless m = n. Finally, substituting Eq.(4.95) into the Hamiltonian

yields
2 AT A EC Afata A At A
Hy = +/8EcE;a4aq — 1o <6aqaqaqaq + 12aqaq)
= (hwy — E¢) agaq - TCaZlaIlaqaq (4.97)

118



with the constant energy shift omitted. Since we are doing perturbation theory, the energy
eigenstates to the first order are still given by those of the QHO, i.e., the Fock states (do
not confuse the number states of the QHO with the charge number states which are the

eigenstates of the charge operator only).
Finally, we define
wq =wy — Ec/h (4.98)
as the transmon qubit frequency and

aq = —Ec/h (4.99)

as the anharmonicity of the nonlinear oscillator. On the one hand, Aw, represents the

transition energy between the ground state and the first excited state,
s = (1] Fx 1) — (0] FEr [0). (4.100)

On the other hand, ha, measures how much the nonlinearity alters the first two energy

spacings, i.e.,
haq = (2l Hrl2) = (1 Hr (1) ) = (1] Br (1) = (0] iz ]0) ). (4.101)

In fact, Eq.(4.101) is the definition of anharmonicity in general whereas Eq.(4.99) is true only
in the transmon limit (i.e., Ej/Ec > 1). By solving the transmon Hamiltonian analytically,
one often finds a 10 ~ 20-MHz difference between E¢/h and the actual |«|. In summary,
the transmon Hamiltonian, to the fourth order, is given by?37

- e ho oo
Hy = hwqaflaq + Taf}agaqaq. (4.102)

We, therefore, observe the tradeoff in a transmon design: To suppress the charge noise,
we would like E to be as small as possible. However, the transition frequencies between
neighboring energy levels should be sufficiently different to avoid undesired excitations, thus,
limiting how small |a| can be. In practice, |aq/27]| is usually between 150 and 300 MHz

and Ej/h is between 10 and 20 GHz.

3"Note that the perturbation theory ignores the fact that the potential has a finite depth Ej; hence,
at high enough energy, the eigenstates are no longer bound states. For a full solution of the bound and
scattering state, we would need to solve the Mathieu equation. See Figure 4.10.
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4.4.2 A Transmon Qubit Coupled to a Resonator

To couple a transmon to a resonator, we directly invoke Eq.(4.53), which is the Hamiltonian
of two coupled linear oscillators. The procedure for adding the nonlinearity to one of the

oscillators is unchanged; hence, the classical Hamiltonian now takes the form

1 N\’ i) 1

H((I),Q, (DraQr) = 20 (Q+ ﬁ@r) + EJ |:1 - COS<¢0>:| 2L
1
_ 2 _ _ _

=4FE-n° — Ey <1 0085) + Qhw (a ar + a.a ) + 4¢?

LAl
01027171 (4.103)

where w, is the resonator frequency, a, the resonator mode amplitude, and n, the resonator

reduced charge as defined in Chapter 2.

Canonical quantization also follows from the isolated case, but with a coupling between

the charge operators of the transmon and the resonator added,

/\

. . 1
H:4Ecﬁ2—EJ(1—cos<5>+hw (a ar+2) OC

- 1
— 4EoR? — EJ<1 — cos 5) + T, (a i + 5) + hguo (&q - ag) (dr - ai). (4.104)
The coupling coefficient is given by [BGG21]

cg> ( E; )1/4 T Zng
_ o (G (B , 4.105
10 ( ¢ ) \2Ec Ry (4.105)

where Z,, = +/L./C, is the resonator characteristic impedance and Rx = h/e* is the

resistance quantum (von Klitzing constant). At this point, all the formalism introduced
in Chapter 3 can be applied. For example, in the weakly anharmonic limit and under the

RWA, the Hamiltonian simplifies to

—Zhg\/]+ (a b+ G +al )G+ 1) (4.106)
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Subsequently, one can show, based on Eq.(3.97) and (3.98), that the Lamb and dispersive

shifts on the resonator are given by

D-1 . 9
J910 .
A, = Xik R Xjj—1 = , for j=1,2,.. (4.107)
172 S = R
with Ag ~ 0 and
D*l . 2 . 2
. 910 (U +Dgio :
Xj = Ak = Xn) | = [MXG5-1 = Xj15)] = : - — for j=1,2,..
’ [;0 ! ’ ] 7 7 Aqr<] - 1)aq Aqr +]aq
(4.108)
with xo = —¢%y/Aq- In other words, the qubit-resonator coupling in the dispersive regime
is
s _ X (j = Da
HY = "h (jwq + ‘7Tq + A+ Xjaiar) 1) G + hexala. (4.109)
j=1

Note that the dispersive shifts are also commonly called the cross-Kerr coefficients between
the qubit and resonator modes. Related to the cross-Kerr is the self-Kerr coefficient of each
mode, defined to be twice the anharmonicity of the mode. For the composite system of
qubit plus resonator, the self-Kerr is 2ay for the qubit mode while approximately zero for
the resonator. In general, cross-Kerr represents the location of nonlinearity in a system. The
difference between the self-Kerr coefficients of the qubit and resonator modes implies that
the nonlinearity of the JJ is mainly concentrated in the qubit mode. Of course, Eq.(4.109)
is derived in the dispersive regime where the qubit and resonator are only weakly coupled.
In the case of strong and resonant coupling, the resonator will also share some of the non-
linearity of the JJ. In fact, building upon this idea of shared nonlinearity is the method of
energy participation ratio (EPR) [MLM21], which finds the qubit-resonator Hamilto-
nian by computing how the total Josephson energy is distributed among the modes of the

system.

One can also ask to what extent is the circuit-level dipole interaction equivalent to the
physical dipole interaction discussed in Chapter 2. To find the effective dipole and electric

field operators in the cQED formalism, we use the basic relations among the charge, voltage,
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Figure 4.11: Figenmode simulation of a linearized qubit host in a readout cavity. Left:
the mode of a linearized transmon with the JJ replaced by a linear lumped inductor. Right:
the fundamental mode of the cavity.

and electric field:

. C Cy o N (C v
. fd 2 9 af _= —g = — —g ——r
iy, = 4e” & = CrQQr (Qe) ( C) ( ; ) . (4.110)
deH E‘r

The charge operator Q of the qubit and the voltage operator V., of the resonator are defined
by Eq.(2.108) and (2.110), respectively, which leads to the effective dipole and electric field

operators
. . A ) . By \V*
dei = —idp eft <aq - aL) with  dyex = 2/ <32EC> (4.111)
and
Eog = 16 et (dr - di) with  &p e = %w, (4.112)

respectively. Figure 4.11 illustrates how a qubit is coupled to a 3D cavity. In practice, for
distributed structures, it’s better to model the qubit-resonator interaction using numerical
solvers. For example, an eigenmode solver combined with the method of EPR allows one to
first solve for the linearized mode in the classical simulation (e.g., Ansys HFSS) and then

compute the Lamb-shifted qubit and resonator frequencies along with the Kerr coefficients.

4.4.3 Multimon

Although transmon acts as an anharmonic oscillator, it has a finite number of bound states

since the Josephson energy is finite. More importantly, as implied by Eq.(4.90), the energy
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Figure 4.12: Monitoring of charge noise and parity switching in an hour. The transition
frequency between |1) = |e) and |2) = |f) is probed for a long time to observe the effect of
charge noise (the continuous change of the transition frequency) and quasiparticle tunneling
(the discrete jumps due to parity switching).

dispersion increases as we move to higher energy eigenstates, so n, can no longer be ig-
nored. In reality, the charge noise, resulting from the break of Cooper pairs or some other
quasiparticle tunnelings, can be observed experimentally [PBJ15, TMB22] by observing a
beat note in the Ramsey interference or by monitoring the change of transition frequency
directly over a long time as shown in Figure 4.12. The alternative approach to expand
the computational basis relies on increasing the number of anharmonic oscillators within
a small footprint [RKC17]. Instead of having one anharmonic oscillator with a single JJ,
we can construct a more complicated capacitor network with multiple nonlinear inductors
added so that the linearized network supports more than one mode. Then, we can restrict
the computational space to be the tensor product of several two-dimensional manifolds each

derived from an anharmonic oscillator in the network.

In order to design a multimon, i.e., a multimode quantum network, we start with a
generic network of capacitors, linear inductors, and JJs. Assume that there is no inductive
element connected to the ground, but there is always a finite self-capacitance between any
node and the ground. First, consider only the linear part of the circuit (i.e., keep only the
quadratic energy in U;(0)) and define the total series inductance between node ¢ and j to
be

Lij = Lo;; + Ly, (4.113)
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from which we get (for i # 7)

& L1y
g% _ % n . 4114
L Lij  Loi; + Lygj <EL0,1-J- EJ,ij) ( )

In addition, we set Ep, = 0.

Restricted to the linear part of the circuit, we can describe its capacitive/kinetic energy

as
Zj Cy —Cip -+ —Ciy b
1
1 /. ) —C Oy -+ —=C 1. )
Teap = ) (@1 ‘I)N> ,21 Zg. Y ) .2N : - Eq)TCQ) (4.115)
: by
—Cyi —Chy - 3, Cn;
and its inductive/potential energy as
1 o, —d,\° 1 ®; — @, \°
Upna = = Er ! 1) == Er ! J
=3 Xm (P50) s (M57)
1 g 7,7
Zj ELU —E, - _ELIN ®
1
1 _EL21 Zj EL2‘ e _ELZN 1
_ 7 | =5®'EL®
293 <@1 CI)N> ) : . ) 202 LD,
Dy
_ELNI _ELN2 T Zj ELNj
(4.116)
where
Zj Cyy —Ci -+ —Cy
co| T 2 O (4.117)
—Cyi —Cnz - 3, Cn;
is the Maxwell capacitance matrix and
Z] ELU Ep, EL1N
-F By, -+ —FE
g | T 2 (1.115)
ELNl ELN2 Zj ELN]



the inductive energy matrix. Moreover, by introducing the inductance matrix L with

YLy Ly o —Liy
1 —L;! Y R 5ok
L—l — _QEL — L21 Z] L2] L2N , (4119)
2 ) : , .
Ly Ly e XLy
the linear part of the Lagrangian can be cast in the more familiar form
) . 1. -1
Liin(®, D) = Toap(®) — Upna(®) = 5<I>TC<I> -5’ (4.120)

We explicitly show the units of the capacitance and inductance matrices by introducing
two identity matrices, le,, and liq, (or simply two scalars 1., and 1li,q) with the unit of
a capacitor (e.g., Farad) and of an inductor (e.g., Henry), respectively. Consequently, we
have C = 1cap(_: and L = 1;,4L for some unitless matrices C and F; thus,
Liin(®, &) = %@Tcé - %@TL”@, (4.121)
To find the linearized modes of the circuit, we need to diagonalize the Lagrangian:
—1

~ 1ca r | = 3 1; -
Lin(®, &) = 7P<I>Tc¢ ~ gL 'e

Leap 4 N _ _
— " § BRTH - %d‘I)TBB_lL_l(BT) 'BT® (Let C = VAVT and define B = VA!/2.)

2
Leap 5 T _ Lindy -1 SR
= TX X — %XJ X (Define X =BT®, 1=B~'L(BT) ")
Leap o T T Lind o S -
= TX VW'X — %XVLV X (Let J=VLVT and use W7 =1.)
lap 575 ludgo2a 5 G 5_
= T(I) P — %@Q ¢ (Define ® =V X and @ =L[/2.) (4.122)
Hence, by defining the new coordinates®® o = (&)0, e i)N_l), we have converted an LC

network into N independent normal modes (also known as the eigenmodes).

If we want to write a script to diagonalize the Lagrangian numerically, it’s more straight-

forward to absorb the unit into the definition of the flux vector, i.e., defining

Y 1/2 F :
X = 1/2% [Tlme\/Energy], (4.123)

38We are numbering the new coordinates from 0 to signify the fact that the lowest mode is always the
static mode in most multimon designs (e.g., a ring multimon). Hence, effectively there are only N —1 modes.
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Figure 4.13: FEigenmode simulation of the trimon modes. Left: a vertical dipole mode.
Middle: a horizontal dipole mode. Right: a quadrupole mode. Due to the asymmetry of
the four Josephson inductances placed in the design, the two dipole modes exhibit tilted
lines of vanishing electric fields.

so that the decoupled Lagrangian is of the form

1 1 1. . 1 N-1 1 .
_ ¥ Y —-11-102\wv _ Y | W v O2Y _ 2 2 v2
L = X TX - 5X(lmdlcapfz )X = SXTX - JXQX =) (X“ - wuXu> L (4.124)
pn=0
where
Q = 1,,/*151%Q = diag(wo, ..., wy_1) (4.125)

is a diagonal matrix with physical dimensions of angular frequency, revealing the eigenfre-

quencies of the linearized circuit.

In practice, we will first use electromagnetic solvers (e.g., Ansys Q3D) to find the ca-
pacitance matrix of the network without the JJ and then create the inductance matrix
manually (which ignores the physical size of the JJs). Subsequently, the two matrices are
fed into the algorithm described above, which is nothing more than a sequence of matrix
multiplications and diagonalizations. Alternatively, one can also directly use the eigenmode
solvers to find the linear modes in a three-dimensional structure, which, in principle, should
give more accurate results compared to the lumped circuit analysis in exchange for a longer
runtime. Figure 4.13 shows the field profile of three linearized modes produced by a trimon
— a multimon with three modes. A trimon is a special case of a ring multimon, where the

capacitor pads and JJs are placed in a ring fashion. There are four pads in a trimon with
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one JJ connecting a pair of neighboring pads. Due to the symmetry of the pads, there will

be two dipole modes and one quadrupole mode as illustrated in Figure 4.13.

With the linearized circuit solved, we now add the nonlinearity of the JJ. Note that the
nonlinearity is defined with respect to the old coordinates, so we will need the transformation

that goes back to the old coordinates from the eigenmode coordinates
® = VL Y2vX = TX. (4.126)

Subsequently, we can express the nonlinear part of the Lagrangian in terms of the new
coordinates X. For simplicity, let us first start with the fourth-order expansion of the

energy of each JJ:

L= ﬁlin(¢a (ﬁ) + ‘Cnon(@)

(4.127)

With the nonlinear terms included, the conjugate momenta with respect to the generalized
coordinates X are given by

P, =" =X, (4.128)
0X,
Note that since the nonlinear term is only a function of X, the order of our approximation

does not affect the expression of the conjugate momenta. Next, as usual, we define the

a, = | /‘2"—7’; (Xﬂ + wiﬁﬂ) . (4.129)
"

The Hamiltonian can thus be rewritten in terms of o, as

Z in Tju)\/%(“u + aZ)
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H-—P X__

* * EJ i
— Z hw, (auau + au%) 4'¢i
n

(i,5)ed

4

(4.130)




Now, following the procedure of canonical quantization, we promote the normal mode

amplitudes to be the annihilation operators and impose the bosonic commutation relations
) = 801 (4.131)

The quadrature operators, X and P, of each mode can be related to the mode annihilation

operator in the familiar way:

R Wu 2 i 2 2 h . R
=\ 5p <X + W—MPM) and X, = 1/2—% (4, + aL) : (4.132)

To finalize the quantum Hamiltonian, we use the bosonic commutation relations to reorder
the appearance of the annihilation and creation operators. In addition, by assuming that
the mode frequencies are sufficiently distinct, we can apply the RWA to remove terms with
unequal numbers of creation and annihilation operators in the same mode (e.g., deLle/&V)'

This results in

4
Ey; [ ho
H = Zhw ( ) ,ng] Z( in = Tin) ﬂ(au"‘al)
0 L 1%

= Zhwu (aTdu ) LEO, ...,INfl) i val

xp=a,+a,,
= Zh [(Wu —I—Au)dldu XW TQ 2} —|—ZZHXWOL a,a a,, (4.133)

p pov<p

where

Z(Tiu —Tju) 2i $u] (4.134)

w
P W

Ejj
o) == Y 22
0

(4,9)ed
has been defined for computing the entries of the (fourth-order) Kerr matrix, y,
ot o
hxw =
Xn 8x2 0x?

v

Ey,i
T T4l Z S (Tip = i) (T = T) (4.135)

x=0 0 (i,5)e] N Wy

and the Lamb shifts
1
=35 E Xpuw- (4.136)

As mentioned before, the anharmonicity, «,,, is related to the self-Kerr coefficients x,,, by

o, = %; (4.137)
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thus, the Hamiltonian can be rewritten as [MLM21, RKC17]
A~ Y at oA (8% " " o At oA
H=>"h [wualau + fajfafb] + )0 hxuwila,ala,. (4.138)
p pov<p
Note that we have also lumped the Lamb shifts into the frequency of the linearized mode

so that the fundamental transition of each nonlinear mode has a frequency w, = w, + A,.

The (isolated) multimon Hamiltonian in Eq.(4.138) differs from the (isolated) transmon
Hamiltonian by the longitudinal coupling term de”dld,,. However, one also realizes the
similarity between the longitudinal coupling and the qubit-resonator dispersive interaction.
Hence, the effect of the longitudinal coupling is to generate a frequency shift in one mode
based on the state of the other modes. Since a frequency shift leads to the accumulation of

an extra phase, we immediately obtain a phase gate.

A more pragmatic method for solving the energy levels of the multimon would be nu-
merical diagonalization. In this case, there is no need to keep the Josephson energy to the

fourth order; separating the Hamiltonian into the harmonic and anharmonic parts gives

. o 1
H = Zhw“ (GLG/M + 5)
m
1 ho
_ (Z Ej.ij} cos % Z(TW —Tju) E (a, +al)
i,j)€J ©

2
1 [ h
% Z(Tiu - Tju) 2_% (du + dL) } (4~139)
%

However, one has to truncate the Hilbert space (i.e., the size of the matrix to be diago-

Ll
2

nalized). Typically, to diagonalize the Hamiltonian of a trimon, we need about ten Fock
basis vectors per mode, which results in a thousand basis vectors after taking the tensor
product between the three modes. The operators are also built from the tensor products;

for example, the annihilation operator of mode i, with d basis vectors in each mode, is given
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0 0 V2 - 0

2, =1921%g...o|: + + . @ @1V et (4.140)
0 0 0 d—1
0 0 0 0

In most numerical packages, the cosine of an operator, defined to be
Lo 1,y
COSA = 1dN — EA + 5A —+ . s (4141)

can also be computed easily (i.e., taking the real part of the matrix exponential).

Moreover, the analysis of a multimon can be applied to that of a transmon. In practice,
we do not just have a single capacitance between two conductors; for example, if a transmon
is surrounded by a large ground plane and is coupled to the control and readout lines as
shown in Figure 4.9, the effective capacitance between the two pads of the transmon must
be calculated from the capacitance matrix. The associated inductance matrix will have four

nonzero entries since there is only one JJ in the transmon.

A real circuit always has a finite size, so the lumped circuit model of the multimon
is only an approximation. In addition, one needs to bring the resonator, let it be a 3D
cavity or a planar CPW resonator, into the picture to examine the control and readout of
the multimon. In the actual multimon design, one can also use the EPR method, which is
applicable to a general electromagnetic structure, allowing us to include both the capacitor

pads from the multimon and the distributed resonator in the analysis.
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CHAPTER 5

Open Quantum Systems

To control a qubit or to excite the readout resonator, the quantum system must also con-
tain the drive signals, usually coming from room-temperature electronics. On the one hand,
quantum systems, as far as the axioms of quantum mechanics are concerned, is a closed
and unitary system. On the other hand, however, it’s infeasible to include all the degrees
of freedom even for the simplest experiment, forcing us to introduce a new formalism — the
theory of open quantum systems. The chapter extends the ideal model discussed in the pre-
vious chapters but explains the realistic modeling of qubit control and readout signals. The
methodology used in open quantum systems also allows us to discuss quantum measurement
in terms of the ensemble average or the stochastic trajectories. In particular, we will end
the chapter with the stochastic master equation for modeling the dispersive measurement

of a qudit, which is the main result of the thesis.

5.1 Canonical Model of Open Quantum Systems

5.1.1 Resonator-Environment Coupling

The theory of open quantum systems is a rich topic and the results generally rely on the
specific model of the environment coupled to the system of interest. For superconducting
quantum computation, a simplified schematics of the experiment is shown in Figure 5.1.
The voltage source represents the signal generator at room temperature, which is connected
to the readout resonator via a long transmission line. The transmitted signal then leaves
the resonator and reaches the ADC card via another transmission line. Alternatively, one

can also measure the reflection by inserting a circulator to decouple the input and output

131



Ry,

Figure 5.1: Coupling of a two-port resonator to the readout signal generator (Vi and Ry)
and the readout ADC (Ry,). The transmission lines in this model represent the coaxial
cables used to connect the readout cavity inside the dilution fridge to the room-temperature
electronics. The coupling capacitors Cy,, and C.,, are controlled, for example, by how
deep the core conductors of the SMA ports are inserted into the readout cavity (see Figure

2.3 for more details).

KRout

ZO Lr Cr ZO

v

Figure 5.2: FEquivalent circuit when the source and load impedances are matched to the
characteristic impedance of the coazial cables.

signals. The qubit coupled to the readout resonator is not shown explicitly in Figure 5.1.
To drive a qubit inside a 3D readout cavity, the signal must first interact with the cavity

before reaching the qubit; hence, it is easier to first deal with the cavity alone.

From the perspective of the resonator, it sees an effective impedance presented by the
transmission lines. Under the assumption that the source and load are matched to the
characteristic impedance of the cables (usually 50(2), power leaving the system is fully
absorbed by the load and source impedance and the transmission lines only add a phase
decay. In this case, we can remove the transmission and reduce the distributed circuit to a

simple RLC network shown in Figure. 5.2.

Coupling to the readout resonator is modelled by two capacitors C, and C

Kout *

Physi-
cally, they can be SMA ports on a 3D cavity or a real interdigitated capacitor between CPW
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Figure 5.3: FEquivalent L-network at a given frequency. The series-connected coupling
capacitor is transformed into a parallel-connected capacitor to the ground. As a result of
this transformation, the LC circuit sees a source impedance boosted by the quality factor
Qi = 1/waCy. Zy of the RC input network. The same thing happens for the effective load
impedance.

lines. Since it’s much easier to study the parallel or series RLC circuits, we shall trans-
form the series-connected coupling capacitor into a parallel-connected one [GFB08, Sch07].
The technique used here is the same as the L-network used in lumped-element impedance
matching: Given an impedance Z = R+jX (we use the convention j = —i in electrical engi-
neering), we define the quality factor () = | X|/R. Then, the impedance can be represented
as a resistance R, = (1 + Q*)R in shunt with a reactance X, = (1 + 1/Q*)X. Apply this
transformation to both the input and output RC network yield Figure 5.3, where we have

fixed the drive frequency wq and defined

1 1

Qout

wd(],iin Zo’ wdC’ .

in 5.1
Q Kout ZO ( )

Note that this impedance transformation assumes a fixed frequency of operation since the
impedance will change with the frequency. For a large @, i.e., weakly coupled resonator, the
transformed reactance is approximately the same as the untransformed one, i.e., Cy, , ~
Cy,, and Cy . » = Cy

out *

5.1.2 Modeling Dissipation with A Unitary System

The circuit in Figure 5.3 is not ready for quantization since resistance, which represents
losses in the system, is not describable by unitary time evolution. In addition, on the micro-
scopic level, dissipation should also be accompanied by fluctuation from the environment,
as required by thermodynamics; however, we clearly do not have a means to add quantum

noise using the simple RLC model.
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Figure 5.4: A parallel resonator coupled to a transmission line. ®, and Qs are the
conjugate variables of the LC oscillator, which is treated as the “system” The environment
is described by a transmission, i.e., a one-dimensional electromagnetic free space. As shown
in Chapter 2, the transmission line is described by ®(z,t) and Q(z,t).

To avoid the non-unitary nature of the dissipation, we bring the transmission line back
to the model. Specifically, we replace the resistors (which are different from the original Z,
due to impedance transformation) with semi-infinite and lossless transmission lines of the
same impedance. For simplicity, let us first consider a one-port resonator with transformed
impedance R, (say we measure the reflection only so that the input and output share the
same coupling). The resulting circuit is shown in Figure 5.4. From the perspective of the LC
oscillator, the resistor and the transmission line present the same impedance, so the energy
initially stored in the LC circuit will be dissipated in exactly the same way. Moreover, since
the transmission is extended to infinity, the energy left from the LC circuit is still kept
somewhere on the line, making the composite system of the resonator plus the transmission
line a conservative system. Furthermore, the transmission line can support both the outgoing
and incoming signals, providing a path for the noise to enter the resonator. Since Figure 5.4
includes both fluctuation and dissipation, it will be our canonical model for understanding

the control and readout of the quantum system.

5.2 Classical vs. Quantum Probability

This section serves as a review of quantum probability. In particular, we emphasize the
similarity and also differences between the classical and quantum probability theories from

various aspects (See Table 5.1 for a short summary).
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5.2.1 Classical and Quantum Density Functions

In classical mechanics, a deterministic system can be described by a phase-space density p
using the Liouville equation
dp

Tl {H,p}prs, (5.2)

where {A, B}pp = 0,40,B — 0,B0,A is the Poisson bracket. Once we enter the regime of
classical statistical mechanics, we can replace the Liouville equation with equations in the
form of a Fokker-Planck equation. Moving to the quantum regime, for a closed system (i.e.,
without any loss to the environment and any measurement), we have a similar equation

called the quantum Liouville equation or Liouville-von Neumann equation

dp ira

— =——\H,p|. 5.3
& =5 7] (5.3)
The quantum Liouville equation is just another way to write the Schrodinger equation,
so the time evolution is still unitary/reversible. (It is assumed that the reader has basic

exposure to the density matrices and how to take the partial trace of a density matrix. For

a review of the related concepts, see )

However, once the system is subject to the measurement from the environment (also
referred to as the reservoir or bath), it is no longer closed, i.e., an open quantum system,

requiring us to modify the quantum Liouville equation to something like

dp ira
d—fz—%{ﬂeﬁf,/}]

+ backaction due to the measurement done by the environment

+ backaction due to the measurement done by us, (5.4)

where p is the conditional state of the system given that we and/or the environment have
partially measured the state to possess some characteristics J(t) (e.g., J can be a continuous
monitoring of the position of a molecule for time s < ¢ by us in the laboratory). The proba-
bilistic nature of the measurement outcome J is captured by some random process W, (e.g.,
a Wiener process for the homodyne detection or a counting process for a photodetector),

and the history of J clearly depends on the sample paths of the random processes. Hence,
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mathematically, we might look for a stochastic differential equation of the form?’

. lra . .
dpy = 7 [Heff, Pt] dt + fp (Pt,t, Wt(D)) + fum (ptata Wt(M)) ) (5.5)

where Wt(D) and Wt(M) represent the randomness in the measurement done by the environ-
ment and our measurement device, respectively. Note that we have separated the backaction
fp due to the environment’s monitoring of the system from the backaction fy; of our active
measurement because we can’t keep track of zillions of particles in the environment. In fact,
it’s necessary to average the stochastic differential equation over all possible measurements
from the environment (i.e., in the language of probability theory, we need to marginalize

the uncertainty due to the environment), so the time evolution becomes
. 1. . . D . M
dpr)e = = [Her, (o] dt + (fo (e)e W )) + (e W) (5.6)
where ()¢ represents the ensemble average over the system-environment interaction. In

other words, stochasticity is explicitly written out only for our active measurement.

Intuitively, the random process will break the reversibility of the quantum Liouville
equation (analogous to the heat equation). To go back to a unitary evolution, the only
thing we can do is to include the entire universe (i.e., keeping track of all the particles,
even those that are light years away) as the system such that no external measurement is
possible (by definition the “environment” does not exist anymore). Since monitoring the
entire universe is impossible, we can say that quantum mechanics is effectively irreversible

in a small region of interest, leading to the classical phenomena observed.

5.2.2 Classical to Quantum Dynamical Systems

From the point of view of linear stochastic control, we can formulate a general control

problem in terms of two equations:

39T will write any random process X of time as X; instead of as X(t). Expressions like X (t) will be
reserved for deterministic functions of time.
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dy, = C(t)x, dt + H(t) dV;. (5.8)
The first equation allows us to calculate the state evolution under some control u; but
subject to a noise W;, and the second equation quantifies the observability of the system
with noise V; added to the detection. In addition, it’s common to perform state estimation
and then define feedback controls based on the estimation; one example of such a closed-loop

estimation/control is the Kalman filter.

As mentioned before, a quantum measurement is always accompanied by a backaction
(i.e., projection and re-normalization of the post-measurement state), so we can interpret the
measurement process as some state estimation followed by a fixed form of feedback enforced
by nature. As we will see later, the net effect is compactly rewritten as two equations:

i

dpp = —[He ] dt+ Yk, [LﬂptLL _ —(LLLM + ptLLL#)} dt

2
pneEDUM
+ )k [ﬁ#ﬁt +p Ll — T (iﬂp} + ﬁtiz) ﬁt} aw® (5.9)
HEM
Ay = \/mk, Tx <iuﬁt n ﬁtﬁz) dt + dW®  for pe M. (5.10)

Analogous to the classical case, the first equation, known as the quantum stochastic
master equation, describes the time evolution of the quantum state under random mea-
surement “force” Wt(“ ), which is related to the classical measurement outcome yg“ ) in the
second equation. In general, the trajectory of p; depends on the measurement history

Jt:{ygu)]ue./\/land0§5<t}.

Although Eq.(5.9) seems to not have a control term, we can imagine that the mea-
surement y; is always automatically fed back to the system due to the axiom of quantum
mechanics; hence, intuitively, we can say that Eq.(5.9) has already been put into a closed-

loop form without referring to y\* explicitly. Theoretically, we can solve Eq.(5.9) by drawing

a random sample path of Wt(“ ) however, in practice, y,g“ ) is what we measured, which helps

us pick out one realization of W*) and hence g (if we know the initial condition py).

Moreover, we see that VVt(“ ) is multiplied by some operator [:M related to the set M, but
not to the other set D; this is because we have marginalized the effect of any implicit mea-

surement done by the environment, which on average causes the state p; to decay smoothly
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to some fixed point in the Hilbert space. Moreover, we see that Eq.(5.9) matches Eq.(5.6)
if we group terms related to D and M into fp and fy, respectively, and treat p; in Eq.(5.9)
as (p¢) in Eq.(5.6).

In general, {ﬁu}, are known as the Lindblad operators; if 4 € D (or M), then [A/M is
called the Lindblad operator of the decay (or measurement) channel. Nevertheless, quantum

mechanics forces both channels to leave a trace on the state via the term
A T Y
D(Ly|pr = LupiL], - 5 (LhLupe+piLlLy) (5.11)
The superoperator & [I:u} acting on a density operator is sometimes called the dissipator

since it is the term responsible for the decoherence.

As a final remark, let’s look at the ensemble-averaged equation of the quantum stochastic
master equation: If we assume th(“ ) has a zero mean and is independent of p;, all the terms
with th(” ) vanish when taking the expectation; thus, we obtain a deterministic differential
equation

d i

ZE(p) = — | Ao E(30)] + DZM kD[ L, E(pe), (5.12)

which is the well-known Lindblad master equation. In other words, if we do not care
about all the sample paths that the quantum system can go through, the quantum stochastic
master equation reduces to the usual master equation that describes any completely-positive

trace-preserving map (subject to some mild assumption from operator algebra) [Wat18|.

5.2.3 Stochasticity in the Evolution of the Density

Despite the various analogies discussed so far, there is one decisive difference between the
classical and quantum density functions. Classically, a Fokker-Plank equation is generally
a deterministic PDE of the density p, and it does not contain information about each real-
ization of the random process. In contrast, the equation for the quantum density operator
p, i.e., the quantum stochastic master equation, is itself stochastic as shown by Eq.(5.9).
This is because quantum mechanics allows the existence of two layers of randomness. The

first layer of randomness is unique to quantum mechanics because our measurement will
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still be probabilistic even if we know the state of a quantum system. On top of this intrinsic
randomness, there is the “classical” randomness, which describes our ignorance of a system.
Once we average out the stochasticity in the measurement, i.e., Eq.(5.12), we indeed obtain

a deterministic differential equation.

5.2.4 Heisenberg picture

It should be noted that we have been looking at the problem from the perspective of the
quantum state, also known as the Schrédinger picture. There is an equivalent way of for-
mulating quantum mechanics, known as the Heisenberg picture, which looks at the time
evolution of observables directly without thinking about the quantum state directly. This
equivalence is similar to the relationship between the stochastic differential equation and
its Fokker-Planck equation for a classical random process. The Schrodinger picture deals
with the probability density while the Heisenberg picture looks at the actual random vari-
ables/processes. Classically, the Langevin equation, a stochastic differential equation, de-
scribes the random evolution of the momentum of a Brownian particle. In the quantum
setting, we will see that the quantum Langevin equation can be thought of as a prescription

of open quantum systems in the Heisenberg picture.

5.3 Quantum Channels

5.3.1 Positive Operator Valued Measures

Similar to the classical control theory, the time evolution of a quantum state in a closed
system is determined by a state transition map known as the quantum channel @°. If the

system is closed, then the channel simply conjugates the initial state psg(0) by the unitary

40A quantum channel, in a mathematically precise way, is defined to be a linear completely-positive trace-
preserving map. The input and output of the map do not need to have the same dimension. But, of course,
for a closed system, the input and output live in the same Hilbert space, so they are of the same dimension.
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Classical

Quantum

Sample space

a set ) consisted of all possible
real-valued measurement outcomes
of a particular experiment

a set Q consisted of all possible

real-valued measurement outcomes
of a particular experiment

Event space

a o-algebra F = {F;}; on Q

a o-algebra F = {F;}; on Q,
e.g., the Borel set B of R

Probability g a POVM F(F) = {F}l such that
(Fy) = p(Fy) X N

measure P(F;) = (U] F; |W) = Tr(pF) for p € #

Completeness w()=1 FQ) =1
Observable a real-valued random variable X : Q — X the spectrum of some Hermitian A

Density fx(z) or p(g,p,t) p € a projective Hilbert spaces#

Normalization / fx(z)de =1
x

Tr(p) = 1

Joint Density fxy () pse € Hs @ Hz
Marginal R N
. Ix(z) :/ Ixy (z,y) dy ps = Tre(pse)
ensity y
Elg(X,Y)] = // 9(z,y) fxv (z,y) dedy Ger) = Tr(per A
Expectation XY <A:SS> Tr(p‘igfisg)
Blo(X)] = [ o(@)fx(e)da (4s) = Trs (psAs)
Cauchy- I 177 A1\\2 1
Schwarz oxoy Z Cov(X,Y) AAAB = \/<5<[A’ B} >) + (§<{A’ B}>_<A><B>)
Liouville op dp ira .
equation at {H, p} dt ~  h {H,p}
da K
Langevin dp - —iwrG — = + VKain
equation FT —YPe+ & t 2

(white noise)

with E(&:&s) = 2m~ykgTo(t — s)

with <% {am(t),ajn(s)}> = (ﬁ + %) 5(t —s)
Table 5.1: A summary of various probabilistic concepts in classical and quantum me-
chanics. The mapping between classical and quantum-mechanical quantities is not meant

to be rigorous. For example, one can show that a classical joint probability distribution

does not exist for non-commuting random variables, so the joint density pse is more than
a generalization of fxy.
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time-evolution operator U(t), i.e.,

A~

poe(t) = Q(pss(0)) = U(0)pse ()0 (1) = U (1) ps(0) @ pe(0)| UT(1).  (5.13)

We have assumed that the state is prepared in a product state (i.e., pss(0) = ps(0) ® pg(0))

such that there is no entanglement between the system and the environment initially.

As motivated before, since we cannot keep track of all events correlated to the envi-
ronment, the best we can do is to marginalize the environment from the joint probability
density. In quantum mechanics, marginalization is executed as taking the partial trace of
the composite state over the Hilbert space of the environment. To derive a closed-form

formula of the marginal density, suppose {|v)}, diagonalize pg(0), i.e.,
pe(0) =D A ) (v, (5.14)

and form an orthonormal basis of . Then, the marginal density, also known as the

reduced density operator, is given by

ps(0) = Tre [pse(t)] = Tee{ 0100 [ps(0) @ ()] 00}

=> (V| U(t) (ﬁs(O) ®Y A |M><M|> Ut(t) vy

m

= 3" VAT 1) ps(0) o (el U0 ). (5.15)
JTR% R ~ A

K,, € L(#%) K},

Hence, we have shown that a quantum channel restricted/marginalized to the system can

be represented in the so-called Kraus representation [BPP02, NC10, Wat18|

Q(ps(0) =Y Kuups(0)K],, (5.16)
A%
where { K, } are the Kraus operators, usually non-Hermitian, satisfying the completeness

relation
Y Kj K, =1 (5.17)
"%

The derivation above assumes a specific initial state (i.e., the environment is uncorrelated

with the system at ¢ = 0); nevertheless, it turns out that any quantum channel has at least

one Kraus representation [Wat18§].
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In addition, we call
Fu =K} Ky, (5.18)
the effect. According to Eq.(5.17), the effects sum to unity and thus are called the positive

operator valued measures (POVM) since they generalize the concept of probability

measures (see Table 5.1 for more details).

5.3.2 Example: Qubit Decay Channel

As an example, let’s consider a simple model of spontaneous emission, which is described

by the two Kraus operators

. 10 . 0 A
KO = and K1 = (519)
0 u 00
with |u|? + |A]* = 1 for conservation of probability. We are using the convention that

lg) = (10)" and |e) = (0 1) represent ground and excited state, respectively. In the Kraus
operator 1, |A|? is the probability that the atom decays to the ground state by emitting a
photon; hence, if the atom is initially excited, the state will go from |e) to |g) with probability
amplitude \. However, there is also a probability 1 —|\|?> = |u|? that the atom stays excited,
which is why p appears in dg. If the atom is initially in the ground state, then it will remain

unexcited forever as implied by ﬁ)o. The effects corresponding to the Kraus operators are

. 1 0 . 0 0
F[) = and F1 = s (520)
0 |uf? 0 |A]

which clearly satisfy the completeness relation.

5.3.3 The Measurement Channel

The ideal quantum measurement can be formulated under the Kraus formalism if we identify
all the orthogonal projection operators as the Kraus operators. To see this, recall that each
post-measurement state takes the form
Pse = Qu(ps) = —aPste i Drobability T (ﬁaﬁsﬂg). (5.21)
Tr (MlpsTTh)
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In addition, the projection operators clearly satisfy the completeness relation. Summing
over all possible measurement outcomes (and weighted by the corresponding probability)

yields the Kraus representation of the measurement channel
pls = E[Qa(ps)] = > Tr (ﬂaﬁsﬂl> Qu(ps) = 3 MupsTll = Q(ps). (5.22)

The Kraus representation is derived by discarding all information gained from the
system-environment interaction; however, when doing the active measurement, we shouldn’t
simply average over all the measurement outcomes. In fact, we know that the state will
be projected onto one of Q,(ps), conditioned on the measurement outcome. From this
perspective, we see that the role of the Kraus representation is very much like that of the
Fokker-Planck equation, whereas tracking one sample path requires us to model the sequence

of outcomes as a random process.

5.3.4 The Generalized Measurement Channel

As a generalization to the projective measurement, the Kraus operators can be used to

define a non-projective measurement of some physical observable Y:

A A f(yﬁsfq . e Soa ot
psy = Q,(p) = ————= with probability Tr (KypsKy), (5.23)
Tr<KyﬁsK§>

where Y = y represents some partial information gathered about the system by passing
the state through a non-unitary quantum channel and f(y is the non-projective backaction
associated with the partial information y. For example, imagine we have a photodetector
used to measure the emission of atoms from a system. Because the detector is imperfect,
it may only capture 50% of the photons coming out from the system. Since we only gain
partial information about the system, the state conditioned on our imperfect measurement
will be determined by a non-unitary quantum channel whose job is to average over all the
possible ways that the other 50% of the photons can leak into the environment. Eq.(5.23)

thus successfully combines two approaches in dealing with an open quantum system:

(i) For the environment or anything we don’t have access to, we will average over all the

conditional states to obtain a deterministic expression for the (unconditional) density.
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(ii) For information that we can and want to gather, we will simulate the sample path

conditioned on the past measurement outcomes.

5.3.5 The Discrete-Time Stochastic Equation

In deriving the Kraus operators, we have ignored the details that happen within [0, ¢], which
can be thought of as a discretization of the time axis. Suppose we want to know the density
at T', we can always divide the interval into (0,7/N), (T/N,2T/N),...,((N—1)T/N,T) and

apply the time evolution in a discretized fashion:
psir = QW (psy) Z MPSk y]fL)T7 k=0,1,... N —1, (5.24)
with intitial state psp.

By thinking about time evolution in this way, we can add measurement as a part of
the chain of quantum channels even though the backaction happens instantaneously. In

41 50 the

fact, it is the active measurement that adds randomness to the time evolution
state transition should be defined in terms of the conditional probability, which has the
same spirit as the transition matrix for describing a time-inhomogeneous Markov chain: For
example, if we made a non-projective measurement at time step k, the conditional state at

k + 1 would be

Fo0) s ot
PS k1 = @ék) (Pr) = %(k/))s’k ?f(kﬁ if Y = y is measured (5.25)
Tr (Ky ps Ky >
and the transition probability is
P [psii = 01 (si) | psi] = PO =yl psi) = Tr(KPps k1), (5.20)

Naturally, our next step is to take the limit of Eq.(5.25) as T/N — 0 and model the

uncertainty in the measurement as a continuous-time random process.

4l Again, the monitoring from the environment also adds randomness to ps; however, the partial trace
has averaged out the effect, so we don’t need any random process to describe this part. In other words,
everything being averaged over becomes “classical”, and things not being averaged over are “quantum”.
What should be considered as the “environment” inspires lots of discussions in the field; this problem of
assigning the boundary among the system, detector, and environment is known as the Heisenberg cut.
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Figure 5.5: Ezperimentally measured Rabi oscillations inferred from the averaged cavity
transmission. The readout cavity is in resonance with the readout drive when the qubit
is in the ground state. When the qubit is excited by a control drive, the cavity frequency
shifts slightly and causes the transmission to drop.

5.3.6 Example: Measurement via Dispersive Coupling

A slightly more involved example is the measurement of coherent states from a resonator
coupled to a qubit dispersively. In a typical experiment, one quadrature of the electromag-
netic field leaking out of the readout resonator will be measured and the state of the qubit
will be inferred by looking at the change of transmission as shown in Figure 5.5. However,
since the coherent state has an uncertainty along both quadrature axes, the outcome of the
measurement will be random. More importantly, since the qubit is coupled to the resonator
dispersively, a projective measurement of one quadrature operator of the resonator will also
project the qubit to some new state. It is this measurement backaction that we are inter-
ested in eventually since we do not want the qubit state to vary while making a continuous

measurement.

Note that Figure 5.5 measures the change of amplitude of the cavity transmission by
intentionally setting the readout frequency to be w;, + x. Hence, a drop in the transmission
appears when the cavity frequency shifts to w, — x. Alternatively, we can also set the
readout frequency at w,. Although the amplitude of the transmission will be the same when
the qubit is in |g) or |e), there will be a phase difference in the transmitted signal in the
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two cases. In this case, for each possible measurement outcome g € R of the quadrature
observable @y (k being the time index), the Kraus operator for the qubit (i.e., the “system”
in this example) is given by

1 1
A~ 2 1 (A2 2 4 (7 2
“q‘(‘) e |g><g|+(;> e e)(e]. (5.27)

™

and the probability density?? of measuring Q) = q is
f(Qr=0ql|psi=0p) = Tl“(KIﬁf(;)

N N
=(—> e T <g|ﬁlg>+(—> e 20D (¢] ple) . (5.29)

™ ™

The number +¢, to be discussed in detail in the later sections, is the expected quadrature
field gathered from the cavity within d¢ depending on the state of the qubit. It is a function
of the dispersive shift x, the cavity decay rate, and the number of photons used to perform
the readout. Moreover, it’s not hard to see that Eq.(5.29) is essentially a superposition of

two Gaussian distributions as shown in Figure 5.6, hence:

(i) If the qubit is mostly in the ground state, i.e., (g|plg) > (e| p|e), then our measure-
ment @y is drawn from a Gaussian centered at ¢ with a variance of 1/4 as expected
from measuring a single coherent state. In addition, it’s assumed that the measure-
ment is ideal at this point; later, we will include measurement efficiency so that the

variance will be larger than 1/4.

(ii) If the qubit is mostly in the excited state, i.e., (9| p|g) < (€| p|e), then @y is drawn

from a Gaussian centered at —g with the same variance 1/4.

(iii) If the qubit is in an equal superposition of |g) and |e), it’s hard to infer useful in-

formation from the measurement besides the ratio of population in the z-basis. This

42Notice that each @y is a continuous random variable, so we work with probability density instead and
define the channel to be

Q(p) = / K, pK]dg. (5.28)
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Figure 5.6: Probability distribution associated with the heterodyne detection when the
qubit is in an equal superposition state. For a homodyne detection, which measures only
one of the quadratures, simply take the projection of the joint probability onto the QQ-axis.

is because the dispersive coupling is designed to gain information along the z-axis in
the Bloch sphere. To retrieve the relative phase in the superposition state, we need
to first rotate the qubit so that the dispersive measurement can give out information

along another axis.

In general, the measurement channel would be different at each time step; however, the
channel defined in Eq.(5.27) implies a time-homogeneous Markov process since it’s identical

for all time steps.

5.4 Quantum Langevin Equations

The discussions in the last two sections were considerably abstract. To quantify some of
the parameters (e.g., the strength £, of decay and measurement, the Kraus operator K s
the dispersive shift g, etc.), we have to start with a physical model and derive the time
evolution of the observables or the associated densities. The starting point will be the
equivalent circuit introduced in Section 5.1.2 and the circuit schematic is redrawn in Figure
5.7. Keep in mind that the capacitor C' and transmission line impedance Z; in Figure 5.7

are the transformed capacitance and resistance.
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Figure 5.7: A damped parallel LC circuit used for the derivation of the QLE.

5.4.1 Quantum Analog of Kirchhoff’s Current/Voltage Law

The general derivation of the quantum Langevin equation (QLE) can be found in
standard textbooks. Instead of deriving the QLE for an arbitrary system, we focus on the
example of Figure 5.7 and show a heuristic construction of the QLE from classical equations

of circuit analysis [VD17].

We are interested in the time evolution of the system observables (i.e., charge on C' and
node flux of L). For instance, if we want to know the rate of change of the charge Q5 on C,
we essentially need to calculate the net current flowing towards the positive plate of C. Let
the current flowing into the transmission line be I(t) = I(z = 0,¢) and the voltage at = = 0
be V(t) = V(z = 0,t), then

_Z_ZH_K_LL(V_ZI)_K_QA_m
Zo  Zo Zo  /Zo2v/Z0 0 Zo 7o

where the input and output power wave amplitudes are defined to be

I

Ammjout (t) = A jout (@ = 0, 1) [V(m —0,) F Zol(z =0, t)] (5.30)

1
PN

based on classical microwave theory. In addition, recall that we can decompose the net

voltage/current on the transmission into the input and output voltages/currents:
V(z,t) = Vouw(z,t) + Vin(z, 1), (5.31)
I(z,t) = Lo (2, t) — Lin(x, ). (5.32)
These quantities are further related to A;, and A,y by

Ain/out(xa t) = %n/out (33', t) = ZO [in/out(xa t) (533)

1
V2o
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Next, recall that the Heisenberg equation for the charge operator is given by

d A _ 17 4 2 aQS,S
EQS,H = _7_1|:QS,H7HLC,H:| + ( 5 )H, (5.34)

where we have explicitly shown the time-dependence of the operator in the Schrodinger
picture (with the subscript S) which is usually ignored. The partial time derivative allows us
to add input or output to the LC oscillator; in other words, we identify the time-dependence
of the charge operator in the Schrodinger picture as the current leaving the load (i.e., I ).

This results in

d A éSH A (i)sH 1d. 2AinH
A W Y S 1 R e H 5.35
e L L Z,dt H N (5:35)

where we have use the commutation relation [Ci), Q} = ih and have promoted all the classical

variables to the corresponding operators.

Eq.(5.35) is the QLE for an LC oscillator coupled to a one-dimensional free space, which
is nothing more than a quantum-mechanical restatement of the classical Kirchhoff’s cur-
rent law. Nevertheless, the quantum equation allows one to discuss the fluctuation and

dissipation of the system in the quantum language.

5.4.2 The General QLE

For a wide range of problems, the environment £ defined in an open quantum system can be
modeled as a collection of harmonic oscillators with degrees of freedoms {(Gm, Pm)}m (€.g.,
the electromagnetic field is a continuum of harmonic oscillators):
e =Y (9 +0282), (536)
— 2
where w,, is the frequency of the nth oscillator. As usual, we define the annihilation operators
of the harmonic oscillators in the environment to be

. Wndn t+ipy,

in v 2wy,

Next, given the system of interests S, e.g., a transmon qubit or a cavity, we denote the

(5.37)

system Hamiltonian by some generic function Hs({Z,}) of the system operators { Z, }o. The
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composite system of S and &£ is described by the tensor product of the two corresponding

Hilbert spaces, i.e., #ss = Hs ® ¢ with the usual commutation relations

[Za,qn} - [Za, ﬁn] —0, Ya,n, (5.38)
] = G| =0, Vmom, (5.39)
(s B | = 18, V. (5.40)

In the weak-coupling limit, we can always express the interaction between the system
and environment as

H=Hs({Z,}) + % > [(ﬁn —~ mnf(f - wiqﬁ} : (5.41)

where X € {Za} is some system operator that is responsible for the coupling and k,, is
the frequency-dependent coupling strength. Consequently, we can show that any system
observables Y € {Z,}, starting from time to, follows the Heisenberg equation [GZ04]

Y = —%[Y, Hs) - l{ (X, V], €0t) - £t — to) X (t0) —/ drf(t — T))*((T)}, (5.42)

to

) =13 kny/ h‘;" [ —emionlt=t0)g (40) + ew(t—twa;(to)] (5.43)

can be thought of as the information entering the system and
F(t) = K% cos(wpt) (5.44)

is a memory function describing how long the correlation between the system and the en-
vironment would last. Eq.(5.42) is the general QLE for any arbitrary system, and we
emphasize that everything at this point follows from the Hamiltonian in Eq.(5.41) without

any approximation.

5.4.3 A Series LC Oscillator Coupled to a Transmission Line

Since we have already solved the circuit in Figure 5.7, which is a parallel LC circuit coupled

to a transmission line, let us use the general QLE to solve for a series LC circuit coupled to
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Figure 5.8: A damped series LC circuit used for the derivation of the QQLE.

a transmission line (see Figure 5.8) instead. To do so, we need a full Hamiltonian describing
the series LC, the semi-infinite transmission line, and as well as their coupling. By classical

circuit analysis [YD84], one finds the Lagrangian and Hamiltonian to be

L(D (1), Dy(t), Dz, t), D(x,1))

C 1

= §<bs(t)2 - ﬁq)s(t)z
N /0 * CZ%W <98_‘f)2_ 2% (‘Z_i’)zl _ /0 " e 26(2)Ch (D) B(x,1)  (5.45)

J/

~
(We can identify the integrand as a Lagrangian density .£.)

and®?
H(Ds(t), Qs(t), (1), I(z, 1))
_ %Qs@z + %‘PSW + /OOO d {2%[ [M(z, £) — 20(x)Qu(1)]* + 2%1 (g—i) } . (5.47)

Due to the coupling, the conjugate variables Qs(t) of the LC oscillator and II(x,t) of the
transmission line are no longer given by Eq.(2.102) and (2.119), respectively; instead, we

have*
oc

- — () — (0, )] (5.48)

b=dg(t)

_Qs (t)

43Note that - )
/ O(x)dx = =. (5.46)
O 2

44To match the definition of Q in Figure 5.8, we need an extra minus sign. This changes the sign of the
Poisson bracket between the conjugate variables and thus the commutation relation becomes {QS, @S} = ih.
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and

0L

(.6 = 55 liiwn

= [C) + 26(x)C)D(x,t) — 26(z)CDL(t)
= C1®(x,t) + 26(2) Q4 (). (5.49)
Notice the appearance of the delta function when describing a continuous set of degrees
of freedom coupled with a discrete degree of freedom. This singularity results from the fact
that a lumped circuit does not have a physical size. In reality, however, the resonator also has
a finite footprint and thus is distributive. For example, a planar CPW resonator is itself a
section of a transmission line, so the coupling will not be a delta function. Mathematically,
a point-coupling in real space implies a flat coupling spectrum in the frequency domain;
consequently, the memory function in Eq.(5.44) is also a delta function, which is equivalent
to assuming the system is Markovian. In the subsequent calculations, we will replace 26(x)
in the above expressions with a generic coupling function k(x) so that our derivation can
account for non-Markovian coupling as well. For a short correlation time, we can always

move back to the Markovian regime.

Now, we can quantize the composite system with the usual rule introduced in Chapter
2. However, compared with the general Hamiltonian shown in Eq.(5.41), Eq.(5.47) is still
not suitable for computing the QLE since the environment (i.e., the transmission line) is not
written in terms of a sum of harmonic oscillators. As shown in Chapter 2, we can decompose
the Hamiltonian of the transmission line by going into the spatial Fourier domain. But,

because the line is semi-infinite, we will use the Fourier cosine transform

(ko t) = \/g/ooo do &z, 1) cos(kz) s B(at) = \/g/ooodk&k,t) cos(kz), (5.50)
M(k, 1) = \/g/()oodxf[(x,t) cos(kz) <« Tl(z,1) = \/g/(]oodkﬁ(x,t) cos(kz), (5.51)

R(k) = \/g /0 " du k(a) cos(hr) o wlx) = \/g /0 " dk A (x) cos(kx). (5.52)

In other words, imagine the semi-infinite line is even-extend to form an infinitely-long line.

re-m

We do not consider the Fourier sine transform since the excitation at x = 0 should not be
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zero®. With some mathematical manipulation, we arrive at the Hamiltonian

A1) = 5 Qult) + 57 8,017
—i—/oooda;{zcl \/>/ dkatcos kzx) QS f/ dk R (k) cos k;:z:)]
2Lz \/7 / qu) k,t) sm(k;a:)] }
1. 1 2 2 W20 s
= 5 Qu?+ gpbur+ [T an{ o [ - Qi)+ b2
(5.53)
At this point, we make the mapping
X~ Qut) o~ CO(kE), o~ H%), b ~ % (5.54)
L ik ¢, (5.55)

. . wrCp 2
o) = ) (ke ) + e
an ~ afk,?) on Pk1) Noimne

so that the Hamiltonian can be put into the form of Eq.(5.41)
2
2 2
+w [VCibh, 1)

NS LN P SRS B ooy | D2 () B (O
H(t) = QCQS(t) + 2L(I)5(t) + 2/0 dk Vel \/@X
(5.56)
With all the effort follows the QLE of the system operator
b=~ [b., 5] ——{[@s, J €@ = pt = 10)Qu(t0) - / drf(t=T)Qu(T >}
__%+g() £t — t0)Ou(ty) — / a7 (t - 7)Qu(7) (5.57)
along with
/ dk\/a\/ —e k0 (| 1) 4 e“rT)GT (K, 1)) (5.58)
E()2
f(t)—/o dk (Cl) cos(wyt). (5.59)

45Tn other words, all the modes with a node at z = 0 will not interact with the LC oscillator and they

live in a separable Hilbert space which is omitted in our description
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In addition, since the X = Qs is the operator responsible for the coupling, the QLE for QS

is trivially given by X
)
T

We can interpret the QLE of a series LC resonator, again, as a circuit law: On the left-hand

X 17T~

Qs = _ﬁ [Qsa HS] = (560)
side of Eq.(5.57), we have the voltage 9, developed across the inductor. By Kirchhoff’s
voltage law, 9,®, must be equal to the voltage —Qs /C' across the capacitor plus the net
voltage of the transmission line at x = 0. Hence, the expression

0 - - 1) Qlt0) -~ | (- 1)0u(7)

to

on the right-hand side of Eq.(5.57) is precisely the sum of the incoming and outgoing volt-

ages; in other words, we can define, in the quantum-mechanical sense,

A ~

Viws(z = 0,8) + Vin(z = 0,1) = () — f(t — to)Qs(to) — /t drf(t — 7)@5(7). (5.61)

to

For an infinitely-long line, the left- and right-traveling waves can exist independently; how-
ever, for any line with a boundary condition, the two waves must be related by the load

impedance, which is why Qs appears on the right-hand side of Eq.(5.61).

Markov Assumption: If we set k(z) = 26(x) (and thus &(k) = /2/m) for the point-

coupliin € Mmemor unction reauces to = 0 , hence, 10or > 1
pling, th y function reduces to f(t) = 2Zy6(t); h for ¢ > to,

. t
3, +2¢70Am ) — 2205t — 10)Qu (to) — / dr 2208t — 7)Qu(7)
_% +2v/Z0 Au(t) — ZoQu (1), (5.62)

where we have redefined £/2v/Z, as A™(t) = A™(z = 0,t) with

hwkvp

A (2, 1) dk

71k:p iwy (t—to) d(k + ) 1k:r+1wk(t to) 4 (]{; to)} (563)

One can show (see Appendix C46) that

Az t) = Vi, t) — Zof(x,t)}: ! Via (2, 1) = /ZoVin (. 1) (5.64)

1 { 1
2 RV ZO V ZO

461n the appendix, a(k, to) and a'(k, o) of Eq.(5.63) are replaced with a(—k, o) and a'(—k,to). In general,
the latter is the correct definition. However, recall that we have even-extended all the Hermitian observables

on the transmission line to define the Fourier cosine transform; this means the transformed operators are
also Hermitian and even in k. Hence, only for the semi-infinite line, we have a(—k, to) = a(k, to).
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is the quantum operator for the input power wave amplitude defined by Eq.(5.30). Now,

Eq.(5.62) is identical to Kirchhoff’s voltage law for ideal lumped-element coupling.

Furthermore, the input-output relation shown in Eq.(5.61) can also be simplified under
the Markov assumption. Given that we have defined the incoming wave Ajn, the rest of

Eq.(5.61) must be the outgoing wave, i.e.,

Aoue(z = 0,1) =

{“(t) - /t t Ar2Z58(t — 7)Qu(7) — Vin(z = 0, t)}

0

[\
N
H:.B>
B
5

I

0,8) — ZoOu(t) — /ZoAsn(z = 0, t)]

Dy(1), (5.65)

where we have used Eq.(5.60) to replace 9,Q, with .

5.4.4 The Rotating Wave Approximation

Since the LC resonator is also a QHO, it’s customary to write the QLE in terms of the

annihilation operator of the system. Using the definition given in Chapter 2 (see Eq.(2.104)),

we obtain
Gs(t) = ZQ‘;;@(t)ﬂ %IZOJAS(t)
e @SL@ “\@ -QSCE“ +éw- [ ; dr f(t — ﬂ@(ﬂ]
-t + i) - 5 df-na) -], 66

where w; is the resonant frequency of the LC oscillator. Also note that Zy, = /L/C is the
characteristic impedance of the LC oscillator while Z; is the characteristic impedance of the

transmission line. Furthermore, under the Markov assumption, f(t) ~ 2Z,0(t) and

i - Zo
——£(t) — == Jag(t) —al(t)] . 5.67
a0~ 57 [0~ al0] (567

Now, we argue that we can make another RWA [GZ04] if the LC resonator has a narrow

as(t) = —iweag(t) +

bandwidth and the memory function is also sharply peaked at zero. As always, we first
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move to the interaction picture of the LC oscillator to identify the fast-rotating terms:

2 1 it & Zoy [ i 2
St — 1wrt t_ St _ 12wrt Tt:|
(1) = iz €0 - g7 ) - il

S — O QZ—zés(t). (5.68)

= 2hZ,,

We have omitted the creation operator since the oscillation in the interaction picture is twice
the resonant frequency. Moreover, we can expand é using the annihilation and creation

iwrt

operators of the transmission line; combine with the factor ¢“r*, we have

s A 0 r(k) | hw . . . .
elwrté(t) _ i/(; dk ’j/(% Tk [_el(wrfwk)tﬂwkt()d(k? t[)) + el(errwk)t*lwkto&T(k? to)} ) (569)

Since w, and wy, are both positive, el s in the integrand oscillates fast and can be
ignored. It’s possible that e!“—“»'q(k, to) also oscillates fast, but at least it allows the

possibility that w, = wy. Therefore, in the Markovian regime and under the RWA,
as(t) = e g () — =—as(t), (5.70)

where we have normalized é with the introduction of the input traveling-wave annihi-

lation operator (under the RWA)

1 A v R .
in (1) = ——C(t) = —iy /L [ dke @ E04(k 1,). 5.71
a ( ) \/mg( ) 1 27T/0 € a( ) 0) ( )

Alternatively, the input traveling-wave annihilation operator can be defined as
&in(t) = _Ain (572)

before making the RWA (see Appendix C) since A, is proportional to ¢; similarly, we can
also define an output traveling-wave annihilation operator by normalizing Aoy. From

Eq.(5.65), we immediately obtain the input-output relation

&out(t) = &in(t) - \/%&S(t)7 (573)

where dl in &35 is omitted due to the RWA. Physically, dfndin and &lutdout give the pho-
ton flux traveling on the transmission line. Moreover, under the RWA, the traveling-wave

annihilation operators satisfy the bosonic commutation relation

{dln(t)vdjn(t)} = [dout(t)’dlut(t)} = i’ (574)
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just like the normal-mode annihilation operators.

Finally, going back to the lab frame, the QLE takes the simple form

as(t) = —iwag(t) — QZ—E as(t) + \/% ain(t). (5.75)

From classical microwave theory, if a series LC resonator is loaded by an impedance Zy, the

external quality factor is given by Qext = w,L/Zy, implying a 3-dB bandwidth

Wr ZO
p— = — . 5 . 76
Qext L ( )

K

For a resonating structure, the bandwidth of the response function is mathematically equiva-
lent to the decay rate of the transient response; for this reason, x is also known as the decay
rate of the system. Using the expression for x, the QLE and the associated input-output
relation become

G(t) = —iwsay(t) — gasu) + v/ G (1) (5.77)
and

dout (t) = &m(t) - \/E&S (t)7 (578)

respectively. One can go through the dual calculation for a parallel LC oscillator coupled to
the transmission line; the results for the series and parallel LC circuits are summarized in
Table 5.2. For both cases, the QLE is a manifestation of the fluctuation-dissipation theorem
since —(k/2)as(t) represents the dissipation of the system to the environment while \/ka;, (t)
characterizes the noise entering into the system from the environment. In particular, quan-
tum fluctuation from the transmission line enters into the LC resonator even when the line

is in a vacuum state.

The application of QLE is itself a rich topic. As a generalization of the classical Langevin
equation, one can introduce quantum white noise to the QLE and define quantum stochastic
differential equations for the observables. However, we will not pursue this path in the fol-
lowing sections. Instead, we will construct a stochastic differential equation for the quantum

state of a qubit or qudit.
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| Series LC Parallel LC

QLE Gs(t) = —iwpas(t) — g&s(t) L Ram(t)  Gs(t) = —iwpag(t) — gas (t) + V& am(t)

Input-output .

. Gout (t) = Gin(t) — v/Kas(t) Gout (t) = —ain(t) + v/Kas(t)
relation
Z 1
Decay rate k fo 700

Table 5.2: A summary of the important expressions related to the QLFEs for a series or
parallel LC circuit coupled to a semi-infinite transmission line.

5.4.5 Stiff-Pump Limit

The QLE also provides us a way to add input to a quantum system via a;,. As mentioned in
Chapter 3, the readout drive is usually weak but the control pulse can be treated classically.
Following the same argument, for a single-frequency operation, we can demote the input

traveling-wave operator to a classical traveling wave, i.e.,
din — idineﬂ“’dt, (579)

where @, is the mean amplitude of the drive. Scaling a;, by \/hwq/2 gives precisely the

classical power wave amplitude A;,. The QLE now reads
Gs(t) = —iwrds(t) — g as(t) + iv/R Ge e, (5.80)

Eq.(5.80) is known as the stiff-pump limit [GRT21] since quantum fluctuation in the
traveling wave is ignored. This also means that the transmission line is completely eliminated
from the Hamiltonian. However, one can reverse-engineer the interaction Hamiltonian and
show that the Heisenberg equation associated with the following Hamilontian is precisely

Eq.(5.80):
A ] 1 . .
H=h (wr - f) (di&s + —) — h(ﬁame“wdt al + Vkag, et &r>. (5.81)
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If the decay rate  is much smaller than w, and /k |Gy, |, the imaginary part of the oscillator
frequency can be ignored. In fact, we have already studied this Hamiltonian (see Eq.(2.89))
whose time evolution operator in the interaction picture is the displacement operator. Hence,
if we send a classical drive to a QHO initially in a vacuum state, we can excite the QHO to

a coherent state.

5.5 An Artificial Atom in an Open System

5.5.1 Qubit Control Revisited in the Displaced Frame

Before introducing the QLE, we avoided talking about the drive strength quantitatively
in the semiclassical analysis of Rabi flopping. Obviously, the so-called classical drive must
enter the system through some coupling mechanism. For a qubit placed in a 3D cavity, it
does not see the drive directly because the drive field must first enter the cavity and then

be coupled to the qubit via the qubit-resonator interaction.

The effective Hamiltonian for driving a cavity mode, based on the QLE, is given by
Hy/h = —eq(t)al — ()i = —v/k ame w6l — /ral, et a, (5.82)

where we adopt the classical limit by setting the input traveling wave to be some large,
classical amplitude a@;, = |Gi,|e!d and ignoring any quantum fluctuation around the mean
amplitude. We also assume that wq ~ wq and |A4] = |w, — wy| > K, i.e., we are in the
dispersive coupling regime. The total Hamiltonian now consists of the qubit-resonator and

resonator-environment coupling:
H = Hyc + Hy
— 1 hw s m) At A 1 h A s At A h ~t * ~
= —glwed + hwr | Qe + 5 ) = P 9404 + 9740 ) — ea(t)al + e5(t)a, (5.83)
Ignore the qubit part for a moment and consider the steady state behavior of the resonator

under the drive. The QLE for the resonator can be treated as an eigenvalue equation if a,

is replaced by its eigenstate in the classical limit (i.e., a coherent state |«a))

a(t) = —iwalt) — ga(t) Fiea(t) ~ —iwra(t) + iea(t), (5.84)
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resulting in the steady-state*” amplitude

o(t) = VE Gin it o VK Qi o iwat (5.85)

(wr —wyq) —iKk/2 T A ’
which means the average photon number in the resonator is about 7 = |a(t)|* = k|awm|2/A2..

Intuitively, we expect the qubit to extract energy based on this steady-state photon number,

so the Rabi frequency should be about 2|g|v/7.

To mathematically reveal the qubit-environment coupling, we would like to adiabati-

cally eliminate the resonator-environment coupling by evoking the displacement operator
[BGG21]
Dy (a(t)) = exp[a(t) af — a*(t) a]. (5.86)

In particular, we are using the steady-state amplitude a(t) so that we can effectively remove
all the steady-state photons in the resonator due to the drive and transfer the corresponding
energy to the qubit. Recall that given any unitary operator U (t), the transformed Hamil-
tonian is given by H'(t) = Ut(t)HU(t) — ihUT(t)ﬁ(t). Letting U = D, and using Eq.(5.84)
and (5.85) yields

Di(a(t))HD,(a(t)) = —%hwq&z + hw, (dldr + %) + huw, (a*dr + a&l) + hw,|al)?
_ h<gar&+ + g*ala—_) - h(ga6+ + g*a*&_)
— h<ad&1 + 5;’;&r> — h(gda* + 53&)
_ —%hwqﬁz o (ajar + %) + iy (a*&r + aai) + Fi(wq — Ava)|a)?

— h(gdr&+ + g*ai&_> - h(ga&+ n g*a*6_> - h<gdai n sgar)
(5.87)

4"The “steady-state” behavior means any transient response due to the initial condition of « dies out. It
does NOT mean « is a constant. Taking the Fourier transform of the QLE gives the steady-state solution
oscillating at the drive frequency.
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and

ihDi(a(t)) = D,(a(t)) = ihD}(a [ (HI2/2 ga()al (a*(t)ar}

&l
E:ICL

— ihDi(a )[' [D.(0) - Di(a)’a,]

fa(t+ o) -

= T, (g*&r + &&r) - h(gdai + a;;ar) + hwglal. (5.88)
Combining the two calculations above and ignoring the constant hA4||? gives

(1) = Di(a() AD, (a(t)) ~ ihD}(a(1)  Di(a(?)
1

— ——hwqaz + heo, (& ay + 5) — h(gara+ +gtalo_ > - h[ga(t)6+ + g (t)o-
(5.89)

Note that the constant energy hA q|al? omitted is the energy required to displace the res-

onator by «, one consequence of going into the displaced frame.

The last term in Eq.(5.89) is the same as the semiclassical interaction introduced before;
however, the coupling coefficient is not g anymore because « also contributes a factor |a| =

Vi to the coupling:
h[ga(t)6+ +ga* (t)c},] = h(g\/ﬁe_iwdt+i¢d6+ + g*\/ﬁeiwdt_i¢d&,)

_ h(que watg 4 gtacite ) (5.90)
where gqq = |gqal€'?e = gv/fie?d. Thus, indeed, the effective coupling strength is |gqa] =
|g|v/ii and the Rabi frequency is given by Q4 = 2|g|v/7i. As a common simplification, we
can move to a frame rotating at wq by using }?(t) = exp [iwdt<&z/2 — dfdﬂ, producing
= RI'R = —%h B8 + Qqa €03(6qa) 60 + g sin(60) 7|

+ hAwala, — h(gdr6+ + g*di&_) (5.91)
that is time-independent®® (a constant hw,/2 is omitted). Compared to Eq.(3.40), we still

have the quantized resonator and the qubit-resonator interaction. In other words, H’,

48The reader can verify that D(a(t))R = RD((0)) given that a(t) o< e “at, In other words, we can also
first go to the rotating frame and then apply the field displacement, but the displacement in the displaced
frame will not be oscillating anymore.
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can describe both the semi-classical qubit control and a fully-quantized dispersive coupling.
Specifically, we can move to the dispersive regime by applying the Schrieffer—Wolff trans-

formation in Eq.(3.81), resulting in

S — T

rot

1 1
~ ——h(Aqd +x+ 2Xa1ar> 5. = 5105, + Bldrafd,

2
Q . .
TR
where we have adopted the notation
G4 = €OS PO, + sin ¢a, (5.93)

i.e., 04 is the projection of the Pauli vector along the unit vector (0,7/2,¢) on the Bloch
sphere. Finally, the last term in Eq.(5.92) can be dropped in comparison to the Rabi flopping

term —hQqq04,,/2 since |g| < |Aq|; therefore, we obtain
e 1
Hrg‘ésp ~ _§h<A£1da-Z + qua-x) + h(Ard - X&z>d;rdr; (594)

where Al ; = Agq + X is the Lamb-shifted detuning.

5.5.2 Purcell Effect

Given the similarity between Eq.(5.82) and (5.90), one might argue that the qubit acquires

an effective decay rate due to the coupling to the resonator. Consider the following mapping:

cavity drive strength: v/ka;, — cavity decay rate: &

2
[ K [ K
effective qubit drive strength: ¢ A—Qdin — effective qubit decay rate: (g A_Q)
rd rd

We can thus conclude that the qubit sees an effective decay rate of
2
g
Vo = —5K, (5.95)
Ay
known as the Purcell rate. Since we have not really shown a decay of the qubit, our
argument actually relies on the duality between fluctuation and dissipation. In other words,

we are arguing for a dissipation based on the extent a fluctuation could affect the system.
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One can also characterize the Purcell rate more rigorously. According to the second-
order time-dependent perturbation theory and Fermi’s golden rule (assume the cavity has
no photon initially), the decay rate of a qubit inside a cavity is given by [APG99, CDG92]

(g, 1, d-E(ro) [e,0)[
F=3 Im <e—>0+ Z hoo,, — — i€

q

2
2m hw, . Kn/2m

~ 2T T e d , 5.96
W;[ 2eoVettn “’] (wn — wq)? + (Kn/2)? (5.96)

TV
matrix elements of
dipole interaction

~-
generalization of §(wq — wn)

where dg. = (g|d|e) is the dipole matrix element of the qubit located at ry and @, =
wp, — 1Kk, /2 are all the normal mode frequencies of a cavity with the decay rates k,, included.

The effective mode volume Vg, is defined*® such that

~

e,el

£, (ro)El (ro) = Ve

(5.97)

where f,, is the spatial profile of the nth normal mode as defined in Section 2.3.3 and &, is
the direction of the electric field at ro. Hence, the presence of a cavity can modify the decay
rate of the qubit; this phenomenon is known as the Purcell effect. Clearly, the enhancement
(or suppression) of the decay rate depends on the detuning w, — wy, the effective mode

volume Vg, and the quality factor @, = w,/kn.

Strong Coupling: Near the resonance of the nth eigenmode, ie., wqy = w,, we can
compare the decay rate of the qubit inside a cavity to that inside free space. Recall that the
free-space density of states (i.e., number of states per volume and per angular frequency) in

a periodic box of size V' and the spontaneous decay rate are given, respectively, by

w? w3ld,e)?
ree = —L d I_‘ree = i' 5.98
Piree(a) e f 3meghcd ( )

Hence, the enhancement is given by [GG99]

r 3N 0, 2
_ g @ i , (5.99)
Ffree 47T2 V:aﬂ,n 4((")71 - WO[)2 + I{Q

n

49Tf the mode profile is uniform over the physical volume V.., of the cavity, then |f,(r¢)|? = 1/Viay due
to normalization. Hence, the effective mode volume is a generalization of the physical volume of the cavity
when the mode profile is nonuniform.
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where A\, = 2mc/w, is the free-space wavelength of the qubit transition. We have also
assumed that the dipole is aligned with the electric field at rg; otherwise, the ratio should
be modulated by 12 = (éq; - €,)?, where €q; = d,e/|d,e| is the direction of the dipole. If the
space is filled with a dielectric material with a refractive index n, homogeneously, we can
replace A\, by A\y/n,. At resonance, we arrive at the Purcell factor

['(wy = wn) _ 3/\631 Q@n
Ffree B Ar? ‘/eff,n ‘

Fp = (5.100)

Clearly, a larger (),, and a more confined mode give a stronger decay.

Dispersive Coupling: As usual, we define the coupling strength g, associated with

the dipole interaction as

1 hw
= "6, d,.. 5.101
g h 26n‘/eﬂ,n © g ( )
————
ZPF of E

Then, when A, = |wq — wy| > K, for all n, the decay rate is approximately

2
N Fnn
r~>" o (5.102)

which is exactly the same as the expression argued heuristically. Compared to the free-space

decay rate, we obtain the suppression

r 3N 1 2
~ ) “n (5.103)
1_‘ﬁree " 167T2 Qn‘/;eff,n A?@

To suppress the qubit decay via the cavity normal modes, we need a high-Q) cavity with a
large effective volume. In practice, one often builds filters [HAR18, SMK15] near the readout

resonator to actively suppress the density of states away from the resonator frequency.

5.5.3 Qudit Control

The displacement of the cavity amplitude introduced for the two-level case did not affect the
qubit and qubit-cavity parts of the Hamiltonian, so the previous derivation goes through
for the qudit control as well. If we adopt the usual selection rule of a weakly anharmonic
qudit (i.e., g;; = 0 if |i — j| # 1) and assume the coupling coefficients g, ;11 are real, we can
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immediately write down a generalization of Eq.(5.89) for a qudit

D-1 D-2
H=> hwj|g><g|+hwr(a1ar+§>—§ hgj,m(arlj+1><J|+aI|J><J+1|)
j=0 7=0

D—-2
= > hgiga Vi [e =+ 1G] et )G+ 1] ], (5.104)
=0

where i = k|@,|?/A2, remains the same.

5.6 Introduction to Master Equations

As pointed out in the previous sections, a QLE describes the time evolution of the system
observables in the Heisenberg picture. The state of the system, i.e., the density operator,
is static in this picture. An alternative approach is to understand the time evolution of the
density in the Schrodinger picture, which leads to the master equation description of the
open quantum system. For this introductory section, we will focus on the ensemble-averaged
state where information leaked from the system is ignored by taking the partial trace of the
composite density with respect to the environment (including our measurement devices). In

other words, we look for differential equations of the form of Eq.(5.12).

5.6.1 The Born-Markov Master Equation

Derivation of a master equation under the Born and Markov assumption can be found
in any textbook on open quantum systems. Here we simply restate some of the important
assumptions and skip the proof. However, before discussing anything, it should be clear that
a master equation cannot be a full description of a subsystem. By the axioms of quantum
mechanics, the quantum Liouville equation is a general differential equation of the composite
system, which satisfies the semigroup axiom®® of dynamical systems. In general, there is

no reason we should expect that a subsystem can also be described by a simple differential

50The semigroup axiom simply states that one can concatenate two state-transition maps for time intervals
[to, t1] and [t1, 2] to build a new state-transition map for the interval [to, t2]. Since the state-transition maps
do not need to be invertible, they form a semigroup instead of a group.
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equation in isolation since information is exchanged between different subsystems. Hence,
what a master equation assumes is the fact that we can approximate the time evolution of a

subsystem also by a semigroup; this assumption is the so-called quantum semigroup axiom.

As usual, the starting point is always to introduce the Hamiltonian of the composite

system, which can always be written as
H = Hs + He + Hip, (5.105)

where ]:IS and Hg are the Hamiltonian of the system S and environment £ in isolation,
respectively, and
Hy =Y Sa®R, (5.106)
o
is the interaction Hamiltonian. Like the derivation of the QLE, we assume that the inter-
action is weak so that to the first order any coupling can be expressed as the product of
a system operator S, and an environment operator R,. In general, there can be multiple

paths of coupling, so we have a sum of weak interactions indexed by a.

Given the general form of the Hamiltonian, it’s, in general, impossible to find a master
equation as explained at the beginning of the subsection. Thus, we adopt two assumptions

to make a master equation possible:

(i) Born assumption: The environment has a huge number of degrees of freedom and is
only weakly coupled to the system. In addition, the environment is always at thermal
equilibrium. Hence, the density operator of the environment (i.e., with the system

traced out) will be approximately constant

pe(t) = Trs [pse(t)] ~ pe(0) = pe (5.107)
since it is much larger than the system and can be hardly affected by the weak inter-

actions. In other words, if we write composite density operator as

pse(t) = Tre[pse(t)] @ Trs[pse(t)] + Peorn(t) (5.108)
with some arbitrary correlation part peor(t), the Born assumption allows us to ignore

Peorr(t) and write

Pse(t) = ps(t) @ pe. (5.109)
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(ii) Markov assumption: In the derivation of the master equation, one encounters the

so-called environment correlation function

~
~

Glas(7) = T pe Ra(7) Rs), (5.110)
where é(T) is the environment operator R in the interaction picture. The Markov
assumption states that G,(7) is sharply peaked at 7 = 0, which implies that the self-
correlation of the environment between time ¢t = 0 and ¢ = 7 is negligible for 7 greater
than some short characteristic time 7.,,,. This assumption is consistent with the fact
that the environment is a large reservoir with infinitely many degrees of freedom. A
typical example associated with this argument is the picture that a photon emitted by
an atom into a mode of free space will never come back and can hence be ignored after
Teorr- Clearly, this argument does not hold for an atom in a cavity since the photon
in a cavity mode can be re-absorbed by the atom and cause Rabi flopping; thus, the
large size and continuous nature of the environments are important for the argument

to stand.

The derivation now becomes straightforward. Starting from the quantum Liouville equa-

tion of the composite system in the interaction picture,

d ~ 2

ih (1) = [Hie(8),5(0)] (5.111)

we trace out the environment’s degrees of freedom to obtain an equation for the reduced
density operator ps. With the Born and Markov assumptions applied, we would arrive at

the following differential equation of pg in the Schrodinger picture:

st =~ [Fs,ps0)]
i [ {6l [3.05-1)is(0) - Si(-7)as0)5,(0)

where, as always, operators with tildes are in the interaction picture.
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To summarize, Eq.(5.112) is the Born-Markov master equation in its most general
form. One can then apply the master equation to specific interaction Hamiltonian and
make further assumptions such as the RWA (also known as the secular approximation in
the literature) [CDG92]. Furthermore, by using the formalism of eigenoperators, one can

also put Eq.(5.112) in the well-celebrated Lindblad form:

. NZ-1

gltﬂs = —% [ effapS] Z kD (L) ps.
i v 1., 1o
- [ " ps] Z k, ( wsLl, = SLiLups - 5;35LLLM) , (5.113)

which is the same as Eq.(5.12) but the averaging over the measurement results is formalized
by the reduced density operator ps. Note that the Hamiltonian in the commutator is no
longer Hs due to the Lamb shifts hidden inside the integral in Eq.(5.112). Most of the time,
the Lamb shifts can be absorbed into the original system Hamiltonian; nevertheless, one
should be aware of this subtlety. The Lindblad operators f’u and the associated strength &,
can be related to the system operators S, directly; however, in practice, people usually start
with Eq.(5.112) for a specific microscopic description of the system-environment coupling
(e.g., the dipole interaction for spontaneous emission) and try to cast the entire master
equation to the Lindblad form directly. Alternatively, one can also show, from the perspec-
tive of the quantum channels, that a Lindblad master equation is the limit of Eq.(5.24)
as T/N — 0. In fact, the Lindblad operators are the infinitesimal versions of the Kraus
operators. Of course, any information gained from the measurement is ignored since we are

tracing out the environment.

5.6.2 Example: Qubit and Qudit Decay (at Zero Temperature)

It’s well known that we can use a master equation to model the spontaneous emission of an
atom when coupled to free space via a dipole interaction. A two-level system coupled to free
space that has no thermal excitation, of course, falls into the general description as well.
One can show from the first principle or phenomenologically that the decay of a two-level

system is associated with the Lindblad operator ﬁl = ¢_ with some decay rate k; = 7.
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Substitute the Lindblad operator into Eq.(5.12) yields the master equation [CDG92]

s =~ | =156 s | + mo_psos — Lovo_ps — Lpsose
ps A 9% 2y PS Y10 -PsO+ 9 1+0_pPs 5 PSO+0_
0 1WqPge Y1Pee 0 0 0 0 —Y1Pge/2
_ qFyg i 1 X I 1 g/ ’
—1WqPeg 0 0 0 _71969/2 _'71,06@/2 0 _'71Pee/2

(5.114)
where pa, = (a] ps |b) for a,b € {g,e} and @, is the Lamb-shifted qubit frequency.

Before summing the matrices, let us examine each term in the master equation: The first
matrix on the right-hand side of Eq.(5.114) is the free evolution of the qubit. The second
matrix is the main term that describes the decay of the qubit into the ground state with a
rate ;. However, in order to conserve the total probability (i.e., the sum of the diagonal
terms of the density operator), the excited state must show a decay at the same rate, which
is exactly demonstrated by the last two terms. As a consequence of being trace-preserving,
we naturally obtain a dephasing of the off-diagonal terms (i.e., the coherence between the
z-basis vectors when a qubit is in a superposition state expressed in the z-basis) at a rate
71 /2. The decay-induced dephasing is unavoidable since it’s mathematically enforced by
probability conservation; thus, knowing the decay time 77 = 1/7; gives us an upper bound
on the total dephasing time T3 (i.e., the decay rate of the off-diagonal terms). In practice,
the qubit will also have a pure dephasing contribution in the master equation which will
be discussed below. Let the pure dephasing rate be 7, then the total dephasing time is
T35 =1/(vs +/2) < 2Th.

Finally, combining the matrices gives the matrix differential equation

je— MPee i@qPge = V1Pge/2 | (5.115)

—i@qPeg — V1Peg/2 ~V1Pec
which is trivial to solve since the diagonal and the off-diagonal terms are decoupled given an
initial quantum state. At a finite temperature, one can also add an equilibrium population
to the master equation so that the steady-state solution of the master equation is not |g)(g|.

Nevertheless, at the superconducting temperature where hw, > kgT', the thermal excitation

can usually be ignored.
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The decay of a qudit can be modeled in a similar way. One can easily verify that
Li; = |i){j| is the Lindblad operator responsible for the decay from |5) to |i), assuming |7)
is more energetic than |i). Thus, for a qutrit with energy levels {|g), |e),|f)} (ordered with

increasing energy), we can phenomenologically construct a master equation of the form

ps = —% []:Ieffa f)s} + Y1,9eD [ 19) (el | s + 11,95 D[19)(f| ] ps + 1. D[|e){f]]bs, (5.116)

where H.g is the Lamb-shifted Hamiltonian of the qutrit and 7, 4 is the decay rate from |b)

to |a).

5.6.3 Example: Resonator Decay (at a Finite Temperature)

A similar decay model can be created for a resonator coupled to the free space. Instead of
assuming the free space is held at zero temperature, we consider an environment with a finite
temperature 7" such that the mean photon number in each mode (w) of the environment is
given by

- 1
N(w) = chw/ksT _ 1

(5.117)
As for the Hamiltonian of the composite system, Eq.(5.53) used in the derivation of the QLE
provides the appropriate Hamiltonian for an oscillator coupled to infinitely many oscillators

in the environment. By substituting Eq.(5.53) into the Born-Markov master equation, one

finds [BPP02]

ps =~ [Hurps] +5[N@) +1]D[a]os + N @D[al] s, (5119

where k is the decay rate defined from before and ]:Ieg = h&)r&Idr is the Lamb-shifted
Hamiltonian with the zero-point energy omitted. If the environment is at zero temperature,
then the last term on the right-hand side of Eq.(5.118) disappears, and the resulting master
equation

A

ps = —% [Heﬂ"y ﬁs} + kD [dr] ps (5.119)

is essentially the same as that for the two-level system but with ¢ and ~; replaced with a,

and k, respectively, as one might expect.
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More assuring is the fact that we can establish the equivalence between the master
equation and QLE. Recall that the QLE written in terms of the annihilation operator of the

resonator is given by
(i) = —in ) = 5 () + Vi (i) (5.120)

when taking the expectation on both sides. For a thermal bath, the averaged input field

(Gin) is zero; thus, the time evolution of the average amplitude of the resonator is given by
(ax(t)) = (ar(0))el i/t (5.121)

which is what one would expect for a damped resonator. Similarly, one can also find the
time evolution of (a,) in the Schrodinger picture from the master equation®. The resulting
expression is exactly the same as Eq.(5.121) (up to a negligible Lamb shift ignored in the
QLE).

One might wonder what is the effect of a finite temperature because Eq.(5.121) seems
to be independent of N. The influence of the thermal photon is hidden in the variance of

the amplitude. One can show that the mean photon number follows the transient behavior
(al(t)as(t)) = e™™al (0)ar(0) + N (@) (1 — e™™). (5.122)

Thus, when the system equilibrates with the thermal bath (i.e., as t — o), the noise added

to the resonator is exactly the mean photon number N of the thermal bath at the resonator

frequency. This is again a manifestation of the fluctuation-dissipation theorem®?.

51Tn general, one can construct a differential equation for any system operator from the master equation.
Such an equation is known as the adjoint equation.

52In fact, based on Eq.(5.121) and (5.122), we can argue that the amplitude oy = (a,(t)) should satisfy
the stochastic differential equation

da, = (—iwr - g) apdt + \/ 6N (w,) dW;, (5.123)

where W; is the complex Wiener process with E(dW;) = 0, E(dW;dW;) = 0, and E(dW;*dW;) = dt. In
other words, the complex Wiener process can be defined as Wy = <Wt(1) +th(2)> /V/2, where Wt(l) and Wt@)

are real Wiener processes satisfying ]E(th(l)> = E(th(2)> = E(th(l)th(z)) =0 and E{(de”)z} =

2
E[(th(2)> ] = dt. Eq.(5.123) can be treated as two classical Langevin equations.
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5.6.4 Bloch Equations

For describing the decoherence of a qubit, an effective master equation is usually proposed
in a phenomenological way. We have already seen how to describe the qubit decay. To add
the pure dephasing due to quasi-static fluctuations from the environment, we introduce the

Lindblad operator Lo = 6, with a rate Ye/2, resulting in

; N A 1 A1
pPs = _ﬁ |:Heff, ps] + ’}/1%[0'_],03 + %%[Uz]pg (5124)

The master equation, written entry-wisely, is given by

ng = Y1Pee; (5125)
Pee = —V1Pee> (5126)
. . N

Peg = —1WqPeg — <§ + 'Y¢> Peg- (5.127)

Indeed, the correct pure dephasing rate is added to the off-diagonal term. In addition, it’s

customary to define the total dephasing rate

g = % + 9, (5.128)

which can be measured in the experiment by using the Ramsey interference.

Suppose the qubit is initially in the pure state |¥(0)) = a|g) + (|e), then the time

evolution of its density matrix is given by

L+ (o = 1)e ™t apfe@ate !
ps(t) = . (5.129)
aF fei@at et |B8[2e

At t — oo, the qubit ends up in the pure state |g). However, it’s not true that the qubit
stays pure while decaying toward the ground state from an initially pure state. For instance,
consider the case where |¥(0)) = |e). Then, the coherence of the qubit stays at zero in the
z-basis as implied by Eq.(5.129). Recall that any pure state of a two-level system can be
plotted as a unit vector on the Bloch sphere; hence, to go continuously from the south pole

(le)) to the north pole (]g)) of the sphere, one must visit states with a nonzero value a/3*
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to stay on the surface of the sphere. In contrast, Eq.(5.129) implies that the quantum state
starting from |e) will go into the unit sphere, passing through the origin, and move straight

towards |g).

A state that does not live on the surface of the Bloch sphere is known as a mixed
state since it can be thought of as an ensemble of pure quantum states. Physically, each
spontaneous emission of the qubit will results in one-half of a Rabi oscillation from |e) to
|g); thus a single trajectory of the experiment will move on the surface of the Bloch sphere.
However, since there are infinitely many possible trajectories going from |e) to |g) (due to
the arbitrariness of ¢-coorinate), we have no way of retrieving the phases in an ensemble-
averaged experiment. Therefore, the average trajectory will give rise to a set of Bloch vectors
that are aligned with the z-axis by symmetry. Mathematically, non-unit Bloch vectors are
also allowed by the definition of the density matrix. One can verify that any 2 x 2 positive

Hermitian operator with a unit trace can be expressed as

| N . .
ﬁ:§(1+<0'>,3-0'), (5.130)
where the expectation value
(), = Tr(po) (5.131)

is the Bloch-vector representation of the state. In particular, (6); is a unit vector for a pure
state and a vector with a length strictly less than unity for any mixed state. As we will see
in the more complicated master equations, the system’s evolution obtained by tracing out
a part of the composite system will often result in a decay of the coherence, thus making

the quantum state impure.

5.6.5 Ramsey Interference

To experimentally characterize the loss of coherence of a qubit, one often deploys the so-
called Ramsey sequence. In a standard Ramsey sequence, the qubit is first excited to an
equal superposition state by a 7/2-pulse. The qubit is then allowed to evolve freely based
on Eq.(5.129). After some time Tfee, another 7/2-pulse is sent to the qubit, and the state

of the qubit is measured. For simplicity, we will consider the idealized case where T} > T3
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so that the decoherence is due to pure dephasing. We will also assume that the duration
of the m/2-pulses, Ty /2, are much shorter than 73 so that the decay within the pulse time
can be ignored to a good approximation. In practice, the second condition should always

be satisfied for a well-designed experiment.

We now show a quantitative analysis of the result of the experiment. As emphasized
before, the axis of the Rabi oscillation is an important physical parameter in the experiment.
Suppose all of our control pulses are generated by a single local oscillator (LO) operating at
wq. Now, imagine at time ¢ = 0, the phase of the local oscillator is set in such as way that
the phase of the Rabi flopping is exactly ¢, = 0. Then, the first 7/2-pulse is described by

the unitary matrix

R 1 eiwdTw/2/2 ieiwdTw/Q/Q
U.jo1 = — 5.132
/24 \/5 je—waTr/2/2  p=iwaTr/2/2 ( )

as computed from Eq.(3.136). We have assumed that Ayq = @q — wq < Q so that the
generalized Rabi frequency is ' ~ Q. Applying the gate to the initial state Vo) = |g) gives

the new state

. ewaTr/2/2 jewaTr)2/2
Uy) =U, Ug)=—F|9g)+ ———e). 5.133
0 = Orjas [0) = 1o + o) (5.133)
Next, in the limit 7} > T3, the qubit ends up in the mixed state
1 1 _ieiwd T7r/2 eia)qT‘free 6_72 T‘free
P2 = 3 (5.134)

ie_iwdTﬂ'/2 e_i‘:’qTfree 6_"12Tfree 1

by substituting Eq.(5.134) as the initial condition into Eq.(5.129). In the meanwhile, the
LO is not turned off even though we are not sending any signals to the qubit; therefore,
after Tiee, the LO has accumulated a phase of —wqThee. This extra phase will now change
the axis of rotation for the second 7/2-pulse, i.e., the unitary matrix describing the second

pulse is given by

R eiwdTﬂ'/Q/Z ieiwdTw/2/2+iwderee

1
U7r/2 2 —
’ \/§ ie_iwdTﬁ/2/2_iwdn'ree e_iwdTﬂ/2/2

(5.135)
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Applying U, /2,2 to the state pp gives the final state

p3 = Urr/2,2:a2U;£/2,2

2 — 2 coS (WdTﬂ-/Z _I_ Aqdﬂree)ef’YQTfree ie(fid)q+2i&d772)Tfree — i€2iwdTﬂ/2+(qu_v2)n'ree

1
4 _ie(i‘:}quwd*'}/?)Tfree + ief2iwdT7r/2+(7i‘;’q772)Tfrcc 2 + 2 coSs (wdTﬂ'/2 _|_ Aqdﬂree)effmTfree

(5.136)

Finally, by performing the projective measurement in the z-basis, we obtain
Pg(Ttree) = P3.9g(Ttree) = % - %COS(WdTw/Q + Adafree) ¢~ 12T (5.137)
Pe(The) = psce(Tiee) = 3+ 5 c08(waTrpa + BT T (5.138)

If the qubit has no dephasing, Eq.(5.137) and (5.138) indicate an oscillation, known as
the Ramsey fringes, between the ground and excited states at the beat frequency Aqd. This
interference can be explained nicely using the Bloch sphere: When a qubit in the equal
superposition state undergoes an ideal free evolution (i.e., 71 = 72 = 0), its Bloch vector
simply rotates in the xy-plane with a precession frequency @, (Wq = wq ideally). In the
meanwhile, the LO oscillates with a frequency wq; hence, in the frame rotating at wq (i.e.,
the point of view of the LO), the qubit precesses at Aqr = Wq — wq. But the phase of the
drive is always zero in the rotating frame, so the axes of rotation for the first and second
7 /2-pulses stay static while the qubit has rotated by Aqufree. Hence, depending on Tice,
the Bloch vector of the qubit will make different angles with the axis of rotation. On the
one hand, if the Bloch vector is aligned with the axis of rotation, then the qubit stays
in the zy-plane after the second 7/2-pulse; on the other hand, when the Bloch vector is

perpendicular to the rotation axis, the state will be brought to either |g) or |e).

Consequently, adding a nonzero dephasing creates a decay of the interference. In partic-
ular, in an actual experiment, one finds v, by fitting the envelope of the decaying oscillation
with an exponential function of Tj... Recall that our derivation assumes that T < 717, i.e.,
the system is subject to strong pure dephasing, so the fitted decay rate is v, in essence. If
we add the decay-induced dephasing back, we will conclude that the oscillation decays with

Y2 = Y4 + 71/2. Thus, in reality, one finds 73 with two contributions.
175



1
e measured
c St = e [sin(fix + @) +sin(fx + ¢2)]
O 0.8 T,=12.308 us
©
= N .
Q‘ d
O 0.6 *
Q. M ’ Q R
[0} .
b= o o
S &5 3 o . . .\“ .
» 0.4 g % ¥ ® QP o\w(TeNe
© o s .
2 . u
<>.2 V
] °
i 0.2
0 2 4 6 8 10 12 14 16

Wait time (us)

Figure 5.9: Effect of charge noise and parity switching in Ramsey measurements.

When measuring the Ramsey fringes associated with an anharmonic oscillation, we need
to the effect of charge noise and party switching. As mentioned before, a large Fj/E¢
makes a transmon less sensitive to external changes. However, for an intermediate value
of Ej/E¢ (i.e., around 20 ~ 40), the Cooper pair box is not in the deep transmon regime
and thus is still affected by charge noise and party switching. For example, the transition
frequency between |g) and |e) could drift between two frequencies®®, fuin and fray, in a
long experiment. By repeating the Ramsey measurement multiple times and averaging the
fringes, one observes a beating at the frequency difference fax — fmin, as shown in Figure

5.9.

5.6.6 Dephasing Modeling and Dynamical Decoupling

The dephasing term is added phenomenologically in Eq.(5.124). In reality, they are resulting
from various low-frequency noises in the system. For example, the charge and flux noises

mentioned before can cause the qubit frequency to jump stochastically [SVB21] (see Figure

53Recall that in the charge-basis picture, the Josephson energy opens bandgaps in the energy spectrum.
For each energy band, there will be a minimum and maximum energy; the charge noise can steer the
state between the two limits continuously. If Fy > F¢, the energy difference between the minimum and
maximum points of the band will be small; thus, we say that the transmon is less sensitive to the charge
noise. However, for a transmon with Fj/F¢ ~ 30, we can still observe this frequency difference sometimes.

176



4.12). To model the random shift of the qubit frequency, we can modify the nominal qubit
frequency by some random processes attributed to the different noise sources. As shown in
Appendix F, under certain approximations, a noise source can cause the coherence term of
the density operator to decay:

poelt) = €420 exp [_% /_ : 3—: %&,(w) poe(0). (5.139)

where S,(w) is the power spectral density of the corresponding noise source. Hence, the

noise in the environment is coupled to the off-diagonal terms of the qubit density operator

by an overlapping integral between S,(w) and a filter function

 sin®(wt/2)

gO<w) - (wt/2)2 Sv(w>7 (514())

which is the square of a sinc function.

To understand the decay shown in Eq.(5.139), recall that a sinc function in the frequency
domain corresponds to a rectangular function in the time domain. Hence, the filtering of
the noise amplitude (i.e., the square root of the noise power) in the frequency domain can
be thought of as sampling the noise within a window of length ¢ in the time domain. As a
result, any noise component with a frequency higher than 1/t will be averaged out within
the observation window while the low-frequency noise is integrated with go(w). In fact, in
the Ramsey experiment discussed above, we wait for T, in between two 7/2-pulses, which

effectively creates a window of size Tee.

The fact that the wait time can affect the amount of noise observed also suggests that
we should design a pulse sequence whose Fourier transform filters out the low-frequency
noise. For example, we can shift the center of the sinc function from the origin to some high
frequency if we can somehow modulate the rectangular wait window. This is achieved by
the so-called CP sequences, in which an even number of 7-pulses are inserted in between
the two m/2-pulses to flip the qubit back and forth between opposite states in the xy-plane
of the Bloch sphere. Based on Fourier analysis, the more m-pulses we add, the faster the

modulation in the time domain and thus the larger the shift of the center of the sinc function.
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Figure 5.10: The effect of CP sequences.

In general, the filter function of a CP sequence is given by

0 (w) = tan® (%) Slzii%/f) . tan2<%> do(w) (5.141)

if N m-pulses are inserted at ¢/2N, 3t/2N, ..., (2N — 1)t/2N within a total wait time ¢.
Figure 5.10 plots the filter functions corresponding to the Ramsey and the CP sequences.
As we increase the number of m-pulses from N = 2 to 8, we indeed observe a large shift of

the peak of the filter function.

Techniques that decouple the quasi-static noise of the environment from the qubit are
known as dynamical decoupling (DD) [AAS13, BGY11, SAS11]. One can imagine more
complicated DD sequences (e.g. CPMG, XY4, Knill, etc.) so that

‘ 2 [ dw
Pge(t) = a0t exp {_5/ ggDD(W»S’U(W) pge(o) (5.142)

can be reduced further. Moreover, often time these sequences also mitigate systematic
errors in the experiment. In practice, the LO frequency, pulse time, and pulse amplitudes
are subject to noise and discretization errors in the instruments. A universally robust (UR)
[GSV17] sequence, for example, can be used to compensate for these errors at the cost of

making the pulse sequence more complicated.
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5.7 Master Equation of the Composite System (a Qutrit Coupled

to a Resonator)

With the QLE and the decay model of the qudit and resonator introduced, we are now ready
to examine the dispersive readout with full rigor. Prior to sending the classical readout
pulse into the resonator, it is assumed that the qubit is in its final state to be measured. As
mentioned before, a driven resonator should have its state evolves from a vacuum state to
some coherent state. The dispersive coupling between the qudit and the resonator changes
the resonator frequency, thus modifying the amplitude and phase of the resonator coherent
state. In the meanwhile, photons inside the resonator leak out of the resonator either via
reflection (for a one-port resonator) or transmission (for a two-port resonator). The reflected
or transmitted signal is then amplified and filtered before being discretized by the ADC card
at room temperature. Our main objective is to understand 1) the amount of information
we can infer as a function of the dispersive shift, the readout frequency and duration, and
the decay rate of the cavity, and 2) the backaction of the continuous measurement on the

qudit.

The dispersive shift for a qubit has been studied extensively [GBS06]. Here we generalize
the conclusions to an arbitrary qudit in the dispersive-coupling regime. To avoid writing too
many equations, we will show the derivation for a qutrit measured dispersively; nevertheless,

the results can be easily extended to higher dimensional systems.

5.7.1 Zero Temperature

To set up the problem, let the composite system be a qutrit (labeled as ) coupled to
a resonator (labeled as R) dispersively. Note that the environment is not a part of the
composite system, i.e., we have already traced out the environment to write down a master
equation. The state of the composite system, denoted by psr, lives in the Hilbert space
Hs @ H7. We study the time evolution of the composite state under the usual Born

and Markov approximations in which the state transition maps form a quantum dynamical
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semigroup and are described by the Lindblad master equation.

Typically, the resonator is a 3D cavity or a planar CPW section; it is coupled to the
environment with a total decay rate of k. For a microwave cavity, x is the sum of the input
decay rate kj,, output decay rate k., and the internal decay rates ki, due to material
losses. If the resonator is configured in the reflection mode, then ki, = Kout = Kext and the
total decay rate is kK = Kint + Kext- In reality, a resonator can support infinitely many modes;
we focus on only one mode (usually the fundamental mode) of the resonator with frequency
w;. The resonator-environment interaction is modeled as a harmonic oscillator coupled to a
continuum of bath oscillators. In addition, at superconducting temperature, we assume that
the bath is in the vacuum state (i.e., the mean photon number at the resonator frequency

is N(w;) = 0) so that the usual terms in the master equation, i.e.,

- o . 1. FUDR B,
/@[N(wr) + 1} {apgn(t)(ﬂ — §p5R(z€)aTa — §aTap3R(t)}
V() | af bem (016 — Loen(Baat — taats
+ kN (w;) |a'psr(t)a — §p373(t)aa - 5ad psr(t)], (5.143)
reduces to
1 1
K {dﬁn(t)éﬁ - §ﬁn(t)aﬂ& — édeﬁR(t)} : (5.144)

For the qutrit, we study both spontaneous decay and pure dephasing. Without imposing
any selection rule, we assume the qutrit can decay from |f) to |e), from |f) to |g), and from
le) to |g) with decay rates v1cf, 71,4f, and 1 ge, respectively. We also include the pairwise
pure dephasing with rates 74 4e, Y4,97, and ¥4 to study the coherence time of superposition

states.

By including the decoherence channels mentioned above, we can write down the Lindblad
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master equation of the composite system

~

5mw=—ipawﬁ<ﬂ+émmm@

h
+ 110 D[ 19} (el 15w (1) +1.0/D[ 190411 sr (1)
+ 110D 1) (] psr(t) + 222D [[g) (9] — le) (el ] osm (1)
+ 225 [|g)(g] = 1£)(1] psr(t) + 25LDB[e) el = 111 psr(t)
= —%L [ ), Psw(t } + £D[a]psr(t) + ’722,ge95[|g>(gy — le){el ]| psw(t)

+ %% L1g) gl = 1) (] psr(t) + %@Uem —[1)(f] ] psr(t).  (5.145)

In addition, by assuming that T3 4, = 1/ 4 is much longer than other decoherence timescales,
we have removed the qutrit decay terms and have lumped the extra dephasing rates vy q/2
with the pure dephasing rates 74 q5 to define vo 46 = V4,06 + 71,a0/2 for (a,b) = (g,¢€), (g, f),
(e, f). Later, we will add 7, 4, back, but the result stays qualitatively the same.

The Hamiltonian of a qutrit coupled with a resonator in the dispersive regime subject
to a classical drive £4(t) (under the RWA) is given by
Hdisp ¢ ™
Bt ll) _ ) el + (2 + 00) )] + il
+xar(le){e] +21f)(fDa'a — [za(t)a" + 5(t)a]
= wqle)(e] + (2wq + ag) [/ (f + wa'a

+ er(‘e> <€| + 2 |f>< |)d & (\/ Klnalne —lwqt T + Hma* €1wdt (I) > (5146)

where we have set the zero-energy reference to be the ground-state energy of the dressed
system and used w, to denote the qubit frequency with the Lamb shift included. To address
the state |f), we also introduce the anharmonicity aq = wy, — 2w, which is negative for
a transmon. Moreover, for a weakly anharmonic qudit, we use the fact that the dispersive
shift (to the fourth order in the reduced flux variable) is a linear function of the number
of excitations in the qudit, i.e., the cavity frequency shifts by x, when exited from |g) to
le) and shifts by 2x,, when exited from |g) to |f). One can also verify this linear relation
from the dispersive coupling terms in the multi-mode Hamiltonian (see Eq.(4.138)). It

should be mentioned that we do not need to assume a specific value for the dispersive shifts.
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The derivation below applied to any dispersive shifts, i.e., we could have used (x.. |€)(e| +
Xer [F)(f])ala.

The subsequent calculation can be simplified if we move the cavity part of the Hamilto-
nian to a frame that rotates at the drive frequency wq. Then, the time-varying drive £4(t)

reduces to a complex scalar € = /K a;, and the Hamiltonian in this rotating frame

Frdisp
SR,ro At A
SR iy le) el + (2 + ) L] + Awadla

+ xarlledel + 21 ) (f)ata — (eaf + €"a) (5.147)

is now time-independent. Then, the master equation of the composite system in the rotating

frame is obtained by making the substitution H.g = ﬁgifg,)rot in Eq.(5.145).

To solve the master equation, we project the density operator of the composite system

onto the energy eigenbasis of the qutrit and thus introduce the operators
punlt) = {al psr () 16) € L(Hz) (5.148)

for a,b € {g, e, f}; in other words, the reduced density operator can be decomposed into

Psr(t) = Pag 19)(9] + Pae |9) (el + Par 19)(f]
+ Peg |€) (gl + pec [€) €] + per |€) (f]

+ Drg 119l + pre | F)lel + prs [ (5.149)

and, after expanding the master equation using the nine operators, we obtain nine coupled

operator differential equations

Pog = —1lva [0, pog] +1[eal + €, pgg] + D[] fyq, (5.150)
fee = —i(Xqr + Ara) (0%, pee] +1[ea’ + €°a, pec] + £D[a] e, (5.151)
ﬁff = —i(Qer + Ard) [&Td, ﬁff] +1 [GCAL]L + 6*&, ﬁff] + kD [&]ﬁff, (5.152)
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Pge = WaPge — 1A [a1a, pge] + iXqrpged’a
+i [ea +e'a pge}—l— KD [a|pge — V2,g¢Pges  (5.153)
Peg = —1WaqPeg + 10 (a1, peg] — iXqrPegd
—i[ea! + €@, peg| + KD [ eg — VorcqPeg,  (5.154)
Pos = 1(2wq + aq)Pgy — 1A [dT&7 ﬁgf} + izerﬁgded
+ileal + €*a, por] + kD[] pgr — Vo,0rPgss (5.155)
léfg = —i(2wq + aq)prg + 1A [ a'a pfg} i2Xqripg0ta
—i[ea + €, psg| + kDalpsg — Vop9hsgr  (5-156)
pes = i(wq + aq)pes — 10va [, pes] + ixar(2peri’a — alapes)
+1i [ea +€'a pef} + KD[a|pef — V2efPefs (5.157)
Pre = —i(wq + aq)ise + 1l [a'd, pre] — xaqr (205c0"a — aapy.)

—1[6@ +e'a pfe]—l—/i@[ 10re — Yo,pePge.  (5.158)

Note that each operator p,, lives in an infinite dimensional space since #% is a Fock

space. Nevertheless, it’s possible to find a closed-form solution by invoking the positive

pult) = [ o [ s

commonly used when a QHO is in a coherent state (since coherent states are represented by

P-representation

Py(a, 5,t), (5.159)

delta functions in the P-representation). More importantly, one can verify that the action
of the creation and annihilation operators in the operator space can be translated to some

simple operations in the positive P-representation [DG80]:

ap(t) — aP(a, B, 1), (5.160)
atpt) — (5—6%) P(a, B,1), (5.161)
ptyat — BP(a,f,t), (5.162)
plt)a —s @—%) P(a, B,1t). (5.163)

This “operator correspondence” allows us to deal with scalars instead of operators. As an
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example, let us use Eq.(5.160)-(5.163) to transform Eq.(5.150) into a scalar equation:

Py =it (8- ) (a) - (@ - 6) (5]
e e o)
0 1 0
+ K {Oéﬁpgg 3 (B - 8_oz) (aPyy) — 5 <04 - 85) <5P99>]
= % [(—16 +iAga + %) ng] + % {(iG* —1Ap + 75) ng} ; (5.164)

where 0;P,,(c, 3,t) is shorthanded as ng. By applying the same procedure to the other

eight operators, we get, in total, nine coupled scalar differential equations

P, = 8804 [(—ie +iAa + ka/2) Pyl + % [(i€" —iAaB + KB/2) Pyl (5.165)
P, = B [(—i€ + ixga + iAga + ka/2) P..] + % [(i€" — ixqS — 1Awaf + KB/2) Pee],
(5.166)
Pff = % [(—i€ + i2x g + 1A g + K /2) Prs| + a5 [(1e — 12X 8 — 1A + kB/2) Pyl
(5.167)
: 0 .. d ... . :
Pge — 5 [<_1€ + lArda + lQOé/Q)Pge] + 452 [(16 - Ierﬁ - lArdﬂ + K/B/2)Pge]

Oa s

+ inrOéﬂpge + iwque - 72,gepge, (5168)
o ... .
+ — [(i€" — iAwf + KB/2) Py
op
— iXqr@BPeg — iwqPeg — Y2geFeg,  (5.169)

. 0
P, = B [(—ie + ixqra + iAo + ka/2) Py

886 [(ie” = 12xq:3 — 1A + £5/2) Pyl

+ 12X B P + 12wy + ) Pyr — Yo,0¢ Py, (5.170)

0 [(—ie + iAo + ka/2) Pys] +

ng aa

% [(i€" — i + K3/2)Py,]

— 2xqrBPrg — 1(2wq + aq) Prg = V2,91 Prg,  (5.171)

: 0 . .
Py, = P [(—ie +i2xqa + 1A + Kka/2) Prg] +

184



Fop = o= (=i + ixgor +iAwa + ka/2) Py + a3

a [(16* - i2erﬁ - iArdﬂ + KB/Q)Pef]

+ inraﬂPef + i(wq + Oéq)Pef - 727€fP3f7 (5.172)

) ) 0
P = S [(—i€ + 12X + 1Ag + kK /2) Py + a5

[(ie* — ixqeB — 1AaB + KB/2) Pyl

- inrOéﬂPfe - i(wq + aq)Pfe - ’72,efPfe- (5173)

It should be noted that the differential equations of P, are usually of the type of Fokker-

Planck equations, which also include the diffusive terms (i.e., the second partial derivatives

with respect to o and (). However, since we have assumed that N(w,) = 0, there is no

terms of the form

it —> (/3 - %) (a - %) P(o, 5,1).

(5.174)

Even in the case where N > 0, the method of the positive P-representation will still work

but a sharp coherent state (see below) inside the cavity will broaden itself diffusively in the

phase plane.

Although looking complicated, the nine coupled equations admit simple trajectories in

the complex planes of av and 5. We use the ansatze

ng(a7 B,t) = 6(2)(04 - O‘g(t))d(m(ﬁ - 04;(25)),

Pye(a, 1) = c4e(£)0® (@ — (1)) (8 — a(2)),
Peg(a, B,) = ceg(1)8% (@ — ae(8))6P (B — (1)),
Pygla, B.t) = cgp(t)3%) (a — g (1))0P (8 — aj(#)),
Prg(ar, B,t) = ¢54(1)0 (o — ay ())0P (8 — a (1)),
Pog(a, B,1) = ce(£)3% (a — ace(t))6P (8 — (1)),
Pre(a, B,1) = c1e(t)0® (o — 0y (1))6P (8 — (1))

(5.175)
(5.176)

(5.177)



for off-diagonal terms. Each diagonal term P,, represents a single coherent state whose
amplitude is specified by the two delta functions. Plugging the ansatze into Eq.(5.165)-

(5.167), we obtain the time evolution of the coherent states

Gy = —i(An — ir/2)ay + i, (5.184)
e = —1(Apa + Xqr — 16/2) e + i€, (5.185)
b = —1(Awg + 2Xqr — 1K/2)as + ie. (5.186)

Besides the time evolution brought by the coherent states, each off-diagonal term P, (a #
b) is modulated by an envelope function c,,. By substituting the ansatze together with

Eq.(5.184)-(5.186) into Eq.(5.168)-(5.173), we deduce that

L ) ) .
Cge = 1(Wq +172,¢)Cge + IXqrg @ Cye,

*
ge’

Ceg = C
égf = i(2wq +agq + i’)/?,gf)cgf + i2eragO‘;Cgfa
Cfg = Cyf»

Cef = H(wgq + aq + 1y2.er)Cer + inrOéea}Cef,

Cfe = c;‘f.

Hence, besides the dephasing rate 7, q, the time evolution of each off-diagonal term is also
modified by a term related to the dispersive shift x, and the amplitudes of the resonator
coherent states. Clearly, the real part of this extra term contributes to an additional de-
phasing while the imaginary part generates a frequency shift. Figure 5.11(b) and (f) record

a simulation of a, and cg.

Given the arbitrary initial conditions, the detailed time evolution of «, and ¢, can be

solved numerically. After integrating the delta functions in the complex plane of o and S,
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we arrive at the general solution (in the rotating frame) of the density operator

psr(t) = pg(0) |9) (gl © |ag(t)) (e (t)]
+pe(0) [e)(e] @ fae(t)) {ae(t)]

+pr(O) [N @ s ) @)]

Cge(t) el @ la N Ceg(1) . N .
o) |9) (el ® |ag (£))( e(t>|+—<%(t)‘ae(t)>1 ) (g @ e (t)) {ay (t)]
os () e cr(t) e
Ty D41 @ las (@) e ()] 4+ s 1)l @ Lo (0) (o (1)
Cef(t) Cfe(t)

/) (el @ lay () {ae(®)],

(5.193)

) (f] @ lae(t)) (s (£)] + ()]s (0)

+ JR—
(ap(t)]ee(t))

where p,. r(0) are the initial populations in |g), |e), and |f), respectively. Since we have
ignored 7 45, we observe that the populations do not change over time, a critical feature of
the quantum non-demolition measurement. However, the coherence term will decay
to zero and the exact dephasing rate will be discussed in the following sections. The time

evolution of the matrix elements of psg are shown in Figure 5.11(e) and (f).

Given the general solution, of particular interest are the steady-state amplitudes of the

cavity coherent states
vV "iindin
v wmrm 5.194
Ard — 1/@'/2 ’ ( )
Vil (5.195)
A + Xqr — 1K/2

V Finflin (5.196)

Ava + 2Xqr — 1k/2]

ay(+00) =

Qe(400) =

ap(4o00) =

which are the kind of results we would expect from the QLE when the resonator is driven

by a classical source®, i.e.,

(1) = i At (e ) el + 2xae L)1) = 105/2] (1) + i/t (5.197)

What is not obvious by looking at the QLE is the dephasing rate captured in Eq.(5.187)-
(5.192).

54To go back to the rest frame, we just need to restore the phase e~“d? in each coherent state.
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We can go one step further by tracing out the resonator part; in other words, the reduced

density operator for the qutrit is given by

ps(t) = Trr | psr(t)]
= pg(0) [9) (gl + pe(0) [e) (e] + ps(0) [ /) (f] 4 cge(t) [g)(e] 4 ceq(t) €){g]

+ ¢op (1) [9) (1 + cra(t) [ ) (gl + cor(t) [€){F] + cret) [F) el ; (5.198)

hence, ¢, are simply the coherence of the qutrit and can be solved from Eq.(5.184)-(5.192).
Later, we will approach the same problem with a different technique; nevertheless, the result

will be identical, except that we will include 7, 4, for completeness.

5.7.2 Nonzero Temperature

Before discussing the other approach, we briefly mention the case when the thermal bath is

equilibrated at a nonzero temperature. Since N > 0, the master equation takes the form

~

psr(t) = -1 |:Heff(t)7 ﬁSR(t)} + k(N +1)D[alpsr(t) + kND |a'| psr (1)

h
+ 225 g) (o] — le) el 1w (t) + 22D lg) (gl — 1)1 ]sr()
+ 2L o) (e] - 1) (F1]dsr (1) (5.199)

in the long-77 limit. The operator differential equations of p,; are almost the same as before
except that we replace KD[a]pq, with IQ(N + 1)92)[&] pap + KND {&T}ﬁab. Consequently, the
scalar differential equations for P,, acquire the second partial derivatives mention before,

ie.,
2

P, = (terms from the case N = O) + KNMPM,.

(5.200)

Since Eq.(5.200) with a = b has the same form as the classical Fokker-Planck equation,

we use Gaussian distributions now as the new ansatze

1 ]- *
Pyy(o, B,t) = NG exp {_W [a - ag(t)} [ﬁ — ag(t)] } , (5.201)
1 1 .
Pt 5ut) = e { s fo - ao)] [5- 0]} (5.202)
Pyt = e {-grsla- @B -]} 6209
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Figure 5.11: Schematic of qutrit readout and solution of the composite-system master
equation. a. The input-output perspective of the transmission-mode dispersive measure-
ment. The readout signal a;, entering the cavity from the left port (i.e., port 1) is ap-
proximated by a classical drive with complexr amplitude a;, while the transmitted signal
at the right port (i.e., port 2) described by the traveling-wave annihilation operator G oo
in order to capture the quadrature uncertainty. b. The transient complex amplitude of
the three coherent states |y,) of the resonator associated with the |a) for a = g,e, f. The
steady state of each coherent state amplitude lies on a circle going through the origin of the
phase plane. Inset: The build-up of mean photon number of |a), as a function of time. c.
Distance between two coherent state amplitudes as a function of the readout frequency. To
illustrate a more general trend, we also include the fourth energy level |h) of the transmon.
d. Same as ¢, but plotted with x4 smaller, equal, or larger than a fived k. e/f. Time
evolution of the composite state as solved from the composite-system master equation in
the long-T; limit.

where we require that a,, a., and oy still satisfy Eq.(5.184), (5.185), and (5.186), respec-

tively. Substituting the Gaussian distributions into the Fokker-Planck equations, we obtain

a differential equation for the variance N/2 of each P,:

N(t) = —k[N(t) — N] (5.204)

Suppose the composite system was in thermal equilibrium with the bath before receiving
the drive £4(t), then we will simply use N(+o00) = N in P,y, P.., and Pj;. In other words,
instead of building up a coherent state in the resonator, the external drive will excite a

Gaussian state with a quadrature uncertainty broadened by the thermal bath. This also
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means that the resonator state is a linear combination of a continuum of coherent states
with amplitudes near o, o, or ay. In contrast, if the bath is in the vacuum state, i.e.,

N(+00) = 0, a coherent state excited in the resonator will remain coherent forever.

Unlike the case where N = 0, the coherence c,;, also depends on « and  now. This
is because cq, are affected by an infinite collection of coherent states around oy, a., and
ay. Thus, it becomes much more cumbersome to write down the exact expressions of cg.

Nevertheless, we expect ¢4, to vanish on similar timescales set by Eq.(5.187)-(5.192).

5.7.3 Master Equation of the Composite System in the Displaced Frame

Eq.(5.198) gives the time evolution of the qutrit state in the long-T} limit. Now, we want to
be more general and find the time evolution with v; 4. In fact, we will go one step further
and try to formulate an effective master equation for the qutrit alone since the resonator is
only an auxiliary part of the superconducting quantum computation. One way of finding a
master equation of the qutrit is to first move the master equation of the composite system
into the so-called displaced frame and subsequently use the fact that the displaced resonator

has no photons to help trace out the resonator part of the density operator [GBBOS].

To begin with, due to dispersive coupling, each eigenstate of the qutrit is entangled
with a coherent state of the resonator. In the last two subsections, we have found three
differential equations for the complex amplitudes «,, ., and oy of the coherent states. To

make this entanglement explicit, we can define a unitary operator

P(t) = 1L, D(ay (1)) + [T D(a (1)) + 1L Dlay (1)) (5.205)
where I1, = la){al| for a € {g, e, f} are the projection operator onto the energy eigenstate |a)
of the qutrit. P entangles each projection II, = |a)(a| (for a € {g,e, f}) of the qutrit with
a displacement operator of the resonator such that if the qutrit is in an energy eigenstate,
the resonator coherent state will be displaced to the vacuum state. For the subsequent

derivation, we follow the notation in [GBBO08| and use

OF = PTOPP (5.206)
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to denote any operator O in the displaced frame.

In the new frame, the density operator of the composite system is given by
PP (t) = PTp(t)P, (5.207)
where, to simplify the notation, to will start to use p = psg. In addition, if we define
Praman(t) = (0,0l 57 (1) |m, 0) (5.208)

to be the matrix element of o in the energy basis of the qutrit and the number basis of the

resonator, then
o]

Iép - Z Z /A)E,mab |n7 a) <m7 bl : (5209>

n,m=0q,be{g,e,f}

Our goal is to find the time evolution of the qutrit reduced density operator, i.e.,
ps(t) = Trr [p(t)] = Trr [PA°(t)PT]. (5.210)
By using Eq.(5.205), we obtain
ZURDY (g 199491 + Phce ledel + o 11T
> (N Lo el + A L 1)

+Z (A 191+ A2 1)

+Z( o |V N ) el ). (5211)

where
NS pa (8) = Phgee ™ D d,y, (5.212)
N g (8) = Phgpe MO0 dy, (5.213)
Ntpa(D) = Phmee” MO0y, (5.214)

with
dpg(t) = (p| D(Bye) l) - (5.215)
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To arrive at Eq.(5.211), we have used the fact that
> (m| D¥(a) p) (p| D(a) [n) = Gun (5.216)
p

since D(a) is unitary. Once the matrix elements of pP (and thus A2 bg) are known, the

matrix elements of the qutrit reduced density operator can be computed trivially. For

example,
Ps.ae = (9l s lg) = anngg (5.217)

and

pASage - g| pS Z )‘nmmn (5218)
The density operator in the displaced frame satisfies the master equation
P = —i[fﬁ, ]-ﬁ*ﬁﬁp—ﬁpﬁfﬁ+/<9b[a"]pp
) AP | AP o3F P | AP ) AP | AP
+71,ge Uge p +71,gf Ugf P +f}/1,ef Uef P

* %9}{6294/) ’Y¢,gf9)[ ng}p %’ef%{ zef}pp (5.219)

where, for simplicity, we adopt the notations
Oge = |9)gl = le}lel,  Ougr = |90 gl = NSl Guer = le){el = [F)(f], (5.220)

0ge = lg){el,  Ogr = |9l Gep = le){[]. (5.221)

As for any time-dependent unitary transformation, the extra terms —ISJFI5,6P —pP Pip appear
in the new master equation to eliminate the readout drive terms in the original master
equation. Moreover, the Hamiltonian of the composite system (qutrit + cavity) still takes

the form

A~

Frdisp
Heff o HSR,rot
h h

= Wolle + (2wq + ag) Iy + Argd a—i—er(H —|—2Hf)d a— (ea’ +€a). (5.222)

Note, however, we have kept the qutrit decay (i.e., 714) in the master equation for full
generality. The subsequent calculations are all about the simplification of Eq.(5.219); readers

who are not interested in the detailed mathematics can move to Eq.(5.253) directly.
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To begin simplifying each term, we will need various operators rewritten in the displaced

frame. For the cavity operators, we have
a” =a+ (agf[g + I, + agf[g> — G411, (5.223)
(a'a)” = ala + a'L, + aft}, + 111,
= ata + a'l, + alll, 4 |y 2T, + || *TT, + |y [*TL, (5.224)

where we denote

A A A ~

TTo () = oy (£)TL, + g (#)TL, + o ()11, (5.225)

Similarly, the operators associated with the qutrit subspace in the displaced frame are given

oA AP A AP A
Jz,ge = Oz,ges Uz,gf = Ozgf: Oz,ef = Ozef; (5226)

6" = 64.D(ag) D(av), 65f = 6,7 D () D(ary), &':f = G.sD (o) D(ay). (5.227)

First, we start with the transformed Hamiltonian. By using Eq.(5.223)-(5.227), we
obtain
HE 3

S — g e) el + (2wq + aa) [F) (] = [e(@ + 111 ) + e (a+ 1L ) |

)

+ [Ard+xqr (I +2Hf)} (d i+ a'Tl, + alll + oy |21, + | |TI, + |ay] Hf>
)
)Jate

fl— ( +e a) - (efll—l—e*ﬂa)
+ [ A+ xarlled el +217471)| (T + i}

= wqle){e] + (2wq + aq) | f

+ A+ Xer (1L + 211,

+ [Ard + ar (1L + 211 )} (|ag|2n + oL + oy nf) (5.228)
Next, to simplify —ﬁ’TIf’ﬁP — ﬁplf’TFS, we invoke the identity
S Dla(t) = aa' Dla(n) - Dla)a'a — "4 Dla(t))
= {aa* — &t — W} D(a(t)) (5.229)

for the displacement operator, resulting in
P =11, [(&a’ —aa) + (5o, — aldy) /2] D(ay)
+10 [(qea’ — aza) + (aFae — alée) /2] D(aw)
+10; [(apa’ — aja) + (aGay — ajay) /2] D(ay) (5.230)
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and

=10, [(qya’ — aja) — (dhay — ajdy) /2]
+ 10, [(ea’ — aza) — (afae — alée) /2]
+10; [(apal — aja) — (afay — afay) /2]

A A~ A

= Tl,af — Tiha + i Tm(adiy) T, + i Tm(addo)TL, + i Tm (a5 )T, (5.231)
Since PP = —ISTIS, we have

— PP — SPPIP

— _[faf - ﬁga,pp] _j [Im(a;ag)ﬂg + Im (et )TTL +1m(a;af)ﬂf,ﬁp] . (5.232)

To proceed further, we substitute Eq.(5.184)-(5.186), i.e.,

Gy = —i(Ag —ik/2) 0y + i, (5.233)
de = _i<Ard + Xqr — i"i/Q)Oée + iE, (5234>
G = —i(Ava + 2xqr — 16/2) s + i€, (5.235)

found for the combined system into Eq.(5.232). In particular,

M, = I, + I, + a1,
- [ — (A — ik/2)ay + ie] 1,
+ [ — i(Avd + Xqr — 16/2) e + ie] II,
[ = i + 2 — i/2)ay + i€ T

— i€ — | Ava + e (Tl + 211) 11, - s (5.236)
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and the first term in Eq.(5.232) becomes

Maa — Ma = iea! — i[Ard + Xar(IL + 2ﬂf)] f,af — gﬂaeﬂ
ticta— i[Ard + ar (I + 2f[f)] Iha + gﬂga
_ i(eaT + e*d) - i[Ard + ar (1L + zﬂf)} (ﬂadT + ﬂ;a) - g(ﬂaeﬁ - ﬂ;a).
(5.237)
With a similar manipulation, the second term in Eq.(5.232) reduces to
- iIm(ang)ﬂg — i Tm (e e )IT, — iIm(oz}o'zf)f[f
= —i[Im(ia;e) - Ard|ag|2] 11,
—i| Im(iaze) = (Auq + xar) e 1T
— i[Im(ia}e) — (A + 2er)|ae|2} Il
= —i[Im(ia;e)fIg + Im(ia}e)II, + Im(ia}le)ﬂf]
[ A+ xarlle) el + 21N (D] (g MLy + ML, + o P11y ). (5.238)

Since {i, ﬁp} = 0, we can remove a multiple of the identity operator from the first term of

Eq.(5.238); specifically, we can write

- i[Im(ia;e)f{g +Tm(iaze)Tl, + Im(iae)Tl f]

Qg€+ Q€™ Q€+ € - Q€+ g€’
=—i+—F1I, - i———I, —i——F——1II;
2 2 2
B _i€*<ag+ae+af)+€(O{g+ae+af>*i
2 3
i € Bge + €55, . i € By + €62 i € Ber + €87,
iyt By 1Py, 1Pty (5.239)
2 3 ’ 2 3 ’ 2 3 ’
= 011 4 i 1T, + 1A TT, + 1A, 1T, (5.240)

where we have defined C) = [¢"(ay + e + af) + (g + e + af)*]/6,

Boe(t) = ag(t) = ae(t),  Bos(t) = ag(t) = ay(t),  Pes(t) = ae(t) —a;(t),  (5.241)
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and

Aga(t) = % (Bt ) — (B + ey ). (5.242)
Aui(t) = é+ (aﬂge n eﬁ;‘e> . (e*ﬁef + eﬁgf)], (5.243)
Ag(t) = é (€ Byr + eByg) + (€ 8er + B2y ) | (5.244)

In addition, the same argument can be applied to terms in H K ie,
elll + ¢TI, = 2011 — 24,411, — 2A.4 11, — 244411, (5.245)
and the net effect is that
h[Hfﬁ, ] - PP — jPPIP
= i ATy + (g + Do) + (g + D) + ag)ly,

HArd + xar (1L + 211f)]afa ;ﬂ +g[ﬂaeﬂ M, j ] (5.246)

Now, we focus our attention on the cavity decay term

D[a"| 7 = (d + ﬂa> o° (d* + ﬂg)

1 . NP 1 . NP
S <aTa +alTl, + alll, + HLHQ> -5 (a*& +afTl, + alll, + Hgna> Pl
=Da|p" + D[] p" + apTI + al p°1I
lpe 1o 1 .- 1.
— iff’zﬂna - §ﬁpang — §aTHa,aP — 5&HL[)P. (5.247)

The second term 5 {ﬂa] p" contains both frequency shifts and dephasing. To separate the

two effects, we can simply expand the expression in the energy eigenbasis of the qutrit. For

example,
T | AP _ * 1 2 1 2 ~P
(91 D[ le) = (ag0: = 5lagl* = Slacl?) (9l 7 le)
1
= (= 518l = itm(a.a})) (gl £ fe) (5.248)

By applying the same calculation to the other off-diagonal terms and noting that the diag-

onal terms vanish in the chosen basis, we find that

r

D[] = T2 [ o] P+ 25,2 D [ | + T2 BB [ )7
- %[Im(aea;)(&zvge + Im<04f0z;)5'z7gf + Im(afoz:)c?z7€f, pAP}, (5249)
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where we have introduced three dephasing rates

Linge = “|596‘2> Pmgr = “’Bgfpv Pier = “|5ef|2'

(5.250)
With the help of Eq.(5.249) and the observation that
f'[a = (ag + ae + Oéf)i + %&z,ge + %a’z,gf + %&z,efa (5251)
we find

1 A A A
= (a*a + alTL, + alll, + Hgna) Pls
aoPat — LoPata _ XatasP 1 APHT — LPTITL. — LRI P
=lap a'—=pa'a—=a'ap” | + op 1, — =p 1L 11, — =II' 11, p
2 2 2 2
SPTTE 4 ot 2PTT — SAPAlTl. — L APallt — Saffl 4P — Laflt 4P
+ap II'+a'p H——paHa—§p aHa—iaHap —EaHap
11 = >|<e e
—@a] - 5 |Mal -, 7°] +5§ Q[0 +ﬂ§ (60007

3

29 5207 + T |5 P [ gg] L6y PD 5|47
1

5 {Im(aeaZ)&zyge + Im(af&;)&z,gf +Im(aal)os er, ﬁp}

TP TS DV ¢ AP S
ol ] + [ P+ Bt

(5.252)
Finally, by combining Eq.(5.226), (5.227), (5.246), and (5.252), we arrive at the master

equation of the composite system in the displaced frame

3 = [ 7] 1] [+ v (1L 4201t 7] + 5 [a] 7

KO K*
+—;ea[ﬁ'°,&z,ge] + ;f&[ﬁ",avz,gf} 4 5P Lalif .o ]+—”596[A

K R S KBer T . S
[O-z,gﬁ pP] aT + ch [O-z,ef’ pP] aT

+

gf
3

+ oo + 0o+ S
+ 209 5 5P + 215, P[] + LB [ 7,

(5.253)
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where we have defined
1! o = WA TL + R(wq + A )L + A(2wq + Ay + ag)ILy

K ~ *\ A *\ A
+ o [Im(aea;)az,ge +Im(apay)o. g5 + Im(afae)az’ef}

= hiog I, + Ao X1, + haoIl;

(5.254)

to be the effective qubit Hamiltonian in the displaced frame. Note that H (’Leﬁc is not the final

effective Hamiltonian of the qutrit since we are still in the displaced frame; transforming

back to the laboratory frame will cancel some of the shifts seen in the displaced frame.

5.7.4 Effective Master Equation of a Qutrit

In the last subsection, we have established the connection between the matrix elements of

the density operator in the displaced frame to the qutrit density operator in the laboratory

frame. To find the effective master equation of the qutrit, we first rewrite the master

equation in the displaced frame in terms of the matrix elements of p°:

p'rpzmgg = [_lArd(n - m) - /i(’I’L + m)/Q] pgmgg
* P * P
+ V1,ge Z dpndqmppqee + M,9f Z dpndepquf
p,q p,q

+ K‘\/(n + 1)(m + 1)p|(3n+1)(m+1)gg7
p

pnmee - [_I(Ard + er)(TL - m) — V,ge — H(” + m)/Q] pgmee

+ Tief Z d;ndqmpgqff + K\/(n + 1)(m + 1)pfn+1)(m+l)eea
p.q

pimff = [—i(Ara + 2Xq)(n —m) — (’Yl,gf + ’Vl,ef) —K(n+m)/2] pf”szf

+ K/\/(n + 1>(m + 1>p|(3n+1)(m+1)ff7
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pzmge = [ia}eg - iArd(” - m) + inrm - 71796/2 — Yo,ge — H(” + m)/2 - Fm,ge] p’rljmge

+ /ﬂ\/(ﬂ + 1)(m + 1>pfn+1)(m+1)ge

2,‘16*6 2K04e
- Tg VNt 1p?n+1)mge + 359 Vi + 1p7lz(m+1)ge? (5258>

pzmgf = [lajfg - iArd(n - m) + inr2m - ’Yl,gf/2 — Vo.gf — /ﬁ}(?’l + m)/2 - megf] pngf

+ ’f\/<n +1)(m + 1)pfn+1)(m+1)gf

2K 2K —
- Tgf V1 + 1p|(3n+l)mgf + fgf m+ 1p7F:(m+1)gf7 (5259)

p'rpzmef = [i(.:)fe - iArd(n - m) + Ier(Zm - 77,) - F)/l,ef/z — Yoef — "i(n + m)/2 - Fm,ef] prl:;mef

+ Ky (n+1)(m + 1)pfn+1)(m+1)ef

2607 —— 26Bef ——
3 ! n+ 1p|(:’n+1)mef + ff m + 1p7|:;(m+1)ef' (5260)

There are three other differential equations but they are simply the complex conjugates of
Eq.(5.258)-(5.260). Now, given Eq.(5.255)-(5.257), the differential equations governing the
time evolution of the diagonal matrix elements of ps (i.e., the populations of the qutrit

eigenstates) are found to be

Ps,99 = Z pgngy = Tge Z sz:qee Z pgn + 11,95 Z pzquff Z pgn
n p,q n p.q n

= V1,9ePS,ce T V1,91 PS,ff> (5.261)
PScc =D Panee = —Vrge O Pomee T Ter D Prarr D Tonllan
n n p.q n
= —V1,gePS,ce T V1,efPS,f 1> (5.262)
Ps,pf = sznff = —(Mgf +Vef) sznff = —(Vigf T Vief)Ps.f - (5.263)

These are nothing else but the rate equations one could have hoped for from a semi-classical
treatment. Due to the conservation of probability, the population leaving from a higher
energy eigenstate must be accepted by the lower energy eigenstate with the same rate.
Thus, the resonator has made no modification to the qutrit decay rate. However, we know
from the previous discussion in the long-77 limit that the coherence terms of the qutrit are

clearly affected by the dispersive coupling.
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Next, according to Eq.(5.211), computing the off-diagonal terms of ps also requires us

to know all Ay, Whose time derivatives follow (see Eq.(5.212)-(5.214))

Moy = P00 O e

BN g = TNy — ey (g
/\Z{mq p.nmgfdp,qe_ilm(afa;) _ i%)\g{nm

B0 — TNy — 0P it (5
36h = ety 00— I ey

BNy 0 — TNy — Ty (6 g

The three equations take the same forms; we show the simplification of Eq.(5.264) as an
example. Since we have a differential equation for ppmge, the first term on the RHS of

Eq.(5.264) reduces to

pnmged%qeidm(aeag)

= [i&;eg —1Ava(n —m) 4+ ixgrm — Yige/2 = Yoge — KN+ M) /2 = Tige /2| X500

+ry/(n+1)(m + 1))\“";1 (- 1)pg

205, 2060 :
s SV ey Y

-= i+ 2 g e (5.267)
To simplify the second term on the RHS of Eq.(5.264), we first compute
Qe + ey = [ —1(Ava + Xqr — 16/2) e + ie] ay + . [ — (A —ik/2)ay + i€
= —iXqrQeQ, — Kooy +i(ea; — € ). (5.268)
Then,
d Im(oze ) ge . * * . * * ge
_IT)‘nmpq —1Im[ IXqraeqry — Kaeay +i(eay — € ae)} D V-
. * * 6*5 € + E/B*e e
= 1[er Re(aea) + kIm(aeary) — %] At pa- (5.269)
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and \%¢

nmp(g—1) untouched and directly go to the last

We keep the terms involving A\’° m(r—1)q

term on the RHS of Eq.(5.264). Using

5|ﬁge|2

; (5.270)

Bgeﬁ;e = (ag - de)ﬁ;e = _iArd’Bge|2 + 1er046

95’

we obtain

;eﬁge + /Bg€/8;e )\ge

5‘596‘2

+ Xor Im(crex )} Apg- (5.271)

Finally, combining all the pieces yields

)‘%inpq - |:ia)eg - 71,ge/2 — Vo.ge + Xaqr Im(aeaZ)

— iArd(n — m) + inrm - ’i(n + m)/2 )\gLeTnpq

+ H\/ (n+1)(m ))\(2+1)(m+1)

ge /—)\ ﬁge /—/\n(m+1)

(n+1) mpq

(5.272)

-
where the net frequency difference between |e) and |g) is found to be
Weg = (We — Wy) + Xqr Re(aeay) + kIm(acay) — (e*ﬁge + 65;e> /2
= |wqg+ A1 — K Im(aea;) - Agyl}
+ Xaqr Re(aeay) + K Im(aeay) — (e*ﬁge + eﬁ;‘e> /2
= Wy + Xar Re(aeasy). (5.273)

Applying the same procedure to the other two equations, we find

A = [i@fg — M9f/2 = Vo + 2Xa Im(apay)

—iApg(n —m) 4+ 2xqem — k(n +m) /2| N

f
+li\/n+1 m—i—l))\gnJrl Yt 1)pg

gf v+ 1 2”/3 S I L (5.274)

(n+1) mpq
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and

N g = [i@fe — Vet /2 = Vpef + 2Xar Im(apar)

nmpq

—iAa(n —m) +ixe(2m —n) — s(n + m)/Q] et

ef
+ Ky (n+1)(m+ DG 1) (me 1)pg

2605, ef 2K By ef
-3 Vi+ I g T 3 Vm+ 1A (5.275)
with the net frequency differences
Wig = 2wq + aq + 2Xq Re(ayay), (5.276)
Wre = Wq + 0 + Xqr Re(aray). (5.277)

Since we are in the transformed frame, the photon population is initially displaced to

. (Zb P o o . . . .
the vacuum state, i.e., Af) . o ppo. = 0. In addition, there is no mechanism to excite

)\ff;npq with n, m, p,q > 0 because the three displacement operators are designed to keep the

photon number zero in the displaced frame; hence, ps.a = Ny, (see Eq.(5.218)) and

pS.ge = j‘ggoo = |iWeg — Y1,9¢/2 — Vp.ge + Xar Im(O‘eO‘;)] A000s (5.278)
ps.ar = Moo = Qg = Vge/2 = Vo058 + 2Xar Im(@faz)] Moo, (5.279)
PS.ef = )‘ggoo = _i@ef — Vief/2 = Voef + Xar Im(ozfaZ)] /\Sgoo- (5.280)

At this point, one might naively write down an effective master equation for the qutrit based
on Eq.(5.261)-(5.263) and (5.278)-(5.280); however, the net frequency differences calculated

above, in general, do not satisfy the relation
Wrg — Wre = Wee (5.281)

for a three-level system, so we cannot write down an exact master equation of the Lindblad
form. Such a problem does not appear in the qubit case since the single transition energy
is not subject to any constraint. Nevertheless, if the frequency shifts are much smaller than

other rate parameters, we can still approximate the qutrit as a simple Markovian system,
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thus writing down an effective master equation

. ~
~

ps = —7% |:Hq’eff, ﬁs] + 71,96% [&ge} ﬁS + fyl,gf% [&Qf} /33 + fylﬁf% {a-ef} ﬁS

+ V,ge + Fd,ge%

Yoaf +Lagr % ~ Vpef Tlaer I
2

{&z,ge} ﬁS + # {&Z,gf} pPs + 2 {a'z,ef} 1687

(5.282)

where the effective Hamiltonian is assumed to describe a self-consistent set of energy levels

and the measurement-induced dephasing rates are given by
Lage(t) = Xqr Im(agal),  Tagr(t) = 2xqr Im(aga}), Laer(t) = X Im(ozeoz;). (5.283)

Furthermore, note that, by substituting the expression of @, into Eq.(5.278)-(5.280), we

obtain
pS,ge = iWq - 71,96/2 — Voge T inrOng‘Z} PS,ge> (5284)
Ps.gr = |1(2wq + aq) — V1ge/2 — Voo + 12er%04}] PS.gf > (5.285)
Pser = |Hwq + Qq) = Vier/2 = Voer + inrO‘eaﬂ PS.ef; (5.286)

matching Eq.(5.187)-(5.192).

5.7.5 Measurement-Induced Dephasing

There has been an overwhelmingly long calculation in this section. Hence, we should pause
for a second and extract the physical interpretation of the time evolution of the qutrit
density operator. We have already pointed out the connection between the diagonal terms
of the effective master equation and the semi-classical rate equation. The more interesting
phenomenon lies in the time evolution of the coherence terms. In particular, we see that
the product of the dispersive shift and the imaginary part of o, ;] induces a dephasing for
each energy level of the qutrit. There are three factors that affect the measurement-induced

dephasing rates:

(i) A large readout drive leads to large coherent state amplitudes and thus a stronger

dephasing. From the point of view of information theory. Since the field leaks out
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Figure 5.12: The expected scattering plot of the dispersive measurement for a qutrit
prepared in an equal superposition state. A single measurement of the state leads to a dot
in the phase plane. When we perform the same experiment repeatedly, we would obtain
the scattering plot with three Gaussian blobs centered at o, ., and ay (up to an overall
scaling due to the amplification along the output chain). One can thus interpret the plot
as the probability distribution associated with the quantum measurement, similar to the
qubit case shown in Figure 5.6.

from the resonator will have a larger amplitude as well, we are more likely to gain
useful information from the measurement since the signal-to-noise ratio increases as
the power of the readout signal goes up®®. Nevertheless, our measurement of the
coherent states leaked out of the resonator is subject to the quadrature uncertainty,
thus, the measurement result will be distributed as Gaussians centered at oy, a., or
oy as shown in Figure 5.12. The uncertainty in the measurement will then lead to a
random backaction on the qutrit conditioned on the measurement results. It is this
random backaction that leads to the dephasing of the qutrit. For a qubit, we have
already introduced the Kraus operator description in Section 5.3.6 without giving a
rigorous derivation. In the next section, we will finally formalize this idea in the limit

of continuous measurement.

(ii) Related to the coherent state amplitudes is the readout frequency. As shown in

55However, remember that the dispersive coupling is valid only in the low-photon case, so the readout
power is usually not a good parameter to adjust.
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Eq.(5.194)-(5.196), the field amplitudes are Lorentzian functions of the detuning.
Hence, for the same drive strength a;,, the amplitude built up inside the resonator will
be the highest when the detuning is zero. However, we cannot drive all three dressed
frequencies with zero detuning simultaneously, which means that we have to play
with the readout frequency so that the separations among the three coherent states
are maximized for state classification. Figure 5.11(b) shows the steady-state ampli-
tudes of the resonator for some arbitrary readout frequency near the bare resonator
frequency; in general, the complex steady-state amplitudes lie on a circle that goes
through the origin of the phase plane. In addition, Figure 5.11(c) plots the distance

between two coherent state amplitudes as a function of the readout frequency.

(iii) A larger dispersive shift yq will also lead to a faster decoherence time. This, again, can
be argued from an information-theory point of view. The dispersive shift determines
how well we can separate the three qutrit-dependent resonator frequencies; hence the
larger the dispersive shifts, the easier the state classification. However, as we have seen
in the analysis of the qubit-resonator coupling, - is proportional to the square of the
coupling coefficient and is inversely proportional to the detuning. For the dispersive
coupling to be valid, we cannot make \/ng/A too large, thus limiting the amount of
Xqr realizable in practice. Furthermore, there is another ratio we can design to improve
the state classification — the ratio between the dispersive shift xq and cavity decay
rate k. The effect of x is hidden in the expression of the steady-state amplitudes. As
shown in Figure 5.11(d), the distance between the coherent states can be improved

by making xq > k.
5.8 Quantum Stochastic Master Equations for Qubit and Qutrit
Measurement

As discussed in Section 5.2.2; an unconditioned master equation can be interpreted as the

stochastic trajectories ensemble-averaged over all the possible measurement outcomes. The
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combined system of the qudit and the resonator can be measured either actively by us or
implicitly by the environment. In the previous section, we ignored the information coming
out of the resonator, which is equivalent to assuming that all measurements are implicitly
made by the environment. To describe an active dispersive measurement by us on a qudit, we
thus need to retrieve the information that has been so far averaged out. Since measurements
are probabilistic in quantum mechanics, we need to introduce a stochastic master equation

[GBBO08, GZ04, WD01, WM93] to model the random measurement outcomes.

In this section, we first revisit the quantum channel for the dispersive measurement of a
qubit introduced in Section 5.3.6. In particular, the field coming out from the resonator is
detected using a heterodyne scheme where only one quadrature of information is measured.
Since a typical superconducting qubit is a weakly-anharmonic oscillator, the multi-level
model should produce a more realistic result. Nevertheless, we can already gather tremen-
dous intuition through the qubit example. After solving the stochastic master equation for
a qubit, we move to the dispersive measurement of a qutrit using the heterodyne scheme
where both quadratures of the outgoing field are measured. Finally, the theory is compared

with the experiment on a transmon qutrit.

5.8.1 Dispersive Measurement of a Qubit Using the Homodyne Detection

To derive a stochastic master equation, we need to quantify the leakage rate of information
from the readout cavity. (To be concrete, Figure 5.11 (a) shows a schematic of the readout
cavity with a transmon placed inside.) As usual, assume that the cavity has a leakage
rate of K.y at the output port; that is, there are koAt photons coming out from the
cavity during a short time At if the cavity stores n photons on average. For simplicity,
let us assume ki, < Koyt SO that the photon leaking from the input port can be ignored;
we will relax this condition later for the qutrit case. To follow the assumption made in
Section 5.3.6, the readout frequency will be set to the bare cavity frequency w, so that
the readout signal is detuned by £y when the qubit is in the ground and excited states,

respectively. This assumption will also be relaxed when discussing the qutrit measurement.
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For a qubit, however, placing the readout frequency exactly in the middle will make the

problem symmetric and simplify the algebra.

The quadrature field coming out from the cavity should have an average field amplitude
VEowAt, where 7i(t) = |a(t)|? depends on the coherent state amplitude of the cavity. For
example, the resonator should be in |ay,(t)) (or |ae(t))) if the qubit is in the ground state
(or excited state) as solved in the last section. For simplicity, we work in the steady-state
condition where the coherent state amplitudes are given by

vV Hinain
— 2
+x —ik/2 (5.287)

Qge(+00) =
Then, one can plot the two steady-state amplitudes on the phase plane, which are already
shown in Figure 5.6 with the uncertainty of the coherent states taken into account. Note
that we have chosen the phase of a;, so that the two coherent states are symmetrically
placed about the [-axis as shown in 5.6 so that all the information is encoded along the
Q-axis. Consequently, by using Eq.(5.287), one can express the @Q-coordinate of the coherent
states by Fv/fisin¢,, where i = |a,.(+00)| and ¢, = tan~!(x/2x). In other words, the

quadrature signal coming out of the cavity is given by
Fq = FV KoutNAl sin . (5.288)

(Of course, the other coordinate we ignore has an amplitude v/kounAt cos ¢,,.) Intuitively
speaking, a bigger sin ¢, would give a larger separation between the two Gaussian distribu-

tions, leading to faster state estimation.

Looking back to Section 5.3.6, we now have quantified the value of ¢ for specific qubit
and cavity parameters. As a reminder, the Kraus operator defined in Eq.(5.27) assumes a
discretized time axis where each measurement is performed with an integration time At;
however, in reality, the measurement is “almost” continuous because the readout signal will
interact with the cavity for a duration defined by the pulse length®®. Hence, we look for a

continuum limit of the quantum channel described by Eq.(5.27).

56We use the word “almost” to indicate that the signal traveling along the cable will eventually be
discretized by the ADC whose sampling frequency is finite.
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By using Eq.(5.29) and (5.288), we can calculate the first and second moments of the

measurement )y conditioned on the qubit state p, = p:

E(Qklpr=p) = al9l plg) — qlel ple) = 7 Te(6p)

rknAtsin ¢ Tr(6.p) = / kmAt Tr(6.p), (5.289)
o 0 2N? ) 2N .
1
T (2 et 1 2]
_ 2 B R 2
/_oodq<ﬂ> e q 4+q 4+k t, (5.290)

where we lump all the constants into a parameter
ky, = Kiisin® ¢,. (5.291)

Next, by assuming At = ¢*/k,, < 1, we compute the updated qubit state ., conditioned
on the previous state p, = p and measurement ). = ¢ up to the second order in qq =
qVkm At [Rou22]:
kiik)
Tr (f(q,sf(;)
@0 [g)(g] + =@ |e)(e] | p[e=@" [g) (g] + €@ fe) (e]
e @0 (g| p|g) + e~ (e pe)

= p+4¢°¢ (6.p6- — )

Pk+1 =

0200+ 0T = 2Tx(6.9)0 | | 200 — 84°6° Tr(6.) | + 0(4?A0)

= p+ dkmq® At (6.0 — p)
+ o [a—zpt v et -2 Tr(&zﬁ)ﬁ] [2q\/K — 8V Te(6.9) At] + o(2At).

- (5.292)

To proceed further, let us examine the expression in the last square brackets, i.e., (I

change ¢ and p back to their corresponding random variables)
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In particular, the first and second moments of AW}, to the first order in At are given by
E(AWy | pr = p) = 2VALE(Qx | o = p) — 83V ki B(Q} | 1 = ) Ta(6.p) At
= 23/ Te(6.0) AL — 8/ ki G + k:mAt) Tr(6.p)At = o(At), (5.294)
E(AWZ | pr = p) = 4E(Q} | pr = p) dt = At + o(At). (5.295)

Since the expectation and variance are independent of pj, to first-order in At, we can drop
the conditioning on pi; in other words, Wy, satisfies the Markov property. Using the fact that
AW}, has a variance At, we conclude that W) can be approximated by a classical Wiener
process W, (i.e., E(dWW;) = 0 and E(dW}?) = dt) as At — 0. In addition, from Eq.(5.293),
we also have

1 2 1
Qiat =7 [AWk + 8/ Fm @2 Tr(&zﬁk)At] = SO +o(At), (5.296)

which can now be replaced (to the first order in At) by
9 1
Q;dt = Zdt (5.297)
with the help of It6’s formula dW? = d¢ (almost surely).

Finally, by taking At — 0 and substituting dW; and Q?dt into Eq.(5.292), we obtain the

quantum stochastic master equation in the diffusive limit [Rou22, Nag19, WM10)]
dpr = ki (&Zﬁt&l . ﬁt) dt + ko [&Zﬁt I LA AR (5.298)

Besides the missing decay channel, Eq.(5.298) follows the general form of the stochastic
master equation introduced in Section 5.2.2. The measurement channel has the Lindblad
operator Ly, = f/jn = 7,. The measurement strength is characterized by k,,, which is
proportional to the cavity leakage rate Koy, the number of photons in the cavity n, and the
dispersive coupling strength y; from the perspective of information theory, the measurement

strength represents the rate of the information leakage via the measurement channel.

In practice, it’s custom to define a time-integrated quantity ., whose change at step k
(i.e., Ay = yx — yp—1) is defined to be Q) multiplied by the square root of the integration
time At:

Ayr = 2Q1V At = 87k Q7 Tr (6. p) At + AW, (5.299)
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In the diffusive limit, we obtain the second stochastic differential equation®”
dy; = 2/ k, Tr(6.p¢) dt + dW5, (5.302)

analogous to Eq.(5.8) in the classical control theory. y; is useful because the expectation of

its time derivative is an estimator of the qubit state in the z-basis:

_ 1 dg
2V, dt

Such a quantity can be numerically computed in an actual experiment since At is not

E[Tr(6:p1)] (1) (5.303)

infinitesimally small due to the finite sampling rate of the analog-to-digital conversion.

5.8.2 Understanding Decoherence

Let us now use the quantum stochastic master equation for dispersive coupling to understand
the cause of decoherence. Recall that any qubit state (pure or mixed) has a Bloch-vector

representation with the coordinates given by
x=(0,) =Tr(6.p1), y=1(0y) =Tr(o,01), 2= (0.)="Tr(6.0). (5.304)

In other words, the state of the qubit is completely specified if we know the expectation of

each Pauli matrix. Given any stochastic master equation

we can use [t6’s rule to derive a stochastic differential equation for each component of the
Bloch vector. Since the second derivative of Tr (Aﬁt) with respect to p; vanishes for any

constant matrix A, the 1t6’s rule for Tr (Ap}) reduces to

5TSometimes it is also helpful to define a quantity called the classical white noise as the time derivative
of the Wiener process )
& =W, (5.300)

such that the stochastic differential equation of y; can be rewritten as
Ut = 28/, Tr(6.0¢) + & (5.301)

The noise & is said to be white since it can be shown that the autocorrelation function of &; is a delta
function, resulting in a flat power spectral density.
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Tr(Ap Tr(Aj
dTr(Ap) = <M,F> dt + <M,G> aw,

dﬁt dpt

= Tr(AF) dt + Tr(AG) dW,, (5.306)

where d/dp; represents the elementwise derivative®® with respect to the matrix elements of
pr and (-, -) is the Frobenius inner product® of two matrices. Apply this to A = 6,,6,,6.,

we obtain
A(6,) = =2k (6,) At — 23/km (62)(5.) AW, (5.308)
A(G,) = =2k (6,) At — 23/ kp (6,)(6.) AW, (5.309)
d(6.) = 2\/5(1 . <a—z>2> v, (5.310)

To gain some intuition about the behavior of each component, we take the expectation

of each stochastic differential equation:

dE((6,)) = —2k,E((6,)) dt, (5.311)
dE((5,)) = —2knE((5,)) dt, (5.312)
dE((5.)) = 0. (5.313)

Clearly, on average, the vector shrinks to the z-axis. However, despite the fact that mea-
surement creates backaction, the z-component is not affected in expectation, which allows
us to gather information about the z-component of the qubit. Such an invariance against

the measurement backaction is called the quantum non-demolition (QND) measurement.

Nevertheless, the measurement does destroy information in the transverse direction,

leading to measurement-induced decoherence. Let us go back to the stochastic differential

58To be precise, the (i,j)-entry of the derivative is given by

dTr (ApAt)
dpy

78Tr(A,6t)
)i

(5.307)

ij

%Recall that (4, B) = A" B for any matrices A and B of the same size.
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equations before taking the expectation. Suppose we have a qubit, which is initialized in a
superposition state (|g) +|e))/v/2, represented by the Bloch vector r = (1,0,0). In quantum
mechanics, this state is as quantum as all the other pure states because the laws of quantum
mechanics do not have a preferred basis. However, a real measurement will happen along
one specific axis (in our case, it is the z-axis). According to Eq.(5.310) the state will be
pushed towards either z = 1 or 2 = —1 due to the term (1—(6,)?). Before the state is steered
to z = £1, Eq.(5.308) will also push the value of x towards the z-axis. Hence, the net effect
is that r will converge to r = (0,0,+1), i.e., |g) or |e)®. In other words, a qubit subject
to a continuous-time measurement along the z-basis will lose its quantumness regardless of
its initial state and behave just like a classical coin with only two possible states. In fact,
we do not need to be the witnesses of any measurement; any real macroscopic system will
inevitably interact with the environment and thus lose its coherence quickly due to a similar
convergence. The set of states that a quantum system can converge to in the classical limit is

known as the pointer states. The measurement strength k,, will be huge for a macroscopic

object, so the decoherence process would appear to be instantaneous.

5.8.3 Dispersive Measurement of a Qutrit Using the Heterodyne Detection

Now, we consider a qutrit coupled to the cavity dispersively. To read out the resonator state,
we perform a heterodyne detection where the readout signal coming out of the resonator is
mixed with a strong (i.e., the annihilation operator can be replaced by its eigenvalues) local

oscillator (LO) signal

~ aLo(t)e 910 + al (t)eidro
Vio(t) = Lo(?) 5 Lo(?) ~ VLo cos(wpot — ¢Lo), (5.316)

50Tn fact, it can be shown that the solution to the stochastic master equation converges to |g) or |e) almost
surely by using the Lyapunov function

V(pe) = /gl e lg) (el b le) (5.314)

and (at least in the discrete-time case)

E[V(pr+1) | = p] = e "2V (p). (5.315)
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whose frequency wyo is different from the readout signal wq by the intermediate frequency
(IF) wir, e.g., wip = wro — wq. In fact, in a typical 1Q demodulation stage, the amplified
readout signal is first divided equally in power and then mixed separately by two LO signals
whose phases are 90° out of phase. Subsequently, the analog IF signals, passing through an
analog-to-digital converter (ADC), are processed digitally and demodulated finally to DC
(zero frequency). Unlike a homodyne detection where w0 = wq, the heterodyne scheme
allows us to measure both quadratures of the field at the same time (but still constrained
by the uncertainty principle). In addition, by first moving to an IF frequency (usually

wir ~ 100 MHz), the signal experiences less 1/f noise.

We will, however, not attempt to model the analog or digital demodulation part of the
heterodyne detection using quantum mechanics. Instead, we will work directly with the
coherent state coming out of the resonator and assume that we can process the signal in the
way described above and retrieve information about the coherent states subject to quantum-
mechanical noise and imperfect measurement efficiency. For a fully quantum-mechanical

description of the output chain, including filtering and amplification, see [BGG21].

Unlike the qubit measurement discussed in Section 5.8.1, there isn’t any symmetry we
can utilize to describe a general qutrit measured using the heterodyne scheme. To analyze
the information encoded in the complex amplitude of a coherent state, we first define

. ae? 4 alel?
I

ae 1 — glel®
¢ = #7 - 5.

Qs = o7 (5.317)

to be the two quadrature operators of the resonator field, where ¢ models the net phase
of the LO, cable delay, and any rotation applied during data processing. Similarly, for the

coherent states introduced in Section 5.7, we define

I,(t) = Re(age ™), Qy(t) = Im(age ™) (5.318)
I.(t) = Re(aee ™), Q.(t) = Im(aee™), (5.319)
I(t) = Re(ape™),  Qs(t) = Im(ase™?). (5.320)

Note, however, the quadrature fields defined above live in the resonator and what we

observe is only the leakage of the resonator. Recall that associated with the QLE for a
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resonator configured in the transmission mode is the boundary condition

out (1) = —ain(t) + VEowa(t) = Koura(t), (5.321)

where we have dropped a;, by assuming that the incoming signal at the output port is
isolated by a well-designed circulator stage and is not amplified at the output stage (i.e., the
parametric amplifier and HEMT are approximately unilateral). Since in the transmission
mode, the resonator is a two-port device, there should be another boundary condition for
the input port (see Figure 5.11(a)); in fact, we have been implicitly using it to define the
drive € = \/KinGin, Where @, is a classical (i.e., deterministic) signal entering at the input

port of the resonator.

In the Schrodinger picture, this boundary condition at the output port is equivalent to

saying that the outgoing traveling signal is in a coherent state whose amplitude is given by

out () = VEourtta(?) (5.322)

if the resonator is in the coherent state |ay) (t) for a € {e, g, f}. Moreover, recall that
dlutdout is the outgoing photon flux, so the mean photon number leaving the resonator from

the output port within an infinitesimally short time At is given by
n(t) = Kou At|ag (1)]?, (5.323)

the same as the expression argued heuristically in Section 5.8.1. In terms of the outgoing

quadrature fields on the transmission line, we have

Lot (t) = /Kou At (t), (5.324)
Qout(t> =V ﬁoutAtQa@); (5325)

where I, and @, are approximately constant over short At.

In reality, however, measurements are not perfect and not all the information encoded
in the photon flux can be captured; thus, the effective photon number we can measure is
only

Me(t) = nrAt|a, (1), (5.326)
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where n € [0, 1] is the measurement efficiency. Since 7, = koui/k < 1, the efficiency 7 is
naturally lowered by 7.. Note that 7, also contains the effect of k;,; since photons lost inter-
nally are inaccessible to the detector. In addition, by performing a heterodyne detection, we
automatically half the efficiency due to the power division in an I1Q mixer. Moreover, note
that when = 0, we would gain zero information about the system and can only talk about
the behavior of the qutrit in an averaged sense; thus, the stochastic differential equation to
be constructed should reduce to the unconditioned master equation and we will verify this

point later.

Unlike the mean amplitude, the uncertainty /variance associated with a coherent state
traveling on the transmission line is fixed (each quadrature has a variance of 1/4), so the
signal-to-noise ratio is proportional to Atf; in other words, the photon shot noise can be
effectively reduced by increasing the measurement time. Concretely, suppose the resonator
is in one of the coherent states |a,) associated with an energy eigenstate |a) of the qutrit.
Then, the conditional probability density of measuring a particular point (7, @Q)) in the phase

plane with an integration time of At given the qutrit state |a) is a two-dimensional Gaussian

f(1,Q|pr(t) = |a)(a]) x exp _%(I_ ViEAt 1) ;i@ — VnrALQ,)

(5.327)

with a variance 1/4 in each quadrature. We have also assumed that the two arms of the mixer
output have the same conversion loss to use a single n; in other words, the measurement is

balanced.

More generally, if the qutrit is in a superposition state, then the cavity state, after tracing

out the qutrit state is given by

pr(t) = Trs[psr (t)] = ps.gq(t) [og) (agl + ps.ce(t) le) (o] + ps.se(t) lap) oyl (5.328)

as suggested by Eq.(5.193). Hence, the total conditional probability density of measuring
(1,Q) in the phase plane is now given by

f([, Q|/38R(t)) x Z pS,aa(t) exp [_%(1 — aniAt Ia)Z + (Q - aniAt Qa)Q | (5.329)

1/4
a€{g.e,f} /

Consequently, the entanglement generated by the dispersive coupling will project the qutrit

state to a new state (possibly mixed) based on the measurement outcome (7, Q) after At.
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By introducing the integration time At, we have discretized the continuous measurement
into time steps tg,t1,ts,... with a step size of At. We formalize measurement and the
backaction induced by the measurement output by introducing, at each time step t, a

continuum of POVM

{Bro(t) = Klg(t) Kio(te) | (I,Q) € R?} (5.330)

for the qutrit (i.e., the resonator is traced out in this description) with the Krauss operators
. _ 2 _ 2) .
Kg(ty) = M Z exp{— [I — \/nEAL Ia(tk)} - [Q — /KAt Qa(tk)] }Ha (5.331)
ac{g.e,f}
for any point (7, @) in the phase plane. The normalization constant .4, can be found by
imposing

/OO /Oo dI1dQ Erq(ty) = 1, (5.332)

as required by the completeness of the POVM. Using the Kraus operators, the probability

density of measuring (I, Q) is
Tr| s () Er ()| = Tr | Krq(ti)ps(t) Ko () . (5.333)

which, of course, must agree with Eq.(5.329). Furthermore, the post-measurement state

conditioned on the outcome (I,Q) is

KIQ(tk)ﬁS(tk)f(}Q(tk) .
Tr [KIQ(tk)ﬁS (tk)K}Q(tk)]

ps(trr1) = ps(ty + At) = (5.334)
We emphasize that ps(tg11) is the conditional reduced density operator and thus is not the
same as the reduced density operator used in the effective qutrit master equation before.
Nevertheless, once averaged over all the possible measurement history, we should reproduce
the unconditional density operator. Furthermore, it should be clear from Eq.(5.334) that the
series of quantum channels form a Markov chain, making the entire mathematical formalism

easier to deal with.

Based on Eq.(5.334), we look for a stochastic differential equation in the diffusive limit

as At — 0. We start with n = 1 so that we do not need to worry about averaging over
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the unobserved information; of course, such an assumption is unphysical so we will need to
relax it later. To introduce random processes that capture the measurement noise, we first
examine various moments of the measurement outcomes I, = I(tx1) and Qr = Q(txs1)
within [tg, tx + At) conditioned on the qutrit state at tx. To begin with, the conditional

expectation of I and @)y are

B[l ps(t)] = [ [ 1@ 710, Qps(0)) = VarBE T [ps(t) L) = O(VB0),

(5.335)
B[Qe | s(te)] = [ araQ @ 1(.Qps(t) = vawdi e st Lot = O(VB0),
(5.336)
where we have defined
Li(t) = IO, + L(6)IT, + I;(t)IIy, (5.337)
Lo(t) = Qg(t)IIy + Qe(H)Ie + Q(t)IL;. (5.338)

More importantly, we also have
R - 1 W atn 1
E[[Iz ’ pS(tkﬂ = Za:ps,aa (UKAU_? + Z) = 77/<3At Tr(ﬂSL}LI) + 4_1 = O<1>7 (5339>
_ 1 PPN 1
2 A _ 2 _ A TT —
E{Qk | /)S(tkﬂ = ; PS,aa (WéAtQa + 4_1) = nrAtTr <p8LQLQ> t1= O(1), (5.340)
E[LQx | ps(ty)] = neit Tr (psﬁlﬁQ) — O(A?). (5.341)

We observe that the second moments of [ and () are nonvanishing as At — 0 but the
correlation between I, and @, would vanish for small A¢, which implies that measurements
of I, and @)y are related to two independent random processes. We can keep computing

higher moments, such as

E[1}Qx| ps(ti)] = i N Tr(ﬁsfiQ> 4 kAL Ty (ﬁsiizQ) —OWAD,  (5.342)
E[1,Q} | ps(te)] = i N Tr(ﬁgﬁ1> + At Tr(,ésﬁ]ﬁé) — O(VAD), (5.343)

but it’s clear that terms containing I? and Q% are not negligible and should be examined

carefully as At — 0.
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In the diffusive limit, we introduce two random processes, W;(t) and Wy (t), related to
I, and Q) by
AW (tg)

WAL
. AW,
Qr = /nrAt Tr [ﬁs(tk)LQ(tk)] + %A(Zk)’ (5.345)

where AW[(tk) = W[<tk+1)—W1(tk) and AWQ(tk) = WQ<tk+1)—WQ(tk). From the moments

I, = /nRAL T [,as(tk)zf(tk)} v (5.344)

of I}, and @), one can easily verify that, up to the first order in At,

E[AW:(t) | ps(te)| = E[AWq(tx) | ps(t)] = 0, (5.346)
E[(AW;(tx))* | ps(tr)] = E[(AWq(tx)* | ps(ts)] = At, (5.347)
E[AW) (t) AW (t) | ps(t)] = 0. (5.348)

Hence, W; and Wg can be treated as two independent Wiener processes. Moreover, since
the moments of the Wiener increments are independent of the qutrit state, we can drop the
conditioning above. However, note that the qutrit state depends on the past trajectory of
W and Wy, which is why ps should always be interpreted as the conditional states. Putting
it differently, according to Eq.(5.344) and (5.345), we notice that the history of I and @) are
determined once we have specified a realization of W; and W; therefore, we can generate
the quantum trajectories of the qutrit during the dispersive measurement by simulating all

possible realizations of W; and Wy,.

With the preparation above, we are ready to derive the stochastic master equation in
the diffusive limit from Eq.(5.334). In the limit as At — 0, we can expand Eq.(5.334) to
first order in At with the caution that the Wiener processes follow Ito’s rule, i.e., (AW;)? =
(AWg)? = At and AW;AW, = 0. In addition, the calculation is considerably simplified
with the following observation: The Kraus operator

Ko =4 Y el - [1 - Vardt )] -~ [@ - VardtQun)] i,

ac{g.e f}
12

~ Ny expq — [l — VALY L (), | - [Q — VnEAEY  Qa(ti)I,

2

— exp{— [1 - \/Mﬁf(tk)] " [Q - \/MiQ(tk)] 2} (5.349)
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At=1000 ns At=500ns At=100 ns

Figure 5.13: Illustration of a weak measurement in the diffusive limit. As the integration
time of each sample reduces, the three Gaussian distributions merge together and can be
approzimated by a single Gaussian. The mean vector of the approrimated distribution is
given by the centroid of the three original mean vectors (i.e., (I, Q,)) weighted by the
probability of the corresponding qutrit state |a).

to the first order in At. A graphical justification is provided in Figure 5.13. Since [IA/ I f/Q] =

0, we immediately have

Rig(t) ~ Aesp{ - [1 = VirbiLit)] fen{ - [@ - VarBilow)] ). (.350)

which is a great simplification and a verification that the values of I and @) are uncorrelated
in the diffusive limit. Next, we replace I and @ using Eq.(5.344) and (5.345) so that the
Kraus operator at ?; is implicitly fixed by a realization of W; and Wy,:

K10, (tr) = N exp [\/n_mLAW,(tk) + 20k Ly (t) ) Ly (t) — neAEL (t)
N \/A_t/Q}
exp [\/n_/ifJQAWQ(tk) + 29t Lo (te) ) Lo (t) — neAtL3(t)
- mAt<1iQ(tk)>2 - \/E/z}
— Ny exp [Wﬁ;AWI(tk) + 20 A8 Li(t) VL (t) — nm@%w]

exXp [\/U_R[A/QAWQ('LL]C) + 277/{A75<[A/Q(tk)>f/@(tk) - T]HAtIA/é(tk)}, (5351)

where we have used Ito’s rule and lumped all scalar terms into N;. We have also adopted
the notation </1> =Tr [ﬁg(t)A}. In addition, note that we do not need to know the value of
Ny because it appears in both the numerator and denominator of Eq.(5.334) and will thus

be canceled.

At this point, there is not much simplification possible, but the math is also quite
219



straightforward. After some algebra and several applications of the It&’s rule, we arrive at

KIka(tk) ( )KIka(tk)
Tr[kaQkak)ps(tk) wkaw}

1. 1. A
st + e | i )is(en) Latte) — 5 E30)as(te) = as(en) )| o

ps(tes1) =

+VIk [Ll(tk)ﬂs(tk) + P (tr) Li(ty) - 2<E1(tk)>ﬁ3(tk)} AW (tr)
+ 0k {EQ(tk)ﬁs(tk)ﬁQ(tk) - %i (te)ps(te) — lﬂs(tk)ié(tk)] At
ps(t

2
Vi | La(t)ps(t) + s () Lo(t) = 2( Lo(te))ps ()| AW(t)

(5.352)

to the first order in At. By replacing At and AW (¢) by differentials dt and dW (t), respec-
tively, and let dps(t) = ps(t+At) — ps(t) as At — 0, we finally obtain the stochastic master

equation®!

dps(t) = nsD [Li(t)] ps(t)dt + e [Lo(t)| ps(t)dt
+ \/n_H[LI( )ps(t) + ps(t)Li(t) — 2<£1(t)>,as(t)] AW (t)
VIR Lo)ps(t) + ps(t) La() = 2(Lo())ps(t) | dWa(0) (5.353)

In practice, we do not have control over W and W; instead, we observe current /voltage-like

quantities of the form

AW (tx)

Vig = Novan VIE(2Ls (1)) + g (5.354)
. 2Q) A AWq(ty)
Vou = VA—Z = ViIR(2Lo(t)) + = (5.355)
which, in the continuous limit, become
Vi(t) = ir(2L1(t)) + &1(1), (5.356)
Vo(t) = ViIR(2Lo(t)) + Eo (1), (5.357)

61The dependence of the stochastic quantities on time is shown in the parentheses since there are too
many subscripts.
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where &(t) = W;(t) and &o(t) = Wo(t) are classical white-noise signals defined by

E[&:(t)] = Eléo(t)] = E[&r(t)éo(t)] = 0, (5.358)
E[&r(0)&(t)] = Eléo(t)so(t)] = 6(t —t'). (5.359)
Since the ensemble average of the white noise is zero, Eq.(5.356) and (5.357) explain why

we can determine the qutrit state, which is encoded in <f4(t)> and <ﬁQ(t)>, by making

measurement of V; and Vj,.

There is still one detail to be corrected, which is the fact that we have set n =1 in the
above derivation. Following the standard treatment of detection inefficiency (i.e., 0 <n < 1),
we introduce two new Wiener processes W;(t) and W (¢) such that the efficiencies associated
with them are both set to be (1 — 7). In addition, the four Wiener processes should be
independent (think of (W, Wr) and (Wgq, W) as two Poisson branching processes but in

the diffusive limit). Consequently, the stochastic master equation has four stochastic terms
Aps(t) = D [L(0)] ps(t)dt + (1 =)D [Ly(1) pse) e
+ kD[ Lo ()| ps(t)dt + (1 — n)sD | Lo(t

VIR | Li(8)ps(t) + ps () L (1) - 2<£1<t>>ﬁs<t>}dwl<t>

+ \/n_ff[icz(t)ﬁs(t) + ps(t)Lo(t) - 2<LQ<t>>ﬁs<t>] AWo(t)

+ V(= nr [LQ ps(t +p5<t>LQ<t>—2<iQ<t>>ﬁs<t>

—

AW (t).
(5.360)

where the information encoded in the last two terms is assumed to be lost in the measure-

ment; thus, marginalizing Wi(t) and W (t) yields
dps = kD[ L] psdt + kD [ Lo| psdt
+ VALY |:I:1,63 + ﬁsz] — 2<E1>ﬁ5] dW[ + VALY ﬁQﬁg + ﬁgﬁQ — 2<Z\;Q>p/\5:| dWQ
(5.361)

Note that despite reducing the amount of information gained in an imperfect measurement,

the qubit still dephases as if the efficiency is 1.
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So far, we have been ignoring all the other decoherence channels of the qutrit. We
can generalize the stochastic master equation by simply adding the qutrit decay and pure
dephasing terms; however, at first glance, the measurement-induced dephasing rates defined
in Eq.(5.283) seem to be missed by the stochastic master equation. In fact, K& {IAJI} ps +
kD [ZA}Q} ps did not show up in the any of the master equation introduced before, at least
not obvious in its current form. Nevertheless, one can show that

kD[ L1|ps + kD[ Lo ps

2 2 2
= L o5 s + DL [o. s + Ll 5. ]

_ %g}s (6.g¢) s + %92) (6-9¢]ps + %92) 6-cr|ps (5.362)

by a simple rearrangement of the dissipation superoperators. Thus, by including the self-

evolution of the qutrit and all the other Lindbald operators, we obtain

A~

dp = ( — % [Hq,eff, /5] + V1,9eD {696}/3 + V,9fD {&gf}ﬁ + Vi,erD [&ef}:a

+ %% (62gc] + %% (620¢]p + %@ (6] [’)> at

+ (M&% (62ge)p +

: Tm,ngZ) [c“rz,g f} p+ %@b [&Z@f} [3) dt

4
+ /AL | Ly p AWy + /iRl Lo | p AW, (5.363)

where the measurement superoperator Jl {ﬁ} associated with an operator L is defined via
M[L]p=Lp+pLt —Tr (z,s - ﬁﬁ*) F (5.364)
and the subscript S is dropped with the understanding that p represents the conditional

density operator of the qutrit only.

Even though we have reproduced something that appeared before in the displaced frame,
i.e., I'm ap, we have still not derived the exact measurement-induced dephasing rates I'q 4
that appear in the unconditioned master equation of the qutrit. However, if we use the

expression for oy, o, and ay at steady state, i.e.,

€ €
— - , « +OO — N )
) Avg + Xqr — 1K/2 s ) Avg + 2xqr — 1K/2

(5.365)

ay(+00) = Qe (400

€
Ard - i,‘€/27
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Figure 5.14: A comparison of the measurement dephasing rates derived in the laboratory

frame and the measurement rates found in the displaced frame.

we can show that

- B Kl Xar
Fimael(400) = 2haaelt00) = T o (B + x4 (727
B B Kl Xa
Py (+00) = 201 (+00) = (R Bl (AL + 2xa)? + (/28]
Klel* Xar

P (400) = 2aes (4o0) = ) S 7+ (82 (B T 2 F (/277

(5.366)
(5.367)

(5.368)

and, thus, at steady state, the heterodyne measurement indeed induces a dephasing at rate

['q.qap between two energy levels of the qutrit. Figure 5.14 provides a detailed comparison

between I'y, ;e and 2I'g 4. before reaching the steady state. Such a discrepancy can exist since

we have been assuming a Markovian system; from the derivation of the effective qutrit master

equation, however, we know that the qutrit alone is not really Markovian. Nevertheless, by

replacing 'y o5(f) by 2Tq.06(+00) at steady state, we arrive at an effective qutrit stochastic

master equation

dp = ( - % |:F[q,eff7 ﬁ] + '71,5]6923 [&ge}ﬁ + Wl,gfgb [C}gf}ﬁ + Pylyefgb {&ef},a

Eﬁ%&ﬁg

+ /AL L] p AW + /il | Lo | p AW,

%w+mm@

* 2

[Gge)p+ 2

[&ng]ﬁ-+-Jﬂiiltlliifgb[&Zﬁf}ﬁ)<1t

(5.369)

By taking the ensemble average of the stochastic master equation, we indeed reproduce
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Figure 5.15: Open quantum system modeled with a diffusive random process. By ignoring
a portion of the information lost in the environment, we can reduce a fully-stochastic time
evolution to a partially stochastic one by introducing the detection efficiency n. Further
marginalization of the measured information results in the unconditioned master equation.

the effective qutrit master equation. As a summary, Figure 5.15 illustrates the relationship

between all the master equations we have encountered.

5.8.4 Simulation and Experimental Verification

Eq.(5.369) can be simulated using finite difference just like a normal differential equation.
However, since the measurement is random, each finite-difference simulation of Eq.(5.369)
must be accompanied by a specific realization of W; and Wg. In other words, Eq.(5.369)
can only be simulated in the Monte-Carlo sense. In addition, since a finite-difference simu-

lation discretizes the time into steps of size At, we need to draw AW; and AW, from two
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Figure 5.16: Monte Carlo simulation of the qutrit stochastic master equation with an
initial state given by Eq.(5.370). Three sample trajectories are shown in the first three
columns. Then, a thousand trajectories are averaged to produce the last column. The first
two rows plot the matrixz elements of the qutrit density operator. The last row is the von

Neumann entropy S(p) = —Tr(pln p).

independent Gaussian distributions both with mean zero and variance At%2.

For example, consider an arbitrary qutrit state

05 0.3 0.36
p(0)=1| 03 02 024

0.36 0.24

If we repeat the simulation with this initial state a thousand times, we will obtain a thousand
distinct quantum trajectories of the qutrit. Three sample trajectories are shown in Figure
5.16, along with the corresponding von Neumann entropy. The last column of the figure
gives the sample-averaged state and entropy. Indeed, the sample-averaged population and

coherence agree with the ensemble-averaged ones shown in Figure 5.11, verifying that the

0.3

(5.370)

unconditioned master equation is the expectation of the stochastic master equation.

What is not obvious from the unconditioned master equation is the convergence of the

62Recall that for a standard Wiener process Wy, Wiy, — Wy ~ N(0,7).
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Figure 5.17: Comparison between the simulation and experiment. a. changing the
measurement time and b. sweeping the readout frequency.

qutrit state to one of the energy eigenstates as shown in the first row of Figure 5.16. Although
the qutrit is measured continuously and weakly, each infinitesimal measurement can push
the qutrit to a new state; consequently, due to the nature of the dispersive coupling, the

qutrit will slowly converge to the pointer states |g), |e), and |f).

In a real dispersive measurement, what we have access to are the transmitted signals
Vi(t) and V(t). By calculating the time averages of V;(¢) and V(t), denoted by V7 and Vj,
we obtain a complex number V;+iVj, which can be plotted on a phase plane. Repeating the
experiment a large number of times generates a scattering plot similar to Figure 5.12. One
can then compare the simulated V; +iVQ with the one measured in experiments to verify the
correctness of the stochastic master equation. In Figure 5.17, two sets of comparisons are
made: (a) We vary the measurement time to see the effect of the shot noise. As mentioned
before, increasing the measurement time allows one to effectively obtain a larger signal-to-
noise ratio and thus suppress the measurement time. (b) We sweep the readout frequency
with a fixed readout time and observe the change in the amplitude and phase of the (time-
averaged) transmitted signal. As illustrated in Figure 5.11(b), the center of each Gaussian
cluster lies on a circle that goes through the center. More critically, we can now find an
optimal readout frequency that corresponds to a large separation between the clusters and

thus gives the best state classification.

We can gain insight into other aspects of the measurement process from the stochastic

master equation. As one final example, recall that the qutrit can also decay due to the
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Figure 5.18: Effect of taking a long measurement. In the simulation, 1/71 4 = 1/71 ge =
1/7 ge = 30 us while the measurement time is 80 us.

Lindblad operators &4, while the measurement is happening. As shown in Figure 5.18, if we
set the measurement time to be longer than 1/7; 4, we would observe the shift of population
in the phase plane. In other words, the sample-averaged populations, i.e., pgg, pee, and pyy,
are no longer a constant as shown in Figure 5.16. Hence, in practice, we cannot simply

improve the signal-to-noise ratio by increasing the measurement time arbitrarily.

In conclusion, the qutrit unconditioned and stochastic master equations allow one to un-
derstand the dispersive measurement used in superconducting quantum computation quan-
titatively. We can simulate the expected measurement outcome to guide our design of the
qudit, the cavity, and their coupling strength. Moreover, the results demonstrated for a
qutrit can be easily generalized to a qudit with an arbitrary number of energy levels. To
further enhance our understanding, it is worthwhile to investigate the non-Markovian na-
ture of the system and detail the model of the noise around the qudit, thus enabling more

accurate prediction of quantum measurement in realistic scenarios.
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APPENDIX A

Useful Formulae and Fourier-Transform Pairs

1. Parseval’s identity

/ &r P (r)G(r) = / &k 7 ()Y (K)
2. Conjugate-symmetry of real functions: If E(r,t) is real, then

E(—k,t) = & (k, 1)

3. Fourier-transform pairs

5(1‘ — I‘O) — (27]_)3/2 e*lk-ro
1 . 1 1
47y (27)3/2 k2
r r 1 —ik
drr? dgrd (2m)3/2 k2

4. The convolution theorem

(F*G)(r) = / B F(X)G(r — 1) +— (27)*27 (k)9 (k)
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APPENDIX B

Classical Harmonic Oscillator

It is a well-known fact that the eigen-solution to a harmonic oscillator with the Hamiltonian
(or simply the total energy)

]% + %mw2q(t)2 (B.1)

H(t) =
is given by a rotation in the phase plane with a natural frequency w. Since the phase plane
is isomorphic to a complex plane, we can represent the pair (¢, p) as a complex number; in

particular, we can define a dimensionless complex quantity, called the normal mode, as

mw 1

at) = |2 alt) +i

() (.2)

By design, ¢ and p are (up to some normalization) the real and imaginary parts of the

normal mode:

) = | 5 fat) + " (1) (B3
p(t) = —iy/ "2 fa(t) — a*(1) (B.4)

= —(a*a+ aa") (B.5)

At this point, we can promote the normal mode to the annihilation operator and obtain the

familiar Hamiltonian operator for a quantum harmonic oscillator. However, we will stay in
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the classical regime for now and try to formulate the Lagrangian mechanics in terms of the

normal mode.

Given that we have an expression for the Hamiltonian, the Lagrangian can be computed

by a Legendre transformation:

) - mhw . h . ., hw , .
L=pj—H=-i (a—a") 2mw(a—|—a) T(aa—l—aa)
ih . . % % o ko ok * *
:5(—aa—aa +a a+aa)—7(a a+aa”)
ihoL . hw ihd -, )
2(aa aa®) —2(aa—|—aa)—|—4dt[a + (a*)?] (B.6)

Since the action functional is invariant up to the addition of a total time derivative, we can
ignore the last term. Moreover, integrating the first term by parts changes —aa* to aa* (the

total time derivative produced is also omitted). Hence, we obtain

L(a,a,a",a*) = %(a*d +aa*) — %(a*a + aa”). (B.7)

For simplicity, we will ignore the zero-point energy which comes from the noncommutativity
of a, a* and a after quantization; this allows us to exchange the order of multiplication and

write the Lagrangian as

L(a,a,a*,a*) =iha*a — hwa™a. (B.8)

It’s straightforward to verify that the Euler Lagrange equation associated with Eq.(B.8)%

d [oL ) N . oL ) N -
S, i), (1), (1) | = S-(al0), alt), ' (1), (1) (B.9)
reduces to
a(t) = —iwa(t), (B.10)

which indeed describes a rotation in the complex plane.

63There is actually another Euler-Lagrange equation for a*, but the resulting differential equation is
exactly the same.
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APPENDIX C

Quantization of a Transmission Line

C.1 Field Theory of an Infinite Transmission Line

We start from a discretized model of the transmission line and subsequently take the limit
of each physical quantity as Ax — 0. To begin with, the capacitive energy, identified as the

kinetic energy, is given by

o 1 s [ C (0D
Tanlt) = Jim 3 5(CIV (i = /_ g (E (1)
Similarly, the inductive energy, identified as the potential energy, is
Uina(t) = i 1LA I(xp, t)?
na(t) = lim k 5 (LiAz) (2, 1)
, 1 (g, t) — Dy + Az, t)]? /°° 1 [(0d)\?
=1 (LA = — | — 2
Ars - 2< : x){ LAz _Oodx 20, \ Oz (C2)

Note that we have used the position-dependent flux ®(x,t) as the generalized coordinates.
It’s clear that {..., ®(xp_1,t), ®(xk,t), P(xki1,t),...} in the discretized case are all indepen-
dent degrees of freedom; hence, when moving to the continuum, we should treat ®(x,t) as
infinitely many degrees of freedom labeled by a continuous index x instead of a single degree

of freedom as it might appear to be. In other words, we are dealing with a classical field.

Just like the discrete case, we can write down the Lagrangian Lrr, as the difference

between the kinetic and potential energy

ETL(d)(x),é(x)) = /_00 dz {%cb(x)? _ QLLZ(&E@(@)z
= /_OO dz Lrp (®(z), D(z), 0,P(x)), (C.3)
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wheref*

(%m@xa@¢y:%¢%_§j@@f (C.4)

is the Lagrangian density, satisfying the Euler-Lagrange equation [PS95]

J | 0% 0%y B 0 | 0% (©.5)
ot | od | ®@n | 00 | 2@ Jx | (0,D)| ®) :
O(z,t) ®(z,t) d(x,t)
022 (x,t) Bo®(,t) 8D (,t)

Given the Lagrangian density defined in Eq.(C.4), it’s straightforward to show that the

Buler-Lagrange equation reduces to a one-dimensional wave equation

0? 1 02
— ] = .
(81’2 v2 8t2> (z,8) =0, (C.6)

where v, = 1/4/L;C} is interpreted as the phase velocity of the waves traveling on the line.

To perform the field quantization, we rewrite the equations of motion in terms of the

Hamiltonian. To do so, we first need to define the conjugate momenta of ®(x)

M(r) = 220
0d

= Cd(z) = OV (2), (C.7)

which can be interpreted as the charge stored on an infinitesimally small capacitor located
at 2.9 Consequently, the Hamiltonian is defined as the Legendre transform of L
Hoy, = dx@@—iﬁ): do | —I(z)? + —(9,B(x)) (C.8)

The Hamiltonian is the sum of the capacitive and inductive energy as expected.

Since we will be looking at the modes (let it be a standing-wave or a traveling-wave mode)
on the line, it’s useful to convert physical quantities to their counterparts in the frequency

domain: Define the spatial Fourier transform of the flux and charge to be, respectively,

d(k,t) = \/LQ_W /OO dz @ (x, t)e %, (C.9)

64 Although the Lagrangian density is independent of the field ® in our example, we keep the general
dependence in the definition so that we can write down a general one-dimensional Euler-Lagrange equation.

65Note that the unit of II is [C/m], so it’s the charge per unit length.
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~ 1 o0 .
[k, t) = — de(z, t)e %, C.10
(kot) = o= [ el (©10)
The dual variable k is assigned the meaning of a wavevector, whose sign indicates the

propagating direction of the traveling mode. For future reference, we will also define the

frequency corresponding to a specific k as
W = W_f :Uplk‘. (Cll)

Note that we have restricted the frequency to be nonnegative. In this one-dimensional
problem, each frequency is two-fold degenerate since the wavevector has a sense of direction.

Moreover, since ® and II are real fields, their Fourier transform must satisfy

O (k, t)

Ci)(—k‘,t), (C.l?)

[T*(k, t) = [I(—Fk, 1). (C.13)

Applying Parseval’s theorem yields

Hrw(t) :/_ {201\11 (k,t) ) +

Since Eq.(C.14) represents an infinite collection of harmonic oscillators indexed by k, it’s

(cb (k,1)| } (C.14)

natural to define a normal mode for each k

wkCl ~ i ~
a(k,t) = \/Wd)(k,t) + mﬂ(k,t), (C.15)

which will become the annihilation operator as a result of the field quantization. Due to

the conjugate symmetry of ® and II, we have

* JwCr - 1 -
a*(k,t) = o O(—k,t) — \/ﬁ [I(—k,t) # a(—k,t). (C.16)

As the final step, we write the Hamiltonian in terms of these normal modes:

Moo () = /_ " dk %hwk [a* (k. t)alk, 1) + alk, tya* (k. ). (C.17)

[e.9]
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C.2 Quantization of an Infinite Transmission Line

C.2.1 The Schrodinger Picture

Since an infinite transmission line is mathematically equivalent to a one-dimensional free

space, its quantization amounts to the introduction of the commutation relations
[a(k), a’ ()] = o(k — k') (C.18)

for any pair of wavevectors k and k’. In terms of the conjugate variables, we have

[c%(k), ﬁ(k’)} — ih(k — k). (C.19)
As expected, the quantum Hamiltonian reduces to
. o0 1
Hyp, = / dk hwy la*(k)a(ls) + 5} : (C.20)

C.2.2 The Heisenberg Picture

Next, we examine the time evolution of the observables in the Heisenberg picture; it turns

out that the expressions obtained in this picture are very similar to the classical counterparts.

As usual, we start from the time evolution of the annihilation operator governed by the

Heisenberg equation

G t) = — (k. 1), Fine | = ik, 1) (C.21)

I~

Next, we use the solution

a(k,t) = e =gk t0) (C.22)

to find the time evolution of &3 and ﬁ:

2 h
d(k,t) = a(k,t) +al(k,t
(k,t) 2wkol[a(,)+a(,)}
h i ~ iwg (t—to) 4
~Vowa [e7 =Gk, t) + e+ U=al (k, 1)) (C.23)
M(k, 1) = —i MSC’ [a(k,t) — &t (k, )]
— i h‘“’;C’ [emx=10)G (K, tg) — e“x=)aT (K, t0)] . (C.24)
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To observe a wave motion in real space, we take the inverse Fourier transform of ®(k,¢) and

fl(k’, t):

A

b, 1) = V%_W/ood kB

dk ,47_“0 C 1[kz wg (t—to)] (k to)-i-e ilkz—wy (t—to)] (k tO)}
kYl

l[kx wi (t—t0)] (k’ t()) —|—€[ ’W—Wk(t_to)]&(_k’to)

t ikx

47kacl
+6—1[kx wi (t—t0)] A T(k to) +e_1[ kz—wy(t—to)] 5 T( k to)] (C25)

/ dk TI(k, 1)

1
o
/ > dk:\/m ho—n -0 3k, 1) — e~ b0 (1 10)]
-
0

H~

Q

) hWkCl eilkz—wi(t=to)] 4 (k tO) —i—el[ kx—wy, (t—1o)] &( k to)

. e—i[kzx—wk(t—to)]dT(k,’ to) _ e—i[—km—wk(t—to)]&f(_k’ tO):| . (026)

Note that we have used the change of variables to combine integrals with positive and
negative wavevectors. Alternatively, one can think of the new resulting expression as an

integration of the frequency since wy = w_;, is always positive in our definition.

Moreover, like the classical case, we define the voltage and current operators from the

flux operator

V(:ct)—QCD:ct

/ dk,/40 ilke—wn(t=t0)lg (, tg) + ellhr—rtt=0llg(—k #,)
Tl

—i[kaz—wp (t—to)] (k to) _ eril-kr—wi(t—to)] 4 T( k to)] (C.27)

. 1 0 .

1[km wg (t—t0)] A ]{7 ¢ 1[ kz—wy (t—to)] k ¢
5 [ \/Ml k. 1) - (k. to)

—ilkr—wy (t—to)] (/{5 to) +e i[—kz—wg (t—t0)] ( k tO) (028)

respectively. At this point, there is not a clear connection between the classical and quantum
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picture. This is because we usually consider traveling waves on a transmission line in the

classical microwave theory.

C.2.3 Standing Waves v.s. Travelling Waves

Classically, one can define the left- and right-traveling voltages and currents as
V(z,t) =V (2, t) + VT (x,1), (C.29)
I(x,t) =17 (x,t) — I (z,1). (C.30)
because a one-dimensional wave equation, in general, admits two independent solutions, i.e.,
fx —vpt) + g(x + vpt). (C.31)

The function f represents a right-traveling signal while g represents a left-traveling signal.
Looking closely at the voltage and current operators defined in Eq.(C.27) and (C.28), we

realize that the right- and left-traveling waves can be defined as

NN > hw _ I
V= (2,t) = —i / dk /ﬁ [eFikemion(t=t0)g (1 ) — eThetiont=10)gT (1 )], (C.32)
0 Tl

A 1 *° hw ikr—iwr (t—to) A ikx+iwg (t—to) 4
I7(x,t) = “Z ), dk”FCk'l [eHhe R(Et0)g(kk, ) — eTikationtt gt (£k,t)] (C.33)

such that

~

Viz,t) =V (z,t)+ V(1) (C.34)
I(z,t) = V7 (x,t) — V< (x,t). (C.35)

In addition, we naturally obtain the impedance relations

V7 (x,t) = Zol 7 (1), (C.36)

which is the same as the classical results. Consequently, the quantum operators for power

wave amplitudes can be defined as [RD18, VD17]

Aty = 1 L/%

2
= | hwyv I I
— diy | =57 [eﬂ:lkm—lwk(t—to)d(ik tO) . 6$1k:p+1wk(t—to)&T(:tk tO)] )
\/ﬂ 0 2 7 7
(C.38)

V(x,t) +/Zol(x, t)} (C.37)
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Since = and t are always related by the velocity v,, we have

~ A~

AT (2,t) = A=t F z/vp). (C.39)

In other words, the power wave amplitude can be thought of as a function of only time; that

A:(t) R 0 t \/_/ dk / k:'Up —ka(t to) & :i:k tO) 1wk(t to) A (:Ek to)] )

(C.40)

is,

0N

The quantity A=T(¢)A=(t) represents the power traveling on the transmission line. In
practice, we often are interested in the power within a narrow bandwidth; hence, let us
examine the spectrum of fl‘:(t) by taking their Fourier transform:
hlwl

2vp,

dt AT (t)et = (C.41)

\/27r/ |
” e~ Ilbogt (|w| /vy, to), if w < 0.

~

Intuitively, A=T(w)A=(w) represent the power traveling on the line with a frequency w. If

g (4|w| /vy, to), if w >0,

we normalize A‘—( ) by the zero-point energy of the mode at frequency w, we would obtain
the traveling-wave annihilation operators
i
——— g (t|w| /vy, ), ifw >0,
2 T Up ’
— A (w) = (C.42)

—— e ltogt (Lw| fup, to), if w < 0.

V' Up
Consequently, a=T(w)a™(w) give the photon fluxes going to the right and left of the line. Fi-

nally, we can move back to the time domain to find the traveling-wave annihilation operators

used in the quantum Langevin equation:

2

a dwe ™67 (W)

\/27r/
_ / o [e Dt 1) — €l (o vy )]

\/27rvp
= / QR a(Ek, 1) — Al (k, 1) (C.43)
™
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To be precise, Eq.(C.43) is the traveling-wave annihilation operator before making any
rotating-wave approximation (RWA). Making the RWA amounts to ignoring the creation
operator in Eq.(C.43).
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APPENDIX D

Semi-Classical Approach to Matter-Light Interaction

D.1 Hamiltonian

We start with the dipole interaction
. 1 A .
H = —§ﬁwq0z —d-E(0,1),

where the dipole is a quantum operator

but the field is classical function of time
E(0,t) = E(0) sin(wt — ¢) = é,— (efiwt+i¢> _ eiwtfiqﬁ) .

The Hamiltonian is thus given by

H = —%hwqﬁz _ ido% (efithri(b _ eiwtfigb) (ei¢dia,+ + e’i¢di6,)
1

R 1 . o o . o o
— __I‘,—quo_z . éhQ (6 1wt+1¢61¢d10_+ . elwt 1¢e 1¢d10-_ te 1wt+1¢€ 1¢dlo__ . elwt 1({)61¢d10_+) 7

where Q = dyFEy/h is the Rabi frequency.

D.2 Rabi Oscillation

(D.4)

Given the Hamiltonian above, our goal is to solve the time evolution of the two-level system

[W(t)) = a(t)|0) + (1) |1)
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subject to some arbitrary initial condition. Substitute Eq.(D.5) into the Schrodinger equa-

tion, we obtain two coupled differential equations:

a(t) 1 Wy —iQelwt—ieida 4 Qe wWitide—idai \ [ q(t)
i = ——
. 21. . . o R
b(t) Qe wWitideida _ jQelwt=idpida —Wq b(t)
(D.6)
We solve this equation by going into the interaction picture of Hq = —Twq0,/2, i.e., we

define slow-varying coefficients a(t) and b(t) such that

a(t) = e“at/2q(t), (D.7)
b(t) = e “at/2p(¢). (D.8)
Consequently, we obtain
ia(t) = —% [—ieTi(wam@)temi(@Foa) y jerilwatwllpi(o=da)] j4), (D.9)
ib(1) = _% [ieHa M iorom) _ joileatolto=io—om] 5(p). (D.10)

Suppose both (2 and the detuning A = w,—w are much smaller than the qubit transition
frequency wq, then terms that oscillate at the frequency wq + w ~ 2w, will be integrated to
0 on the time scale 27 /2w, before a and b vary appreciably. Hence, we can make the RWA

by discarding the fast oscillating terms, i.e.,

. Q. Lo~
ia(t) = —Ee—lm—l%b(t), (D.11)
3 QO . .

ib(t) = —§e‘At+l¢9d(t), (D.12)

where ¢, = ¢ + ¢ai + 7/2. Eventually, we will show that a and b vary on the time scale
27 /v Q2 + A%, with the assumption that wy, > Q and wy > A, the RWA is thus self-

consistent.

To solve the coupled equations, we eliminate a to obtain a single second-order equation

of b:

b(t) — iAb(t) + (%)2 b(t) = 0. (D.13)
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The roots of the characteristic polynomial are

AL /(AP - 4(Q/2° i) 1 e (D.14)
7 2772 ’ '

Al =
leading to a general solution of the form
b(t) = /2 [A exp (%\/mt) + Bexp (—%\/mt)} . (D.15)
To determine the constant A and B, we use the initial conditions

a(0)=1 = a(0) =1, (D.16)

b(0)=0 = b(0)=0. (D.17)
Then, from Eq.(D.15), we have
0=0b0)=A+B—=— B=-A, (D.18)

which means

b(1) = A2 {exp (;mt) ~exp (_%mt)}

. 1
= 2i4e"*%sin (5\/92 + A2 t) : (D.19)
To find A, we also need an expression for a(t). Substituting Eq.(D.19) into Eq.(D.12) yields
~ Qie_iAt_i¢9 .
a(t) = ——q b(t)
, . A 1 V2 4+ A? 1
= 2 A iAL/2idg [15 sin (5\/ 02 + A2 t) + T+ Ccos (5\/ 02+ A2 t) . (D.20)
By using the other initial condition @(0) = 1, we obtain
€% Q)
A= — D.21
2v2 4 A2 ( )

and, hence,

a(t) = e 182 [1L sin <%\/ 02+ A? t) + cos (%\/ 02 + A? t>} , (D.22)

VQ2Z + A2
b(t) = ieim/”id’gﬁ sin (%\/92 + A2 t) : (D.23)
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Or, in the Schrodinger picture,

a(t) = /2 [1L sin (%\/ 02 + A? t> + cos (%v 02 + A? tﬂ ; (D.24)

V2 + A2
. . Q 1
b(t) = ie W% in (—\/92 + A2 t) : D.25
In conclusion, the probability of measuring the qubit in |0) and |1) are given, respectively,
as
)= la(®))* = |a(t)]* =1 Y e (Lvorrarn D.26
pot) = la(t) = fa(0)f =1~ o g (VR A7), (D)
o) = ) = )] = oy sin? (LT A7 (D.27)
! 02 + A2 2 ' '
By defining €2’ = v/2 + A? to be generalized Rabi frequency, we can also write
0,1
po(t) =1— gz Sin (59'75) ) (D.28)
0,1
p(t) = gz Sin (aQ't) : (D.29)

D.3 General Time Evolution

For arbitrary initial conditions a(0) and b(0), we would have
, 1 A 1 , s Q 1
a(t) = a(0)e“!/? [cos <§Q’t) + iﬁ sin <§Q’t)] + ib(O)em/Q’l‘bg@ sin (59/15) , (D.30)

. 0 1 . 1 A 1
b(t) = ia(O)e’“"t/Q“‘bgﬁ sin (59'15) + b(0)e it/ [cos (59’t> — iﬁ sin (59’t>} , (D.31)

which can also be described by the following time evolution operator

. 1 : A 1 . ) 1
iwt/2 -0/ swt/2 = s -0/ s iwt/2—igg 2% - el
) e cos (2Qt) + ie O sin (2Qt) ie O sm<2Qt>
U(t) - 9] 1 1 A 1
s o—iwt/24igg 2 s el —iwt/2 -0 o o—iwt/2 2 s -0
ie o 5111(291?) e cos (291&) ie o sin (2Qt)
(D.32)
For completeness, in the interaction picture, the time evolution operator is given by
1 A 1 - Q 1
—Vt) +i=sin | =Q't ie % _ sin [ =Q't
[i](t) UT(t)U(t) Ccos (2 ) + 19/ Sin (2 ) 1e O sin (2 )
o E iel%s L sin 1(2' t cos 1Q/t iA sin 1Q't |
94 2 2 94 2
(D.33)
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where

N iwqt
- iHt e 0 ,
Up(t) = exp (—1 hq > = = R,(—wqt). (D.34)
0 6—iwqt
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APPENDIX E

Displacement Operators

E.1 Definition

The displacement operator

is a unitary operator, i.e.,

with the property

(E.3)

The complex amplitude « indicates the displacement when ﬁ(a) acts on a coherent state.

One can also rewrite the displacement operator using the real and imaginary parts of «

and a: Convention (i): (h=1/2)

Convention (ii): (A= 1)

. X +iP
a =
V2
. atal i — gt
X:a+2a and Pz—la a
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E.2 Equivalent Forms

The following forms of the displacement operator might come in handy:

~

af—a*a — 2 at —a*a 2 SRS ~t
D(Q):@aa aa:e |ex] /260“16 aa:elal /26 aaeaa

E.3 Composition

Displacement operators usually do not commute with one another:

A

D(a)D(8) = ¥ =P D(a + §) = ™) D(a + §)

~

D(a)D(B) = e*® =P D(B)D(a) = ™) D(8) D ()

E.4 Actions on the Annihilation and Creation Operators

E.5 Time Dependence

(E.10)

(E.11)

(E.12)

(E.13)

(E.14)

(E.15)

(E.16)

One often encounters the terms Df(a)D(a) or Df (a)D(a) when going into a displaced frame

with a time-dependent «(t). This section is devoted to derivative a general expression for

the derivatives of the displacement operator.

To begin with, note that the following statement is in general true

d N
d swa
a’
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for a scalar function f(t) because [f(t)A, f(s)A] = 0 for any ¢ and s. However, it’s incorrect
to make the generalization

d am o

— e = A(t)eAW (E.18)
because [f(t)A, f(s)A] # 0 in general. Hence, when taking the time derivative of the

displacement operator, extra care must be taken:

i d . . d o
Dalt) S Dla(t) = Di(afe) S [e- s cotont orn

— Di(a) [-%ﬁ(a) +aa'D(a) — f)(a)a*a]

— &l — afa+ %ﬂ (E.19)

= —aa' +da*a 5 (E.20)
In addition, from the above derivation, it’s also easy to show that
d - T i A
ED(a(t)) = |4a] —d'a - ———— D(a(t)), (E.21)

before multiplied by the adjoint.
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APPENDIX F

Modelling Dephasing

F.1 Longitudinal Qubit-Environment Coupling

Consider a generic noise source®

specified by its mean A (i.e., the desired value) and a random process §);. \; can represent,
for example, noise on the flux line when tuning the qubit or charge noise on the control
line. If the noise source couples to the qubit weakly in the longitudinal direction (i.e.,

ﬁint x d\7,), we can represent the perturbed Hamiltonian as

R 1 A 1 _ 1., Ow
H = — 5 hug(M) 6 = —5hwg(X) 6, — 5ho.— R O(0X))
1 1
= —§h/wcl’(] 6-7; - 57:",0256-2 + (9<5)\?)7 <F2>
where wq o is the nominal qubit frequency and
ow
v = a_):l ;\5)\1: (F.3)

is the noise in the frequency. For weak coupling, we only keep the first-order noise.

Given the Hamiltonian above, we can write down the Liouville equation for the qubit.

In particular, we will examine the coherence p.,: = (e| pr |¢g), which evolves according to

Pegt = 1[wq0 + vilpeg, (F.4)

66The noise sources should really be represented by quantum operators. Since we focus more on the
ensemble-averaged behavior in the weak coupling regime, we will apply a semi-classical analysis here.
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or
t
Pegt = €XP {iqugt + i/ dr UT} Peg,0- (F.5)
0

To understand the average dephasing time, we can take the expected value over all realiza-

tions of §);. Denote the expected coherence by p,,(t) = E[peg,], then

Puy(t) = ' E {exp [—i /0 t dm} }ﬁeg(o). (F.6)

Moreover, we assume 0 \; and thus the frequency uncertainty v; can be described by Gaussian
random processes [KKY19], so the extra phase accumulated is also Gaussian-distributed (at

any fixed time )57

(I)(t):/otme_aa)\ / dro), N(o,a;(t)>, (F.7)

where the variance o2 (t) clearly depends on the details of 6)\;. Under this definition, the

expected value in Eq.(F.6) becomes the characteristic function of ®(¢):

E {eXp {—i /0 t dm] } —E [eiw)e]

To quantify o2 (¢), we need to characterize the random process d)\; first. To do so, we

R R R

invoke its autocorrelation function
R(S)\ (T) =E [5)\t5)\t+7] R (Fg)
whose Fourier transform is the (double-sided) power spectral density

S(;,\(w) = /oO dr R(;)\(T)G_MT. (FlO)

—0o0

(awq) / dt, / dt25>\t15>\t2]
<8w‘1> /dtl/ dty Rsx(t1 — ta). (F.11)

67Recall that a linear combination of jointly Gaussian random variables is still Gaussian-distributed.

This allows us to write

o3(t)=E [@2(15)}
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Next, we can extend the double integral to the entire ¢;-t5 plane by defining a rectangular
function II;(7) which represents the window of integration (note that ¢ is just a constant in
Ht):

1, if0o<7<t,
IL(r) = (F.12)

0, otherwise.

More importantly, the Fourier transform of I1,(7), i.e.,

,(w) = /_ 4T (r) = /0 dTeim:ei“tﬂ%, (F.13)

acts as a filter, allowing the low-frequency noise to pass. To see this, notice that the inner
integral in Eq.(F.11) can be treated as the convolution of II;(¢;) and Rsy(¢1) and, thus, can

be converted to the frequency domain by the convolution theorem:

ol(t) = (%)2/00 dt,I1,(t,) /OO dty ILi(ta) Rsx(t1 — t2)

- (%)Z/i dt,T1, (1) [; /: dw ei“’“ﬁt(w)sﬁ(w)}
- (%) [ s [ [ wna)
= (%) [T e s = (%) [ e g g

Note that the noise spectrum of )\ is filtered by a sinc? function, which unfortunately makes

the measurement susceptible to the 1/ f-noise.

Usually, we use S,(w) instead of Ssy(w) to remove the partial derivative in Eq.(F.14)
based on Eq.(F.3). Combining all the pieces, we obtain [NPY02]

Pog(t) = €400 exp {—% /_ Z ‘21—: W&,(w) Py 0). (F.15)

249



[AAB19]

[AAS13]

[ABG20]

[APG99]

[BGG21]

[BGWO7]

[BGY11]

[BPPO2]

REFERENCES

Frank Arute, Kunal Arya, Ryan Babbush, Dave Bacon, Joseph C. Bardin,
Rami Barends, Rupak Biswas, Sergio Boixo, Fernando G. S. L. Brandao,
David A. Buell, Brian Burkett, Yu Chen, Zijun Chen, Ben Chiaro, Roberto
Collins, William Courtney, Andrew Dunsworth, Edward Farhi, Brooks Foxen,
Austin Fowler, Craig Gidney, Marissa Giustina, Rob Graff, Keith Guerin, Steve
Habegger, Matthew P. Harrigan, Michael J. Hartmann, Alan Ho, Markus Hoft-
mann, Trent Huang, Travis S. Humble, Sergei V. Isakov, Evan Jeffrey, Zhang
Jiang, Dvir Kafri, Kostyantyn Kechedzhi, Julian Kelly, Paul V. Klimov, Sergey
Knysh, Alexander Korotkov, Fedor Kostritsa, David Landhuis, Mike Lindmark,
Erik Lucero, Dmitry Lyakh, Salvatore Mandra, Jarrod R. McClean, Matthew
McEwen, Anthony Megrant, Xiao Mi, Kristel Michielsen, Masoud Mohseni, Josh
Mutus, Ofer Naaman, Matthew Neeley, Charles Neill, Murphy Yuezhen Niu,
Eric Ostby, Andre Petukhov, John C. Platt, Chris Quintana, Eleanor G. Rieffel,
Pedram Roushan, Nicholas C. Rubin, Daniel Sank, Kevin J. Satzinger, Vadim
Smelyanskiy, Kevin J. Sung, Matthew D. Trevithick, Amit Vainsencher, Ben-
jamin Villalonga, Theodore White, Z. Jamie Yao, Ping Yeh, Adam Zalcman,
Hartmut Neven, and John M. Martinis. “Quantum supremacy using a pro-
grammable superconducting processor.” Nature, 574(7779):505-510, 10 2019.

Mustafa Ahmed Ali Ahmed, Gonzalo A. Alvarez, and Dieter Suter. “Robustness
of dynamical decoupling sequences.” Phys. Rev. A, 87:042309, 4 2013.

Mohamed Abdelhafez, Brian Baker, Andras Gyenis, Pranav Mundada, An-
drew A. Houck, David Schuster, and Jens Koch. “Universal gates for protected
superconducting qubits using optimal control.” Phys. Rev. A, 101:022321, 2 2020.

Lucio Claudio Andreani, Giovanna Panzarini, and Jean-Michel Gérard. “Strong-
coupling regime for quantum boxes in pillar microcavities: Theory.” Phys. Rev.
B, 60:13276-13279, 11 1999.

Alexandre Blais, Arne L. Grimsmo, S. M. Girvin, and Andreas Wallraff. “Circuit
quantum electrodynamics.” Rev. Mod. Phys., 93:025005, 5 2021.

Alexandre Blais, Jay Gambetta, A. Wallraff, D. 1. Schuster, S. M. Girvin, M. H.
Devoret, and R. J. Schoelkopf. “Quantum-information processing with circuit
quantum electrodynamics.” Phys. Rev. A, 75:032329, March 2007.

Jonas Bylander, Simon Gustavsson, Fei Yan, Fumiki Yoshihara, Khalil Harrabi,
George Fitch, David G. Cory, Yasunobu Nakamura, Jaw-Shen Tsai, and
William D. Oliver. “Noise spectroscopy through dynamical decoupling with a
superconducting flux qubit.” Nature Physics, 7(7):565-570, 2011.

H.P. Breuer, F. Petruccione, and S.P.A.P.F. Petruccione. The Theory of Open
Quantum Systems. Oxford University Press, 2002.

250



[BVJOS]

[CCS21]

[CDGSY]

[CDGY2]

[CDG10]

[Coo56]

[DGSO]

[Eva01]
[FLS11]

[GBBOS]

[GBS06]

[GFBOS]

[GFS00]

V Bouchiat, D Vion, P Joyez, D Esteve, and M H Devoret. “Quantum coherence
with a single Cooper pair.” Physica Scripta, 1998(T76):165, jan 1998.

Kai-Chi Chang, Xiang Cheng, Murat Can Sarihan, Abhinav Kumar Vinod,
Yoo Seung Lee, Tian Zhong, Yan-Xiao Gong, Zhenda Xie, Jeffrey H. Shapiro,
Franco N. C. Wong, and Chee Wei Wong. “648 Hilbert-space dimensionality
in a biphoton frequency comb: entanglement of formation and Schmidt mode
decomposition.” npj Quantum Information, 7(1):48, 2021.

C. Cohen-Tannoudji, J. Dupont-Roc, and G. Grynberg. Photons and Atoms:
Introduction to Quantum Electrodynamics. Wiley, 1989.

C. Cohen-Tannoudji, J. Dupont-Roc, and G. Grynberg. Atom-Photon Interac-
tions: Basic Processes and Applications. A Wiley-Interscience publication. Wiley,
1992.

A. A. Clerk, M. H. Devoret, S. M. Girvin, Florian Marquardt, and R. J.
Schoelkopf. “Introduction to quantum noise, measurement, and amplification.”
Reviews of Modern Physics, 82(2):1155-1208, April 2010.

Leon N. Cooper. “Bound Electron Pairs in a Degenerate Fermi Gas.” Phys. Rev.,
104:1189-1190, November 1956.

P D Drummond and C W Gardiner. “Generalised P-representations in quantum
optics.” Journal of Physics A: Mathematical and General, 13(7):2353, 7 1980.

L.C. Evans. “An introduction to mathematical optimal control theory.” 2001.

R.P. Feynman, R.B. Leighton, and M. Sands. The Feynman Lectures on Physics,
Vol. III: The New Millennium FEdition: Quantum Mechanics. The Feynman
Lectures on Physics. Basic Books, 2011.

Jay Gambetta, Alexandre Blais, M. Boissonneault, A. A. Houck, D. I. Schuster,
and S. M. Girvin. “Quantum trajectory approach to circuit QED: Quantum
jumps and the Zeno effect.” Phys. Rev. A, 77:012112, January 2008.

Jay Gambetta, Alexandre Blais, D. I. Schuster, A. Wallraff, L. Frunzio, J. Majer,
M. H. Devoret, S. M. Girvin, and R. J. Schoelkopf. “Qubit-photon interactions
in a cavity: Measurement-induced dephasing and number splitting.” Phys. Rev.
A, 74:042318, 10 2006.

M. Goppl, A. Fragner, M. Baur, R. Bianchetti, S. Filipp, J. M. Fink, P. J. Leek,
G. Puebla, L. Steffen, and A. Wallraff. “Coplanar waveguide resonators for circuit
quantum electrodynamics.” Journal of Applied Physics, 104(11):113904, 2008.

.M. Gelfand, S.V. Fomin, and R.A. Silverman. Calculus of Variations. Dover
Books on Mathematics. Dover Publications, 2000.

251



(GG

[GMM11]

[GRT21]

[GSV17]

(GZ04]

[HAR18]

[Jos62]

[KKY19]

[KMT17]

[KRKO5]

[KSB20]

Jean-Michel Gerard and Bruno Gayral. “Strong Purcell Effect for InAs Quantum
Boxes in Three-Dimensional Solid-State Microcavities.” J. Lightwave Technol.,
17(11):2089, 11 1999.

J. M. Gambetta, F. Motzoi, S. T. Merkel, and F. K. Wilhelm. “Analytic control
methods for high-fidelity unitary operations in a weakly nonlinear oscillator.”
Phys. Rev. A, 83:012308, 1 2011.

Yvonne Y. Gao, M. Adriaan Rol, Steven Touzard, and Chen Wang. “Practical
guide for building superconducting quantum devices.” PRX Quantum, 2:040202,
November 2021.

Genko T. Genov, Daniel Schraft, Nikolay V. Vitanov, and Thomas Halfmann.
“Arbitrarily accurate pulse sequences for robust dynamical decoupling.” Phys.
Rev. Lett., 118:133202, March 2017.

C. Gardiner and P. Zoller. Quantum Noise: A Handbook of Markovian and Non-
Markovian Quantum Stochastic Methods with Applications to Quantum Optics.
Springer Series in Synergetics. Springer, 2004.

Johannes Heinsoo, Christian Kraglund Andersen, Ants Remm, Sebastian Krin-
ner, Theodore Walter, Yves Salathé, Simone Gasparinetti, Jean-Claude Besse,
Anton Potoc¢nik, Andreas Wallraff, and Christopher Eichler. “Rapid High-fidelity
Multiplexed Readout of Superconducting Qubits.” Phys. Rev. Appl., 10:034040,
9 2018.

B.D. Josephson. “Possible new effects in superconductive tunnelling.” Physics
Letters, 1(7):251-253, 1962.

P. Krantz, M. Kjaergaard, F. Yan, T. P. Orlando, S. Gustavsson, and W. D.
Oliver. “A quantum engineer’s guide to superconducting qubits.” Applied Physics
Reviews, 6(2):021318, 2019.

Abhinav Kandala, Antonio Mezzacapo, Kristan Temme, Maika Takita, Markus
Brink, Jerry M. Chow, and Jay M. Gambetta. “Hardware-efficient varia-
tional quantum eigensolver for small molecules and quantum magnets.” Nature,
549(7671):242-246, 9 2017.

Navin Khaneja, Timo Reiss, Cindie Kehlet, Thomas Schulte-Herbriiggen, and
Steffen J. Glaser. “Optimal control of coupled spin dynamics: design of NMR
pulse sequences by gradient ascent algorithms.” Journal of Magnetic Resonance,
172(2):296-305, 2005.

Morten Kjaergaard, Mollie E. Schwartz, Jochen Braumiiller, Philip Krantz,
Joel 1.-J. Wang, Simon Gustavsson, and William D. Oliver. “Superconduct-
ing qubits: Current state of play.” Annual Review of Condensed Matter Physics,
11(1):369-395, 2020.

252



[KWS21]

[KYGO7]

[LBB14]

[MG20]

[MGRO9]

[MLM?21]

IMSS01]

[Mur02]

[NAB09]

[Nag19]

INC10]

[Nel67]

INPY02]

A. Kandala, K. X. Wei, S. Srinivasan, E. Magesan, S. Carnevale, G. A. Keefe,
D. Klaus, O. Dial, and D. C. McKay. “Demonstration of a High-Fidelity cnot
Gate for Fixed-Frequency Transmons with Engineered ZZ Suppression.” Phys.
Rev. Lett., 127:130501, 9 2021.

Jens Koch, Terri M. Yu, Jay Gambetta, A. A. Houck, D. I. Schuster, J. Majer,
Alexandre Blais, M. H. Devoret, S. M. Girvin, and R. J. Schoelkopf. “Charge-
insensitive qubit design derived from the Cooper pair box.” Phys. Rev. A,
76:042319, 10 2007.

T. Lancaster, S.J. Blundell, and S. Blundell. Quantum Field Theory for the
Gifted Amateur. OUP Oxford, 2014.

Easwar Magesan and Jay M. Gambetta. “Effective Hamiltonian models of the
cross-resonance gate.” Phys. Rev. A, 101:052308, 5 2020.

F. Motzoi, J. M. Gambetta, P. Rebentrost, and F. K. Wilhelm. “Simple Pulses
for Elimination of Leakage in Weakly Nonlinear Qubits.” Phys. Rev. Lett.,
103:110501, 9 2009.

Zlatko K. Minev, Zaki Leghtas, Shantanu O. Mundhada, Lysander Christakis,
Ioan M. Pop, and Michel H. Devoret. “Energy-participation quantization of
Josephson circuits.” npj Quantum Information, 7(1):131, 2021.

Yuriy Makhlin, Gerd Schon, and Alexander Shnirman. “Quantum-state engi-
neering with Josephson-junction devices.” Rev. Mod. Phys., 73:357-400, 5 2001.

Hitoshi Murayama. “221B Lecture Notes: Quantum Field Theory II (Bose Sys-
tems).” 2002.

Matthew Neeley, Markus Ansmann, Radoslaw C. Bialczak, Max Hofheinz,
Erik Lucero, Aaron D. O’Connell, Daniel Sank, Haohua Wang, James Wen-
ner, Andrew N. Cleland, Michael R. Geller, and John M. Martinis. “Em-
ulation of a Quantum Spin with a Superconducting Phase Qudit.” Science,
325(5941):722-725, 2009.

Mahdi Naghiloo. “Introduction to Experimental Quantum Measurement with
Superconducting Qubits.”, 2019.

Michael A. Nielsen and Isaac L. Chuang. Quantum Computation and Quantum
Information: 10th Anniversary Edition. Cambridge University Press, 2010.

Edward Nelson. Dynamical Theories of Brownian Motion. Princeton University
Press, 1967.

Y. Nakamura, Yu. A. Pashkin, T. Yamamoto, and J. S. Tsai. “Charge echo in a
Cooper-pair box.” Phys. Rev. Lett., 88:047901, January 2002.

253



[PBJ15]

[PS95]

[QCA20]

[RD18]

[RKC17]

[Rou22]

[SAS11]

[Sch07]

Michael J. Peterer, Samuel J. Bader, Xiaoyue Jin, Fei Yan, Archana Kamal,
Theodore J. Gudmundsen, Peter J. Leek, Terry P. Orlando, William D. Oliver,
and Simon Gustavsson. “Coherence and Decay of Higher Energy Levels of a
Superconducting Transmon Qubit.” Phys. Rev. Lett., 114:010501, Jan 2015.

M.E. Peskin and D.V. Schroeder. An Introduction to Quantum Field Theory.
Advanced book classics. Avalon Publishing, 1995.

Google Al Quantum, Collaborators*t, Frank Arute, Kunal Arya, Ryan Bab-
bush, Dave Bacon, Joseph C. Bardin, Rami Barends, Sergio Boixo, Michael
Broughton, Bob B. Buckley, David A. Buell, Brian Burkett, Nicholas Bush-
nell, Yu Chen, Zijun Chen, Benjamin Chiaro, Roberto Collins, William Court-
ney, Sean Demura, Andrew Dunsworth, Edward Farhi, Austin Fowler, Brooks
Foxen, Craig Gidney, Marissa Giustina, Rob Graff, Steve Habegger, Matthew P.
Harrigan, Alan Ho, Sabrina Hong, Trent Huang, William J. Huggins, Lev
loffe, Sergei V. Isakov, Evan Jeffrey, Zhang Jiang, Cody Jones, Dvir Kafri,
Kostyantyn Kechedzhi, Julian Kelly, Seon Kim, Paul V. Klimov, Alexander Ko-
rotkov, Fedor Kostritsa, David Landhuis, Pavel Laptev, Mike Lindmark, Erik
Lucero, Orion Martin, John M. Martinis, Jarrod R. McClean, Matt McEwen,
Anthony Megrant, Xiao Mi, Masoud Mohseni, Wojciech Mruczkiewicz, Josh
Mutus, Ofer Naaman, Matthew Neeley, Charles Neill, Hartmut Neven, Mur-
phy Yuezhen Niu, Thomas E. O’Brien, Eric Ostby, Andre Petukhov, Harald
Putterman, Chris Quintana, Pedram Roushan, Nicholas C. Rubin, Daniel Sank,
Kevin J. Satzinger, Vadim Smelyanskiy, Doug Strain, Kevin J. Sung, Marco
Szalay, Tyler Y. Takeshita, Amit Vainsencher, Theodore White, Nathan Wiebe,
Z. Jamie Yao, Ping Yeh, and Adam Zalcman. “Hartree-Fock on a superconduct-
ing qubit quantum computer.” Science, 369(6507):1084-1089, 2020.

Ananda Roy and Michel Devoret. “Quantum-limited parametric amplifica-
tion with Josephson circuits in the regime of pump depletion.” Phys. Rev. B,
98:045405, July 2018.

Tanay Roy, Suman Kundu, Madhavi Chand, Sumeru Hazra, N. Nehra, R. Cosmic,
A. Ranadive, Meghan P. Patankar, Kedar Damle, and R. Vijay. “Implementation
of Pairwise Longitudinal Coupling in a Three-Qubit Superconducting Circuit.”
Phys. Rev. Appl., 7:054025, 5 2017.

Pierre Rouchon. “A tutorial introduction to quantum stochastic master equations
based on the qubit/photon system.”, 2022.

Alexandre M. Souza, Gonzalo A. Alvarez, and Dieter Suter. “Robust Dynamical
Decoupling for Quantum Computing and Quantum Memory.” Phys. Rev. Lett.,
106:240501, 6 2011.

David Isaac Schuster. Circuit quantum electrodynamics. PhD thesis, Yale Uni-
versity, Connecticut, January 2007.

254



SJ67]

[Slad6]
[SMK15]

[SteT3]

[Ste22]
[SVB21]

[TKO00]

[TMB22]

[VD17]

[Wat18]

[WDO1]

[WER21]

[WMO3]

[WM10]

J.J. Sakurai and S.J. J. Advanced Quantum Mechanics. A-W series in advanced
physics. Addison-Wesley Publishing Company, 1967.

J. C. Slater. “Microwave Electronics.” Rev. Mod. Phys., 18:441-512, 10 1946.

Eyob A. Sete, John M. Martinis, and Alexander N. Korotkov. “Quantum theory
of a bandpass Purcell filter for qubit readout.” Phys. Rev. A, 92:012325, 7 2015.

Stig Stenholm. “Quantum theory of electromagnetic fields interacting with atoms
and molecules.” Physics Reports, 6(1):1-121, 1973.

D.A. Steck. Quantum and Atom Optics. 2022.

Youngkyu Sung, Antti Vepséldinen, Jochen Braumiiller, Fei Yan, Joel I-Jan
Wang, Morten Kjaergaard, Roni Winik, Philip Krantz, Andreas Bengtsson,
Alexander J. Melville, Bethany M. Niedzielski, Mollie E. Schwartz, David K. Kim,
Jonilyn L. Yoder, Terry P. Orlando, Simon Gustavsson, and William D. Oliver.
“Multi-level quantum noise spectroscopy.” Nature Communications, 12(1):967,
2021.

C. C. Tsuei and J. R. Kirtley. “Pairing symmetry in cuprate superconductors.”
Rev. Mod. Phys., 72:969-1016, 10 2000.

Daniel M. Tennant, Luis A. Martinez, Kristin M. Beck, Sean R. O’Kelley, Christo-
pher D. Wilen, R. McDermott, Jonathan L. DuBois, and Yaniv J. Rosen. “Low-
Frequency Correlated Charge-Noise Measurements Across Multiple Energy Tran-
sitions in a Tantalum Transmon.” PRX Quantum, 3:030307, 7 2022.

Uri Vool and Michel Devoret. “Introduction to quantum electromagnetic cir-
cuits.” International Journal of Circuit Theory and Applications, 45(7):897-934,
6 2017.

J. Watrous. The Theory of Quantum Information. Cambridge University Press,
2018.

H.M. Wiseman and L. Diési. “Complete parameterization, and invariance, of
diffusive quantum trajectories for Markovian open systems.” Chemical Physics,
268(1):91-104, 2001.

M. Werninghaus, D. J. Egger, F. Roy, S. Machnes, F. K. Wilhelm, and S. Filipp.
“Leakage reduction in fast superconducting qubit gates via optimal control.” npj
Quantum Information, 7(1):14, 2021.

H. M. Wiseman and G. J. Milburn. “Quantum theory of field-quadrature mea-
surements.” Phys. Rev. A, 47:642-662, 1 1993.

H.M. Wiseman and G.J. Milburn. Quantum Measurement and Control. Cam-
bridge University Press, 2010.

255



[YD84]  Bernard Yurke and John S. Denker. “Quantum network theory.” Phys. Rev. A,
29:1419-1437, March 1984.

[YKS18] Fei Yan, Philip Krantz, Youngkyu Sung, Morten Kjaergaard, Daniel L. Campbell,
Terry P. Orlando, Simon Gustavsson, and William D. Oliver. “Tunable Coupling
Scheme for Implementing High-Fidelity Two-Qubit Gates.” Phys. Rev. Appl.,
10:054062, 11 2018.

[YYA89] A. Yariv, P.E.E.A. Yariv, and Y. Amnon. Quantum Electronics. Wiley, 1989.

256



	Introduction
	Quantum Information Processing and the Necessity of High-Dimensional Computational Space
	Superconducting Quantum Computation
	Overview of the Thesis

	The Quantum Description of Light
	The Classical Description of Light-Matter Interaction
	Equations of Motion
	Transverse and Longitudinal Fields
	Normal-Mode Expansion
	Lagrangian and Hamiltonian Formulations

	Quantization of the Electromagnetic Field
	Born–Von Karman Periodic Boundary Conditions
	Field Quantization
	Photons and Number States
	Coherent States
	A Mode Driven by a Classical Source

	Examples of (Isolated) Electromagnetic Systems
	Zero-Dimensional System: an LC Circuit
	One-Dimensional System: an Infinite Transmission Line
	Three-Dimensional System: a Microwave Cavity

	Uncertainty and Noise of a Quantized Field
	Commutation Relation and Heisenberg Uncertainty
	The Zero-Point Fluctuation
	Uncertainty in the Phase Plane
	Quantum-Limited Amplification
	Attenuation and Quantum Efficiency
	The Classical Limit


	Control of Quantum Systems
	Light-Matter Interaction with a Quantized Field
	The Electrical Dipole Approximation
	Two-Level Systems
	The Jaynes-Cummings Hamiltonian
	Diagonalizing the JC Hamiltonian
	Rabi Oscillations
	The Generalized JC Model for a Qudit

	Dispersive Coupling
	Schrieffer–Wolff Transformation
	JC Hamiltonian in the Dispersive Limit
	Dispersive Shift
	AC Stark Shift
	Dispersive Coupling for a Qudit
	Two-Photon Transitions

	Light-Matter Interaction with a Classical Field
	Rabi Oscillations
	AC Stark Shift and Two-Photon Transitions with a Classical Drive

	Single-Qubit Gates and Optimization
	Time Evolution Operators for a General Single-Qubit Gate
	Area Theorem
	Derivative Removal by Adiabatic Gate (DRAG)

	Two-Qubit Gates
	Virtual Excitation of a Resonator
	Tunable Coupling
	Cross Resonance


	Superconducting Circuits, Nonlinearity, and Qudits
	Introduction to Superconductivity
	Particle-Wave Duality
	A Simplified Model of Superconductivity
	Flux Quantization

	The Josephson Junction
	Dynamics of the Josephson Junction
	Josephson Inductance and Energy
	DC-SQUID

	Introductory Superconducting Circuits Theory
	Circuit-Level Dipole Interaction
	Circuit-Level Realization of Two-Qubit Gates
	Nonlinearity and Canonical Quantization of the Cooper-Pair Box

	Analysis of Superconducting Qubits/Qudits
	An Isolated Transmon Qubit
	A Transmon Qubit Coupled to a Resonator
	Multimon


	Open Quantum Systems
	Canonical Model of Open Quantum Systems
	Resonator-Environment Coupling
	Modeling Dissipation with A Unitary System

	Classical vs. Quantum Probability
	Classical and Quantum Density Functions
	Classical to Quantum Dynamical Systems
	Stochasticity in the Evolution of the Density
	Heisenberg picture

	Quantum Channels
	Positive Operator Valued Measures
	Example: Qubit Decay Channel
	The Measurement Channel
	The Generalized Measurement Channel
	The Discrete-Time Stochastic Equation
	Example: Measurement via Dispersive Coupling

	Quantum Langevin Equations
	Quantum Analog of Kirchhoff's Current/Voltage Law
	The General QLE
	A Series LC Oscillator Coupled to a Transmission Line
	The Rotating Wave Approximation
	Stiff-Pump Limit

	An Artificial Atom in an Open System
	Qubit Control Revisited in the Displaced Frame
	Purcell Effect
	Qudit Control

	Introduction to Master Equations
	The Born-Markov Master Equation
	Example: Qubit and Qudit Decay (at Zero Temperature)
	Example: Resonator Decay (at a Finite Temperature)
	Bloch Equations
	Ramsey Interference
	Dephasing Modeling and Dynamical Decoupling

	Master Equation of the Composite System (a Qutrit Coupled to a Resonator)
	Zero Temperature
	Nonzero Temperature
	Master Equation of the Composite System in the Displaced Frame
	Effective Master Equation of a Qutrit
	Measurement-Induced Dephasing

	Quantum Stochastic Master Equations for Qubit and Qutrit Measurement
	Dispersive Measurement of a Qubit Using the Homodyne Detection
	Understanding Decoherence
	Dispersive Measurement of a Qutrit Using the Heterodyne Detection
	Simulation and Experimental Verification


	Useful Formulae and Fourier-Transform Pairs
	Classical Harmonic Oscillator
	Quantization of a Transmission Line
	Field Theory of an Infinite Transmission Line
	Quantization of an Infinite Transmission Line
	The Schrödinger Picture
	The Heisenberg Picture
	Standing Waves v.s. Travelling Waves


	Semi-Classical Approach to Matter-Light Interaction
	Hamiltonian
	Rabi Oscillation
	General Time Evolution

	Displacement Operators
	Definition
	Equivalent Forms
	Composition
	Actions on the Annihilation and Creation Operators
	Time Dependence

	Modelling Dephasing
	Longitudinal Qubit-Environment Coupling

	References



