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Abstract

We introduce a non-equilibrium molecular dynamics simulation approach, based on the

generalized Langevin equation, to study vibrational energy relaxation in pump-probe spec-

troscopy. A colored noise thermostat is used to selectively excite a set of vibrational modes,

leaving the other modes nearly unperturbed, to mimic the effect of a monochromatic laser

pump. Energy relaxation is probed by analyzing the evolution of the system after excitation in

the microcanonical ensemble, thus providing direct information about the energy redistribution

paths at the molecular level and their time scale. The method is applied to hydrogen bonded
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molecular liquids, specifically deuterated methanol and water, providing a robust picture of

energy relaxation at the molecular scale.

1 Introduction

Vibrational spectroscopy, in particular time-resolved pump-probe infrared spectroscopy, is a pow-

erful tool to investigate the dynamics of molecular systems. In particular, hydrogen bonded liquids

are among the most studied systems, as they exhibit intricate energy dissipation dynamics due to

the strong directionality of hydrogen bonds and the complex topology of their network.1,2

Hydrogen bond interaction can be probed in detail by exploiting the stretching mode frequency

of specific functional groups, for example the hydroxyl groups in liquid alcohols or water.3–6 Time-

resolved one-dimensional nonlinear spectroscopy is based on a pair of laser pulses, which are used

to excite the sample, inducing a change in infrared absorption, and to probe the time dependent

optical response. Time-resolved dynamical information is obtained by probing the evolution of

an excited vibrational state as a function of delay time. Such dynamics are dominated by the

dissipation of vibrational energy and by spectral diffusion. Both effects result from anharmonicity

and from coupling among vibrational modes. The corresponding molecular transitions probed

during the excitation and relaxation processes involve excited states, where the stretching mode is

coupled with lower frequency modes via hydrogen bonding, causing spectral diffusion and non-

trivial changes in spectral line shapes and width.7–10 Furthermore, polarized infrared spectroscopy

makes it possible to study the rotational dynamics of such molecules.11–13

To obtain the underlying molecular-level details of pump probe experiments, vibrational relax-

ation dynamics has been extensively investigated in computer simulations and several approaches

have been proposed. On the one hand, equilibrium simulations have helped in the study of rota-

tional dynamics, by means of autocorrelation functions using the fluctuation-dissipation formal-

ism.14,15 On the other hand, non-equilibrium simulations have been already adopted in relaxation

processes, providing physical insight on the origin of spectral diffusion in the ultra-fast dynamics
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of water16–21.

However, the non-equilibrium approaches proposed so far either were designed ad hoc for a

specific system,16 or introduced an explicit oscillating electric field potential in the the Hamilto-

nian, the implementation of which poses fundamental and technical issues in systems with periodic

boundary conditions.22

In this work we propose a general approach based on the Generalized Langevin Equation (GLE)

to simulate pump-probe processes in non-equilibrium molecular dynamics simulations. This ap-

proach consists of using a non-Markovian thermostat that couples to the excited vibrational mode

(pump), while the rest of the system remains at the equilibrium temperature. When the thermostat

is switched off, the system relaxes to equilibrium, redistributing the excess energy among the other

degrees of freedom. Such transient regime is monitored (probe) providing quantitative insight into

relaxation energy transfer processes at the molecular scale. The method proposed, based on classi-

cal molecular dynamics, lacks the possibility of directly simulating quantum phenomena, but it can

still be connected to vibrational energy relaxation rates,23 and it is suitable to simulate long-time

thermal relaxation.

The paper is organized as follows: first a brief and general introduction on the GLE is given,

focusing on the frequency dependent coupling between the thermostat and the system; then a first

case study, namely liquid methanol, is presented together with a detailed systematic analysis of

technical aspects of the thermostat; finally, we report a second application on liquid water in order

to highlight the portability of the method and the physical differences between the two systems.

2 Generalized Langevin Thermostat

To prepare the system in an out-of-equilibrium configuration where just few selected vibrational

modes are excited, we make use of the Generalized Langevin Thermostat formalism. Although

details on this approach and its implementation can be found elsewhere,24,25 for the sake of com-

pleteness we summarize briefly its main features.
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The Langevin equations that describe the Brownian motion of a particle with position x and

momentum p, subject to a potential V(x), can be written as:

ẋ = p(t)/m

ṗ = −V ′(x) − γp +
√

2mγ/βξ(t)
(1)

where β = 1/kBT is the inverse temperature, while the friction coefficient γ determines the inter-

action between the system and the Langevin heat bath and the fluctuations of the total energy. ξ(t)

is a Gaussian-distributed random force, delta-correlated, 〈ξ(t)ξ(0)〉 = δ(t), and with zero mean,

〈ξ〉 = 0. The delta-correlation of the stochastic forces implies that past events have no influence on

the present state of the system, i.e. the dynamics is Markovian .

The Fourier transform of the delta-correlated random force is a flat profile in the frequency

domain. Thus, coupling the system with a thermostat governed by the Langevin equation results

in thermalization that affects the whole vibrational spectrum. For our purposes, it is necessary to

introduce a spectrally resolved thermostat. To this end, the Markovian Langevin Equation (Eq.(1))

can be generalized by introducing history dependent terms:26

ẋ = p(t)/m

ṗ = −V ′(x) −
∫ t

−∞

K(t − s)p(s)ds + ζ(t)
(2)

where the friction coefficient was replaced by an integral over time of the momentum weighted by

a memory kernel K(t) that describes dissipation and must be related to the time correlation of the

noisy force via

H(t) = 〈ζ(t)ζ(0)〉 = mkBT K(t) (3)

in order to be consistent with constant temperature thermodynamics conditions.

The numerical integration of this equation is a hard task, especially for the computation of

the friction integral in Eq.(2), since it would require the complete storage of the past trajectory

of the momenta. To overcome this problem, a Markovian linear stochastic differential equation is
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introduced in an extended phase space, supplementing the physical variables with a set of n aux-

iliary momenta s, linearly coupled to the physical momentum and among themselves. It has been

proven that a Markovian dynamics in an extended phase-space is a practical method to simplify

the treatment of non-Markovian problems.27–29 The resulting equation can be written as:

 ṗ

ṡ

 =

−V ′(x)

0

 −
app aT

p

āp A


p

s

 +

bpp bT
p

b̄p B

 ξ. (4)

Here, ξ is a vector of n + 1 uncorrelated Gaussian random numbers with 〈ξi(t)ξ j(0)〉 = δi jδ(t). All

momenta are linearly coupled via the “drift matrix" Ap while the noise components are coupled

via the “diffusion matrix" Bp. Given the phase-space vector x = (x, p, s), it is useful to distinguish

between a matrix acting on the full vector x and one connecting subsets of its components. Thus

Ap and Bp are defined according to the notation introduced in Ref.30 : the vectors ap, āp, bp, b̄p

represent the coupling between the p and s variables; app and bpp act only on the momentum p and

the submatrices A and B account for the coupling between the additional momenta. Integrating out

the s degrees of freedom in Eq.(4), a non-Markovian equation of motion for the physical variables

(x, p) is recovered and it was shown24 that the memory kernel is related to the drift and diffusion

matrices via

K(t) = 2appδ(t) − aT
p e−|t|Aāp (5)

as well as the noise correlation is:

H(t) = dppδ(t) + aT
p e−|t|A

[
Zap − dp

]
(6)

where Dp = BpBT
p and Z =

∫ ∞
0

e−AtDe−AT tdt. The details of the integration of the auxiliary

momenta s are reported in Ref.24 . The elements of the matrices Ap and Bp control the memory

functions of the equation, thus determining the dynamics and the stationary distribution of the

system.

5



2.1 Pumping the system by a ’hotspot’ thermostat

While it is possible to define proper conditions for Eqs.(4) to sample the canonical ensemble, i.e.

to satisfy the fluctuation-dissipation theorem as in Eq.(3), we aim at achieving a non-equilibrium

steady state for a finite time. In order to selectively excite a subset of the degrees of freedom,

one has to use a GLE that does not satisfy the fluctuation-dissipation relation. Specifically, in

this work we used a modified version of the so-called δ-thermostat,31 which induces frequency-

dependent fluctuations of the momentum of a selected range of vibrational modes, while keeping

the remaining ones almost completely frozen. Our goal is to reproduce a laboratory setup where

the infrared laser pumps energy into modes at a specific frequency, whereas the other degrees of

freedom are not coupled directly to the laser source and remain at the equilibrium temperature. To

this end a white-noise Langevin thermostat at Tbase, characterized by a friction parameter γbase, is

combined with a δ-thermostat with a target temperature of Tpeak, acting on a set of given frequencies

centered around ωpeak.

A memory kernel whose Fourier spectrum combines a white-noise baseline and a Lorentzian

shape peak can be obtained with the following parameterization for the matrices Ap and Dp:

Ap =


γbase

√
γpeakωpeak

2π
0

−

√
γpeakωpeak

2π
∆ω ωpeak

0 −ωpeak 0


(7)

Dp =


2Tbaseγbase 0 0

0 2Tpeak∆ω 0

0 0 0

 , (8)

that gives a (friction) memory kernel whose power spectrum reads

K(ω) = 2γbase +
γpeak

π

ωpeak∆ωω
2

(ω2 − ω2
peak)2 + ∆ω2ω2

. (9)
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For small ∆ω, this kernel tends to δ(ω − ωpeak). Thus, the thermostat will affect the frequencies

falling in the interval ∆ω centered around the frequency ωpeak, injecting energy corresponding

to Tpeak, while the white noise contribution tends to keep the other modes at the target baseline

temperature Tbase. The effect of this “hotspot” thermostat can be predicted analytically, when

applied to a harmonic oscillator of frequency ω̄.32 Normal modes with ω̄ � ωpeak and ω̄ � ωpeak

equilibrate at the temperature Tbase. A maximum in temperature is reached for ω̄ = ωpeak, which

however corresponds to a different temperature than Tpeak, due to the presence of the white-noise

baseline that also interferes with the selected modes. Such maximum temperature Tmax, for ω̄ =

ωpeak, can be computed analytically, and it is thus possible to set Tpeak to

Tpeak = Tmax −
γbase

(
Tmax − Tpeak

) [
2π∆ω (∆ω + γbase) + γpeakωpeak

]
∆ωγpeakωpeak

. (10)

so that – in the harmonic limit – normal modes with frequency ωpeak equilibrate at the desired

temperature Tmax. These predictions for the behavior of a “hotspot” thermostat are qualitatively

fulfilled in realistic systems, in which vibrational modes are coupled with each other by anhar-

monicity.

Fig. 1 shows the effect of the excitation of the OD stretching mode in deuterated methanol (left

panel) and of the OH stretching mode in water (right panel) on the temperature of the D/H species.

The temperature Tbase corresponding to the other atomic species is reported as well. The details

of how the kinetic temperatures reported in Fig. 1 are computed are given in the next section.

In both cases we have chosen Tmax = 400 K and Tbase = 300 K. For both examples, after a

characteristic transient time, the system reaches a steady-state, in which the species most coupled

to the thermostat (D and H) have a higher kinetic energy, while the other atoms, CH3O atoms in

methanol and O atoms in water, equilibrate at ∼ Tbase. In the transient time after the ‘hotspot’

thermostat is switched on, the two systems respond in different ways. While most of the kinetic

energy is effectively transferred to the modes at the target frequency, also the baseline temperature

increases, due to the anharmonic coupling among different vibrational modes. In addition, the
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joint action of a δ-thermostat and of a white-noise Langevin thermostat results in an effective

temperature of the excited modes lower than the nominal Tpeak.

However, TD in methanol does not correspond exactly to the temperature of the OD stretching

that is excited. Using Eq.(10) one can tune the interaction between Tpeak and Tbase so to achieve

the desired mode temperature Tmax. For example, in the case of methanol, with the parameters

used to obtain Fig. 1, we set Tpeak = 1460 K to obtain (in the harmonic limit) Tmax = 400 K: the

temperature of the stretching mode reported (TOD) reported in Fig. S11 turns out very close the

one predicted by Eq.(10) in the harmonic approximation.

280

300

320

340

360

380

400

420

440

460

0 1 2 3 4 5

T
[K

]

time [ps]

TD
TCH3O

290

295

300

305

310

315

320

325

330

335

0 1 2 3 4 5

T
[K

]

time [ps]

TH
TO

Figure 1: Kinetic temperatures during a "hotspot" thermostatting for deuterated methanol (left)
and water (right). In both cases the purple (green) curve represents the temperature of the excited
atoms (the remaining ones) which correspond to deuterium in left panel and hydrogen in right
panel.

2.2 Probing the system relaxation

Experimentally the relaxation dynamics that follows the pump phase is probed by a second laser

pulse. Vibrational spectra are collected as a function of the time delay of the probe pulse. To model

the probe phase we switch off the GLE thermostat and let the system evolve in the microcanonical

ensemble, so that the energy redistributes among all the degrees of freedom, to reach classical

equipartition.

During relaxation the kinetic temperature of the excited modes is the most natural quantity to

probe. However, further information can be obtained computing the vibrational density of states
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(vDOS) from the Fourier transform of the velocity autocorrelation function. In order to repro-

duce the time delay between pump and probe, the NVE trajectory is divided in intervals of the

same duration, during which atomic velocities are sampled and the transient vibrational spec-

trum is computed. This protocol allows us to probe the whole range of vibrational frequencies

as a function of time, thus monitoring the real time energy diffusion between the different vibra-

tional modes. The hotspot thermalization implies an excess energy in the selected mode, resulting

in an enhanced peak intensity in the spectrum that directly reflects the population of the vibra-

tional mode. Relaxation dynamics eventually causes the redistribution of this surplus energy and a

change of the intensity of the peaks coupled to the vibrational excited mode. The computation of

the time-dependent area for peaks centered at a given frequency ω̄

A(ω̄, t) =

∫ ω̄+δω

ω̄−δω

[∫ t2

t1
〈v(t)v(t + τ)〉e−iωτdτ

]
dω (11)

provides time-resolved quantitative information about the dynamics and the characteristic timescale

of energy transfer. In what follows we always calculated vibrational spectra considering only the

velocities of hydrogen or deuterium atoms, in order to better highlight the dynamics of the vibra-

tional modes of interest.

Although the calculation of power spectra as the Fourier transform of velocity autocorrelation

functions is rigorously justified only at equilibrium,26 here we use it to probe non-equilibrium tran-

sient regimes. In the following we verify that the Green-Kubo formalism provides quantitatively

reliable information about the physical properties of systems out of equilibrium, provided that the

chosen time window is long enough to guarantee a suitable statistical accuracy.
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3 Applications

3.1 Liquid methanol

Simulation details As a case study we consider methanol in its liquid phase. Methanol was

modeled using the COMPASS force-field:33 the presence of high-order (cubic and quartic) and

cross-coupling terms provides an accurate description of intramolecular interactions. Detailed

information about the force-field are given in the Supporting Information (SI). Electrostatic in-

teractions are modeled as fixed charges, obtained by fitting the electrostatic potential of an all

electron Hartree-Fock calculation performed with a medium-sized basis set 6-31G*. The fitting

was performed using the RESP method.34,35 Molecular dynamics simulations are carried out for

systems of 216 CH3OD molecules in a cubic box with periodic boundary conditions with a fixed

density ρ = 0.80 g/cm3. All the simulations have been performed using the LAMMPS package,36

in which the equations of motion are integrated with a timestep of 0.5 fs. The pump-probe results

are obtained by averaging over up to 128 different trajectories.

We tested the thermostat parameters over a reasonable range of values in order to address

its reliability in terms of physical prediction. Each parameter for the colored contribution of the

thermostat has been tested separately over the following ranges of value:

• excited mode temperature in the range 320 ≤ Tmax ≤ 600 K;

• spectral width in the range 0.1 ≤ ∆ω ≤ 75 cm−1;

• thermostat friction in the range 0.1 ≤ 1/γpeak ≤ 5 ps.

Choosing the GLE parameters within the given range ensures physically meaningful and repro-

ducible results. No appreciable trend was observed in the physical observable as a function of such

parameters, suggesting that the method is solid against the choice of different arbitrary parameters,

and it reproduces the correct physics.

The convergence of the results upon the system size was also addressed. We applied the GLE

protocol for systems ranging from 27 to 512 molecules. We observed that small systems are
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Figure 2: Vibrational density of states (vDOS) of deuterated methanol CH3OD.

affected by finite size effects, and size convergence is reached for systems of 216 molecules or

larger.

These benchmark calculations and tests are discussed in detail in the Supporting Information.

Excitation To simulate the excitation, the GLE thermostat has been applied for 5 ps in order to

reach a non-equilibrium steady state. A fully anharmonic force-field results in a transient behavior

of the excitation that depends on the details of the system. The dynamics of hydrogen bonded

liquids is usually investigated by labeling the highest frequency vibrational mode,3 namely: the

OH stretching mode. For the sake of comparison with experimental results37,38 we considered

100% fully deuterated methanol, CH3OD and the excitation of the OD stretching mode.

In the equilibrium vibrational spectrum shown in Fig. 2, the frequency of the OD stretch-

ing mode is centered around ωpeak = 2477 cm−1. The power spectrum is calculated considering

only deuterium velocities. Interestingly, two peaks not related to the hydroxyl group appear in the

spectrum: the first one, around ω ∼ 1080 cm−1, corresponds to the CO stretching mode, whereas
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the other one, centered at ω ∼ 1200 cm−1, is the CH3 rocking mode. The reason for these two

additional peaks can be attributed to the functional form for the bonded interactions of the force-

field: in addition to the anhamornicity up to the fourth power, COMPASS provides terms for

cross-interactions as, for example, a bond-bond and a bond-angle cross term. This explains how

the motion of the hydroxyl group cannot be completely decoupled from the effect of other vibra-

tional modes, which involve the surrounding bonds or angles. The vibrational spectra computed

here are in good agreement with those obtained by Car-Parrinello simulations39 as well as with

experiments.40

The colored noise contribution of the thermostat was characterized by Tmax = 400 K, 1/γpeak =

0.5 ps and ∆ω = 1 cm−1, while the white noise Langevin part was characterized by Tbase = 300

K and 1/γbase = 0.5 ps. Although the excitation is tuned with a narrow width, the response of the

mode is broader and a small but noticeable effect on lower frequency modes can be observed (see

Fig. 1). Although this feature depends on specific thermostat settings (see Supporting Informa-

tion), it is the hallmark of the intrinsic coupling between the vibrational modes involving the OD

bond and the other modes of the system. Furthermore, TD is ∼ 10% lower than Tpeak. As a matter

of fact TD is a measure of the energy of all vibrational modes involving deuterium atoms, including

those not affected by the thermostat. Alternatively, one can monitor the kinetic energy of the OD

stretching mode, defined from the mode velocity vstretch = (vO − vD) ·
dOD

dOD
, where dOD is the vector

parallel to the OD bond and dOD its modulus. However, we verified that the relaxation dynamics

of TD and TOD has the same timescale and the results are reported in the SI.

Relaxation time The relaxation is monitored in 50 ps long NVE runs, during which atomic ve-

locities are sampled to compute the kinetic temperature of different atomic species and the vDOS.

When the GLE thermostat is switched off TD decreases rapidly as the energy in the OD bond re-

distributes over the other degrees of freedom. The decay time of the temperature fits a simple

exponential model

TD(t) = T eq
D (1 + δe−t/τK ) , (12)
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means of Eq.12. Left panel shows the normal behavior of methanol, while the right panel shows the
relaxation of the system when the electrostatic interactions are switched off, leaving the Lennard-
Jones interactions as the sole non-bonded interactions.

where T eq
D is the temperature of deuterium atoms at the end of the relaxation process (i.e. the

equilibrium temperature), δ is a dimensionless factor that quantifies the excess energy at t = 0, and

τK is the decay time, which turns out to be 8.7± 0.1 ps. The result is shown in the left panel of Fig.

3.

To assess the contribution of hydrogen bonding interactions to vibrational relaxation, we re-

peated the pump-probe virtual experiment switching off the electrostatic interactions. The results

reported in the right panel of Fig. 3 show that the relaxation dynamics in a non-hydrogen-bonded

system becomes three to four times slower, thus suggesting that energy redistribution is mainly

controlled by intermolecular hydrogen bonding.

Relaxation mechanism Transient vibrational spectra are computed in time windows of 1.5 ps,

spanning the relaxation trajectory each 0.5 ps: peak areas have been computed for the three main

bands related to the vibrational modes involving the OD bond, namely OD stretching, in-plane

bending, and out-of-plane bending modes.40,41 The result is shown in Fig. 4, where areas, com-

puted with Eq.(11), are reported as A(ω̄, t)−Aeq(ω̄) (where Aeq(ω̄) is the peak area at the end of the

equilibrium process), for the OD stretching mode, and A(ω̄, t) − A(ω̄, 0) (where ω̄ is the frequency

of the peak and A(ω̄, 0) is its area right after the excitation) for the bending modes, for a better
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comprehension. Peak intensities show an exponential trend, which is well fitted by Eq.(12), so as

to obtain the characteristic timescale of these processes. The area of the excited stretching mode

decreases with a lifetime of τstretch = 8.5±0.5 ps, which is statistically equivalent to the decay time

of the kinetic temperature TD, thus crossvalidating our analysis. This is a key result, as it justifies

a posteriori the use of time-correlation functions to calculate response functions, e.g. power spec-

tra, from non-equilibrium trajectories. While this is a rather common practice,17,18 it often lacks

a compelling verification: extensive tests lead us to conclude that a time window of 1.5 ps is the

shortest possible to achieve meaningful results, which also means that it is impossible for us to

probe faster decay mechanisms by this approach.

The dimensionless pre-factor in Eq.(12) turns out to be δstretch = 0.37 ± 0.01, which means

that the excitation enhances the population of the OD stretching mode by about 37% with re-

spect to the equilibrium population. The dynamics of the low-frequency part of the spectrum

shows that energy is transferred in equal amounts to the two bending modes: δin−plane = 0.14 and

δout−of−plane = 0.16. Furthermore the calculated lifetimes show that the transferring process occurs

simultaneously, τin−plane = 8.8 ± 0.5 ps and τout−of−plane = 8.8 ± 0.5 ps. The remaining energy con-

tributes to the overall temperature increase of the system, by spreading into the remaining modes

of the molecule.

3.2 Discussion

The simulation protocol described above aims at modeling pump-probe spectroscopy,37,42 but since

it is based on classical MD, substantial differences with experiments emerge, stemming from the

quantum-mechanical nature of molecular vibrations. In this section we highlight analogies and

differences between modeling and experiments.

The excitation-relaxation process occurring in pump-probe experiments is usually represented

as a quantum-mechanical kinetic model, in which a laser pulse excites the target mode from its

ground state |0〉 to its first excited state |1〉. The population of the excited state relaxes rapidly to

an intermediate state |0∗〉 with a time constant τ∗. In this intermediate state, the excess vibrational
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energy is not yet fully equilibrated over the system. Eventually this intermediate state relaxes to a

heated ground state |0′〉 with time constant τeq, as the energy redistributes thermally among all the

modes of the system. In hydrogen-bonded liquids the higher temperature of the system in the |0′〉

causes an average weakening of the hydrogen bonds, accompanied by a faster vibration of the OD

stretching, i.e. a blue shift of the corresponding band.

We analyze these processes by computing the amplitude difference between the transient vDOS

and the equilibrium vDOS at T = 300 K (Fig. 5).

The excitation from |0〉 to |1〉 is purely quantum-mechanical, and classical simulations cannot

reproduce its spectral features. In fact, the quantum excitation causes a depopulation of the ground

state in favor of the excited state,43 producing an immediate change in the optical absorption spec-

trum, in which the intensity of the band corresponding to the excitation frequency decreases. This
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effect, referred to as ‘bleaching’, cannot be observed in a classical molecular dynamics simulation.

On the contrary, pumping ‘colored’ energy in an ensemble of coupled classical oscillators popu-

lates the vibrational modes at the corresponding frequency, therefore enhancing the intensity of the

band in the absorption spectrum. At short timescales after the excitation (t ≤ 5 ps) the intensity of

the OD stretching band out of equilibrium is indeed higher than that at equilibrium (Fig. 5), as a

consequence of the excitation of classical OD oscillators with enhanced amplitudes. At later times

the differential spectra are characteristic for an equilibrated, heated liquid, with a blue-shifted OD

stretching frequency: the spectra display reduced intensity at 2470 cm−1 (the absorption maximum

before excitation) and enhanced intensity at 2550 cm−1, as heated methanol molecules form weaker

hydrogen-bonds (Fig 5, t = 50 ps).

In the experimental framework, the dynamics of the two relaxations occurs over different

timescales: the excited state is short-lived and is characterized by a sub-picosecond lifetime; on

the other hand the intermediate state relaxes with a longer time constant. Here we address the

vibrational energy redistribution that occurs over longer timescales, as our setup and analysis tools

are not suitable to investigate τ < 1 ps. We remark that sub-picosecond processes have been inves-

tigated in previous theoretical papers for water,16–18 while, to the best of our knowledge, methanol

relaxation has not been studied theoretically. Whereas the differences in the excitation mechanism

between experiments and simulations may affect the fast relaxation dynamics from |1〉 to |0∗〉, the

subsequent thermal energy relaxation from |0∗〉 to |0′〉 is essentially classical and can be probed by

molecular dynamics. The timescale calculated for the relaxation of deuterated methanol, 8.5 ps,

agrees well with the experimental thermal relaxation time τeq ∼ 6.0, 7.0 ps in Ref.37,42 The small

difference may be ascribed to the approximate classical forcefield.

Such agreement suggests that the underlying relaxation processes at the molecular level un-

raveled by our simulations are similar to the thermalization that occurs after the depopulation of

the excited state of the (quantum) oscillator in experiments. Thus, even though simulated transient

spectra show unlike signatures of classical excitations as compared to experiments,37 the good

agreement in the timescales ruling the observed phenomena indicates that the simulation accounts
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Figure 6: Comparison between the spectrum relative to the final configuration (t = 50 ps) and
the equilibrium vDOS computed at T = 318 K. The amplitudes are reported as a difference with
respect to a equilibrium configuration at T = 300 K, in order to highlight the thermal induced blue
shift.

for the correct mechanism and rate limiting step of the experimentally observed thermalization

dynamics.

By the end of the relaxation, i.e. after 30 ps, the whole energy pumped into the OD stretching is

converted into thermal energy. Specifically, with the parameters chosen for the excitation discussed

in the previous section, the temperature of the system increases from 300 K to 318 K. The blue

shift observed at the end of the relaxation is thermal, as it is suggested by the agreement between

the transient spectrum taken at t = 50 ps and the vDOS computed at equilibrium for T = 318 K

(Fig. 6),

Furthermore the behavior of the bending modes confirms that the system state at t = 0 corre-

sponds to the intermediate state |0∗〉, in which the vibrational ground state of the stretching mode is

coupled with lower frequency modes44,45 determining the main channel for energy redistribution.

Interestingly, this relaxation mechanism is independent on the isotopic dilution of the mixture:
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the same dynamics is observed for different isotopic dilution, 10%, 25% and 50% of deuterated

molecules, as showed by Fig. 7. Different peak intensities at t = 0 correspond to different mode

populations, which depend on the number of oscillators in the system. This is in agreement with

previous experimental results,37 showing that the relaxation from the intermediate state does not

depend on the isotopic composition of the system. The dependence on the isotopic dilution of the

fast relaxation time, instead, is still debated.37,38,42

4 Liquid water

The second case study is liquid water. While still a hydrogen bonded liquid, its dynamics is

considerably different from that of methanol, since each molecule forms more hydrogen bonds.46,47

In this work liquid water is modeled via a force-field fitted to first-principles MD simulations by

force-matching.48 This force-field has shown to accurately reproduce the structural and dynamical
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locity autocorrelation function: the three bands of interest are the OH stretching, a broad band
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properties of water simulated by density functional theory using the generalized gradient functional

by Perdew, Burke and Ernzerhof.49 Simulations have been performed on a system of 343 molecules

in a periodically repeated cell with a density of ρ = 1.0 g/cm3, averaging over 256 statistically

independent trajectories. We adopted the same GLE thermostat settings as in the methanol case:

the colored excitation was characterized by Tmas = 400 K, 1/γpeak = 0.5 ps and ∆ω = 1 cm−1,

while the white noise Langevin has Tbase = 300 K and 1/γbase = 0.5 ps. Here we focus on the

OH stretching mode which, gives a broad vibrational band centered at 3211 cm−1, as shown by the

vDOS in Figure 8.

After a 5 ps-long excitation, the system relaxation was monitored for 30 ps. As mentioned

above, the response of water to the thermostat shows a noticeable difference with respect to

methanol (Fig. 1): frequency-dependent thermalization reaches the steady state in a few hun-

dreds timestep. This difference is attributed to the relatively larger number of degrees of freedom

involved in the excitation, compared to methanol. Since the thermostat forces the excitation over
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an oscillator surrounded by a number of other oscillators damped by γbase, the difference in the

relative number of degrees of freedom affects the transient regime prior to the steady state.

The analysis of the transient power spectra highlights further differences between water and

methanol. As shown in Fig. 9 the decay of the excited OH stretching vibration occurs on a

faster timescale with τstretch = 2.4 ± 0.5 ps, which is slower than the experimentally observed

equilibration time of 0.7ps.12 The slower relaxation observed in simulations may be related to

additional relaxation channels, such as Fermi-resonances,50 which classical simulations cannot

account for. Notably, τstretch is significantly faster for water than for methanol. This difference

may be traced back to the fact that water molecules form from 3 to 4 hydrogen bonds,51 while

methanol has only 2. Hence, stronger coupling among water molecules and higher connectivity of

the hydrogen bonds network provide more channels for vibrational relaxation, leading to shorter

relaxation times. Also the relaxation mechanism is different from that of methanol. Fig. 9 reports

the intensity of the accepting modes, where librations are preferred with respect to bending modes.

In fact, the pre-factors in the fitting equation (12) result in δstretch = 0.16±0.01, δbend = 0.021±0.009
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and δlibr. = 0.08 ± 0.01, which indicates that most of the energy relaxes into librational modes.

In addition, in water the amount of excess energy that is converted into heat is noticeably

larger, thus explaining the higher temperature increase. This energy relaxation timescale of 2.5 ps

compares well with experiments that show diffusive rotations in water to occur in . 3 ps.52,53 The

dynamics of these low frequency modes associates with collective reorientation of the HB network,

and the time scale is in agreement with the diffusive rotational dynamics of water.

5 Conclusions

In summary, we have shown that, by properly designing its memory kernel, GLE can be used to

selectively excite a narrow range of frequencies of a system at room temperature, leaving the other

degrees of freedom almost unperturbed. The "hotspot" thermostat is suitable to model the excita-

tion phase in a pump-probe IR experiment by MD, within the limitations imposed by the classical

character of MD. Once the thermostat is switched off one can study the relaxation dynamics of

condensed phase systems over the ps timescale. We have applied this approach to two hydrogen-

bonded liquids, methanol and water, proving that the relaxation dynamics is independent on the

parameters of the excitation. We provided an in-depth investigation of two different systems, liq-

uid methanol and liquid water, performing a systematic analysis on the technical features of the

method. The hotspot thermostat has proved to be reliable yielding robust results while adopting

a broad range of settings, in particular showing that the relaxation mechanism is independent on

the Tpeak, which recalls the fact that a sample dynamics does not depend on the laser intensity.42

We believe that this approach can be used to investigate vibrational relaxation on several systems,

even more complex than those studied in this work.

Given that the GLE can be applied straightforwardly to any form of interatomic potential, and

that the results are robust to considerable changes of the parameters, an application to ab initio

molecular dynamics constitutes a natural extension of this work.
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