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Living organisms encounter multiple stressors that reduce their growth. These include phys-

ical stressors, like changes in temperature and pressure, and chemical stressors such as poi-

sons or antibiotics. This dissertation presents various mathematical and computational ap-

proaches to the study of the effects of stressors in living organisms, with a focus on antibiotic

and temperature interactions. The first chapter of this dissertation consists of introductory

material presenting the background needed to understand the contents of the later chapters.

Chapters 2 through 4 consist of projects done in collaboration with the Pamela Yeh lab

at UCLA, where we focus on combining quantitative approaches with experimental data to

explore the interactions between the effects of antibiotics and temperature in the growth

of bacteria. In the second chapter, we find groups of antibiotics that damage bacteria in a

similar way to either high or low temperatures through network clustering methods. In the

third chapter, we develop a flexible mathematical model with biologically interpretable pa-

rameters for describing temperature response curves. In the fourth chapter, we then apply

this model to study the temperature dependence of E. coli growth under the presence of
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antibiotics, applying a Bayesian approach to infer the model parameters. We find that heat-

similar and cold-similar antibiotic groups tend to shift the optimal temperature for growth in

opposite directions, suggesting a similar damage hypothesis, where growth is reduced more

sharply at temperatures where the antibiotic and temperature-induced damage to the bac-

teria overlap. Finally, in the fifth chapter we present work on a mathematical model for the

evolution of stress responses, and show results regarding the favorability of evolving stress

responses to stressors that primarily affect either the growth rate or death rate of a living

organism. The mathematical techniques relevant to this dissertation span network theory,

Bayesian statistics, and mathematical modeling. The biological impact of this work lies in

an increased understanding of how overlap in the physiological damage caused by different

stressors influences their joint effects in the growth of living organisms and the emergence

of cross-sensitivity and cross-resistance, as well as a theoretical framework to explore the

tradeoffs in the evolution of stress responses.
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CHAPTER 1

Introduction

Living organisms encounter stressors in their environment that have detrimental effects on

their fitness. In order to improve their survival and reproductive success under these condi-

tions, organisms have developed stress responses, changes in their physiology and gene ex-

pression profile that reduce the negative impacts of a stressor to themselves [Boo06, CZJ20,

CHK20, GYK18, Wen97].

Environmental stressors can be biocidal, primarily killing living organisms, or biostatic,

primarily slowing down their rate of growth or reproduction [ASC19, BSP13, PS04]. How-

ever, in either case, stressors ultimately harm living organisms by damaging some aspect

of their physiology. Because of this, stressors that are apparently very different may have

some degree of overlap in terms of the physiological processes harmed. This may be the

reason that some stress responses have protective effects against multiple kinds of stress

[PKM16, BMG11, Poo12a] and that evolution of resistance to a stressor can sometimes

result in cross-resistance to a different stressor [DMQ13, Św16, VMS92].

Stressors to bacteria come in many different forms, including antibiotics [CUB14, KDH07],

changes in temperature [Gil95], variations in salt concentration or pH [CH91], or a lack

of nutrients [SC10]. The cellular stress responses that are used by bacteria to deal with

these stressors range from specific subcellular mechanisms such as efflux pumps that pump

out toxic compounds [Lev92, PPC97] and outer membrane porins that regulate osmolarity

[BW06] to more global modulation that includes dormancy or quiescence under nutrient

limitation [KK93].
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The contents of this dissertation focuses on understanding how different stressors interact

in affecting the population growth of living organisms, and how evolution of resistance to

one stressor affects resistance or sensitivity to other stressors. To study these questions, we

combine various quantitative approaches with experimental data. In particular, we study

how the mechanisms of damage of antibiotics and temperature overlap in the bacterium

Escherichia coli, and how these overlaps can inform our understanding of the evolution of

antibiotic resistance. The projects presented here were done in close collaboration with the

Pamela Yeh lab at UCLA.

In the next section of this introduction, we present some background on the main stressors

that are the subject of study in this dissertation: antibiotics and temperature. We also

introduce some of the approaches that have been previously used to study these stressors,

which we build upon on this work. We then conclude this introduction by outlining the

contents of this dissertation and presenting it in context of this background material.

1.1 Antibiotics

An antibiotic is a chemical substance that can either kill or slow the growth of bacteria.

Many antibiotics are naturally produced by microbes. Because of this, most antibiotics

are believed to have arisen as part of an arms race between competing microorganisms.

However, it is not necessarily true that all antibiotics are chemical weapons in their natural

environments. It has been proposed that the primary role of some antibiotics in nature is to

function as chemical signals for communicating with other species, or that they may simply

be byproducts of metabolism that happen to be toxic to other microbes. [HTW19, Mlo09,

Mar08, DTP08].

There are multiple classes of antibiotics, which damage the physiology of bacterial cells

through different mechanisms of action. For example, beta-lactam antibiotics prevent the

synthesis of the bacterial cell wall [CUB14]. This compromises the integrity of the bacterial
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Antibiotic class Main mechanism of action Ref

Aminoglycosides Misfolded proteins due to introduced translational errors. [MGT99, GGB13]

Beta-lactams Inhibition of cell-wall synthesis. [CUB14]

Fluoroquinolones Changes in DNA supercoiling. [HTW19]

Macrolides Inhibition of protein synthesis (50S ribosomal subunit). [HTW19]

Tetracyclines Inhibition of protein synthesis (30S ribosomal subunit). [CR01]

Nitrofurans DNA damage and impaired DNA synthesis. [HTW19]

Table 1.1: Mechanisms of action of some common classes of antibiotics.

cell, making it more vulnerable to changes in osmotic pressure. In contrast, other antibiotics,

like tetracyclines and macrolides inhibit protein synthesis by binding the ribosome, slowing

down bacterial growth and metabolism [HTW19, CR01]. The mechanisms of action of

common classes of antibiotics are summarized in Table 1.1.

The first resistance mechanisms to the damaging effects of antibiotics likely arose nearly

as early as the emergence of antibiotics themselves [DKK11, Mar08]. However, the discovery

of antibiotics by humans and their subsequent widespread use in healthcare and agriculture

has led to a dramatic increase in the frequency of antibiotic resistant bacteria in the last

century [Ven15], threatening the continued effectiveness of antibiotic therapy.

Antibiotics and other antimicrobial compounds have been shown to activate various stress

responses in bacteria. In particular, stress responses to nutrient limitation, reactive oxygen

and nitrogen species, membrane damage, elevated temperature and ribosome disruption

have been linked to protective effects to antimicrobial compounds [Poo12a]. This suggests

that existing stress responses that originally evolved to deal with other stressors may have

been co-opted to deal with antibiotic stress, especially when the antibiotic damages bacterial

physiology in a similar way as the stressor.
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1.1.1 Antibiotic interactions

Due to their use as therapeutic agents to treat bacterial infections and the widespread

emergence of antibiotic resistance [Ven15], clinicians are interested in finding antibiotics that

are especially effective when used in combination. Antibiotics are considered synergistic if

they work especially well in combination, reducing the growth of bacteria more than expected

given the individual effects of the drugs. In contrast, antibiotics are considered antagonistic

when growth is reduced less than expected given the individual effects of the antibiotics.

To determine whether a pair of antibiotics is interacting in a synergistic or antagonis-

tic manner it is first necessary to determine what the expected effect in a baseline case

of non-interacting antibiotics. Various frameworks have been developed to deal with this

problem [GBP95]. The most used ones in practice are Loewe additivity [LM26] and Bliss

independence [Bli39]. Both the Loewe additivity and the Bliss independence frameworks are

based on comparing the observed growth when two antibiotics are present to a null model

that corresponds to the expected growth that assume the antibiotics are non-interacting.

However, these frameworks differ on what this null model is, or in other words, on how to

define non-interacting antibiotics.

Loewe additivity

The framework by Loewe is based on the assumption that an antibiotic cannot be synergistic

or antagonistic with itself [LM26]. Thus, in this framework, two antibiotics are considered

non-interacting when a dose of one antibiotic can always be substituted by a dose of a second

antibiotic. Under these assumptions, it can be derived that two non-interacting antibiotics

x and y should follow the so-called isobole equation

1 =
cx
c∗x

+
cy
c∗y

where cx and cy are the concentrations of x and y respectively, and c∗x and c∗y are the

concentrations of x and y (when the antibiotics are used individually) that are needed to
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obtain the same effect in growth as a combination of both antibiotics present simultaneously

with concentrations cx, cy [BYH16, LDH18].

Bliss independence

A different, non-compatible, framework for defining antibiotic interactions, which is the one

we use in this work, is the Bliss independence framework [Bli39]. This framework considers

two antibiotics as non-interacting if they have independent effects on growth.

The Bliss independence framework is based on comparing growth proportions when an-

tibiotics are present simultaneously with the growth proportion when they are present in-

dividually. The relative growth under a fixed dose of an antibiotic x is defined as wx = gx
gφ

,

where gx is the growth of a bacterial culture under a fixed dose of antibiotic x and gφ is the

growth of the culture in the absence of antibiotics.

Under the Bliss independence criterion [Bli39], fixed doses of two non-interacting antibi-

otics x and y are assumed to follow the equation

wxy = wxwy (1.1)

where wx and wy are the proportion of growth when antibiotics x and y are present individu-

ally and wxy = gxy
gφ

the proportion of growth when both antibiotics are present simultaneously

(relative to when antibiotics are absent).

Interactions between antibiotics under the Bliss independence framework are defined with

the equation

εxy = wxy − wxwy (1.2)

which quantifies the deviation from the Bliss independence null model of Equation 1.1.

For historical reasons, non-interacting antibiotics are often called additive in the literature.

Because of this, it is common to refer to this measure as the deviation from additivity despite

the effects being multiplicative.
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The sign of Equation 1.2 determines whether antibiotics x and y are synergistic or antag-

onistic. When εxy < 0, the observed growth proportion wwy is less than the expected growth

under Bliss independence wxwy. Thus εxy < 0 corresponds to a synergistic interaction. A

similar argument shows that εxy > 0 corresponds to an antagonistic interaction between the

antibiotics.

The deviation from Bliss independence is very similar to the concept of epistasis in popu-

lation genetics [Phi08], where the effects of gene mutations are assumed to have multiplicative

effects in the absence of an interaction. In fact, the equation for an epistatic effect is identical

to Equation 1.2, if we interpret wx, wy and wxy as the fitness effects of gene mutations x and

y individually and in combination instead of the effects of antibiotics.

Antibiotic interaction networks

Interactions based on Bliss independence have been used to define antibiotic interaction

networks, where nodes represent antibiotics and the edges represent whether the antibiotics

are synergistic or antagonistic. To measure these networks, all the pairwise interactions εxy

of a set of antibiotics must be determined by measuring the growth of bacterial cultures

under unstressed conditions, under fixed doses of all single antibiotics and under all possible

pairs of antibiotics present simultaneously.

Antibiotic interaction networks have an interesting property: antibiotics with the same

mechanism of action tend have similar interactions with other antibiotics in the network.

This property can be used to infer groups of antibiotics with the same mechanism of action

by finding groups of antibiotics that interact similarly with other antibiotics through network

clustering methods [YTK06].

In this way, it is possible to infer the likely mechanism of action of an antibiotic of un-

known function based only on growth measurements under single drugs and pairs of drugs.

To do this, an antibiotic interaction network can be constructed containing both the an-
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tibiotic of unknown function and antibiotics of known mechanism of action. Clustering this

interaction network will yield groups of antibiotics with shared mechanisms of action. The

likely mechanism of action of the antibiotic of unknown function can then be inferred through

the mechanism of action of the other members of its cluster, provided that other antibiotics

with the same mechanism of action exist in the network.

Rescaling of Bliss independence interaction effects

In order to find groups of antibiotics that interact in a similar way in an antibiotic inter-

action network, we need to quantify the similarity (or dissimilarity) of interactions between

two antibiotics. However, in practice, the raw interaction values εxy can be difficult to com-

pare directly across different antibiotic combinations since they can have widely different

magnitudes. For example, consider the following two cases:

1. wx = wy = 0.7, wxy = 0.45

2. wx = wy = 0.1, wxy = 0

For the first case εxy = −0.04 and for the second εxy = −0.01. However, arguably, the

first case is much closer to additivity than the second, despite the smaller magnitude of the

interaction. In fact, the second case cannot be any more synergistic, since it is impossible to

have less than zero growth.

To make the interactions comparable across different overall growths, they are rescaled

as follows before clustering:

ε̃xy = ε̃(wx, wy, wxy) =



wxy−wxwy
|0−wxwy | wxy ≤ wxwy (synergy)

wxy−wxwy
|min(wx,wy)−wxwy | wxwy < wxy ≤ min(wx, wy) (ant. buffering)

1 + wxy−min(wx,wy)

|1−min(wx,wy)| wxy > min(wx, wy) (ant. suppression)

(1.3)
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The main idea behind this rescaling, introduced in [YTK06], is to make the interaction values

comparable in magnitude by scaling them relative to some special cases of interest.

For synergistic interactions, the interactions are scaled relative to the lethal case (wxy =

0), which is the strongest possible synergy, so that after rescaling synergistic interactions

are in the interval [−1, 0). Antagonistic interactions can be subdivided in two cases. In

antagonistic buffering the observed growth under a combination is less than expected, but

the antibiotics in combination are still more effective than the best single antibiotic. In this

case, the interactions are scaled relative to min(wx, wy), the growth observed with the best

single antibiotic, so that the rescaled interactions are in the interval (0, 1]. Antagonistic

suppression is a stronger version of antagonism in which the combination is less effective

than the best single antibiotic. In this case the interaction values are rescaled so that they

are (almost always) in the interval (1, 2]. This is done by making a rescaled interaction of

2 correspond to the case where the growth is the same as the unstressed growth (wxy = 1).

The interactions can (very rarely) take values greater than 2, in cases when the antibiotic

combination results in more bacterial growth than in the absence of antibiotic.

After rescaling, these interactions are now comparable across different antibiotics. These

rescaled interactions can be used to quantify the similarity of the interactions of antibiotics

x and y with the rest of the antibiotics in the network in order to find groups of antibiotics

with similar interactions and thus similar mechanisms of action. Details on how to cluster

antibiotic interaction networks using these rescaled interactions are covered in the Methods

section in Chapter 2 of this dissertation.

.

1.2 Temperature stress

Living organisms have been exposed to changes in temperature since life first evolved [BL02,

BL04]. As such, adaptations to better survive changes in temperature must have arisen
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very early in the evolution of life. Phylogenetic evidence from ribosomal RNA sequences

places the emergence of hyperthermophiles, organisms that specialize in living under high

temperatures, near the root of the tree of life [SL04, Ste06]. Thus, mechanisms to better

survive under temperature stress must constitute some of the oldest adaptations in nature.

In contrast, antibiotics are thought to have first arisen more recently in evolutionary history,

between 2 billion and 40 million years ago [DKK11].

In contrast to antibiotics, that usually have well-defined molecular targets and have

effects in specific molecular pathways, temperature stress can have detrimental effects in

a wide variety of cellular functions. The main mechanism responsible for the death of

living organisms at high temperatures is believed to be protein unfolding and aggregation.

However, high temperatures have also been linked to other effects in the cell, such as changes

in membrane fluidity and DNA damage [RHB10, De 99, NLG06].

The heat-shock response is the main stress response that helps living organisms deal

with the damaging effects of high temperature at a cellular level. The heat-shock response

is present and highly conserved across all domains of life [S10, De 99, Lin86, RHB10]. This

suggests resistance mechanisms to high temperature stress arose very early in the evolution

of life, and that temperature is a pervasive stressor to living organisms that constantly

mantains a strong selective pressure in the evolution of living organisms.

Low temperature stress has also been linked to many damaging effects in the cells of

living organisms. These include a decrease in protein translation, decreased protein stability,

changes in metabolism, decreased membrane fluidity and changes in DNA supercoiling [JI94,

Yam99, GD84, MKO97]. The cold-shock response is the main stress response that helps living

organisms deal with the damaging effects of low temperatures [Yam99, PAI99, JI94, BN14,

PI04]. Interestingly, the cold shock response is less conserved than the heat-shock response.

There is some overlap in the physiological damage caused to bacteria when exposed to

some classes of antibiotics and temperature stress. For example, one of the main effects of

high temperatures in the cell is causing proteins to unfold and aggregate. Aminoglycosides
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are antibiotics that introduce errors in protein translation, thereby producing misfolded

proteins that aggregate, which is a similar kind of damage [MGT99]. The existence of these

overlaps raises the question of whether resistance mechanisms against temperature stress

could also help deal with some kinds of antibiotic stress.

There is some evidence that this may be the case, at least for aminoglycosides. In

particular, molecular chaperones, which are proteins that aid the correct folding of proteins

and participate in the heat-shock stress response, have previously been shown to be activated

in response to aminoglycosides [CGW10] and to increase bacterial survival when activated

[GGB13]. Some classes of antibiotics that bind the ribosome have been observed to induce

a similar protein expression profile to either heat stress (in the case of aminoglycosides) or

cold stress (in the case of other protein synthesis inhibitors) [VN90] in bacteria.

1.2.1 Temperature response curves

Temperature fluctuations in the environment affect the ability of living organisms to sur-

vive, and cause changes in the rates of physiological processes. At various temporal scales,

these temperature fluctuations can be driven by day-night cycles, changes in weather con-

ditions and seasonal effects. These changes affect the evolution of biological and ecological

traits [CR54, HK89, LG87, FSS16, Som10, OMS08, Ben80, SGB04, Ali70, ACU17]. Since

organisms vary in their ability to function and survive at different temperatures, temper-

ature fluctuations can be an important factor in the evolution of species and communities

[HK89, PYB16, Par06, BRI02, BH16, Ang09, ABG06].

Understanding how the growth and other physiological processes of living organisms

thus has important implications for evolutionary biology and projecting the effects of cli-

mate change in biodiversity. Because of this, ecologists are interested in measuring how the

growth of living organisms depends on temperature, and how this dependence changes across

individuals and species [DPS11, FGS97, MCE17, SGB04].
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In order to perform these studies, measurements of the growth of living organisms (or

some other measurable quantity used as a proxy) are taken at different temperatures. A

mathematical model of the temperature response is then fit to the data to extract useful

quantities such as the optimal growth temperature and temperature niche (defined as the

range of temperatures where growth exceeds some threshold) for the organism in question.

Various mathematical models, both descriptive and mechanistic have been developed for

fitting the temperature dependence of the growth of living organisms [BPL99, LHJ95, SD77,

ROR05, SG10, SGS11, YKM95].

Based on the shapes of most empirically determined TRCs, these models typically assume

a temperature response curve have a single maximum value for growth corresponding to an

optimal growth temperature, as shown in Figure 1.1. As the temperature changes away from

the optimum in either direction, growth decreases, with an especially steep decline at higher

temperatures.

While most models for TRCs assume this right skewed shape with a single optimal

temperature that maximizes growth, they differ on other ways. For instance, some models

assume the existence of a maximum and minimum temperature for growth. Outside of this

range of temperatures, growth is assumed to be exactly zero. In contrast, other models

assume growth remains positive, only going to zero in the limits when temperature goes to

±∞.

1.3 Dissertation outline

We finish this introductory chapter with an outline of the contents of the work presented in

this dissertation. In doing so, we also put this work in context of the material presented in

this introduction.

In Chapter 2, we introduce stressor interaction networks (SINs) as a novel generalization

of antibiotic interaction networks. In a stressor interaction network, nodes can be any stressor

11



Figure 1.1: Schematic of a typical temperature response curve. A temperature response curve

(TRC) describes how a trait g of a living organism (typically growth or some physiological

process) varies with temperature T . Models for TRCs are used to infer quantities of interest

from experimental data, such as the optimal temperature Topt for the trait g, the maximum

value of the trait gmax, and a temperature breadth, representing a range of temperatures in

which the trait g exceeds a certain value. Here, we represent the temperature breadth as

the values for which g > 0, corresponding to the range between the minimum and maximum

temperatures for the trait (Tmin, Tmax). However, another common choice in applications is

to consider the temperatures under which g is over half of its maximum value, especially in

models where the trait is only assumed to go to zero at ±∞.

that reduces the growth of a living organism, and mixed kinds of stressors can for a part of the

same network. As before, interactions between stressors are based on the Bliss independence

framework. We then apply this extended framework to find groups of antibiotics and non-

optimal growth temperatures (corresponding to either heat stress or cold stress) that interact

with other stressors in a similar way. In doing so, we identify specific classes of antibiotics

with similar physiological effects to either high or low temperature stress.
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We also find that the antibiotic resistance profile of bacterial strains evolved under high

temperature stress is modified despite the bacteria not having been exposed to the antibi-

otics. These high-temperature adapted bacterial strains become more sensitive to specific

classes of antibiotics that have similar physiological effects to cold temperature, and more

resistant to antibiotics similar to high temperature. This indicates a tradeoff between stress

responses to cold and hot temperature stress, and that the acquisition of cross-sensitivity or

cross-resistance to other stressors is influenced by the similarity of the physiological effects of

stressors. Taken together, our results suggest that living organisms have likely co-opted pre-

viously existing stress responses to ancient stressors (like temperature) to deal with different

kinds of stress that damage similar cellular components (like some antibiotic classes).

In Chapter 3, we develop a model for describing the temperature response curves (TRCs)

of living organisms. This model is based on the Briere model–one of the most popular models

for TRCs in applications–but our model differs in crucial ways. First, unlike the original

Briere model, the modified Briere model proposed here can be used to describe the TRCs of

living organisms that can grow below freezing temperatures. Second, the model presented

here is able to describe TRCs with many different shapes, including symmetric and left-

skewed TRCs. These cases are typically assumed not to happen often in practice, but we

found them to occur frequently in our data for TRCs in the presence of antibiotics. Lastly,

the model is parametrized in terms of quantities of interest to ecologists and other biologists.

In Chapter 4, we use the model developed in the third chapter to explore how bacterial

temperature response curves (TRCs), which describe the growth of bacteria as a function

of temperature, are modified by antibiotics and antibiotic combinations. The flexibility of

our model allows us to fit data of TRCs under multiple antibiotic backgrounds, which we

found to have a much wider variety of shapes than a typical right-skewed TRC, as shown

in Figure 1.1. We infer the parameters of this model through a nonlinear regression using a

Bayesian approach. The main results here are that the optimal temperature of growth often

changes in the presence of antibiotics, while the temperature range of half-maximum growth
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decreases. Interestingly, the direction of the observed optimal temperature shifts depends

on whether the antibiotic is similar to low or high temperature, as determined in the work

described in Chapter 2.

Finally, in Chapter 5, we develop a mathematical model to explore the tradeoffs in the

evolution of stress responses based on evolutionary game theory and present some preliminary

results. Based on this model, stress responses to biocidal stressors (i.e stressors that kill living

organisms) are predicted to be more likely to arise than stress responses to biostatic stressors

(i.e. stressors that slow down population growth without killing the organism).
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CHAPTER 2

Stressor interaction networks suggest antibiotic

resistance co-opted from stress responses to

temperature

Note: The contents of this chapter is based on an article published in The ISME Journal

[CKL19].

Environmental factors like temperature, pressure, and pH partly shaped the evolution of

life. As life progressed, new stressors (e.g., poisons and antibiotics) arose as part of an arms

race among organisms. In this chapter, we ask if cells co-opted existing mechanisms to re-

spond to new stressors, or whether new responses evolved de novo. To explore this question,

we use a network-clustering approach based purely on phenotypic growth measurements and

interactions among the effects of stressors on population growth. This method is applied

to two types of stressors—temperature and antibiotics-to discover the extent to which their

cellular responses overlap in Escherichia coli. Our clustering reveals that responses to low

and high temperatures are clearly separated, and each is grouped with responses to antibi-

otics that have similar effects to cold or heat, respectively. As further support, we use a

library of transcriptional fluorescent reporters to confirm heat-shock and cold-shock genes

are induced by antibiotics. We also show strains evolved at high temperatures are more

sensitive to antibiotics that mimic the effects of cold. Taken together, our results suggest

that temperature stress responses may have been co-opted to deal with antibiotic stress.
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2.1 Introduction

Organisms encounter and respond to myriad stressors [HP93, MB02]. Stresses to bacteria

can come in many different forms, such as use of antibiotics [CUB14, KDH07], changes in

temperature [Gil95], variations in salt concentration or pH [CH91], or a lack of nutrients

[SC10]. Cellular responses to these stressors vary but can range from specific subcellular

mechanisms such as efflux pumps that pump out toxic compounds [Lev92, PPC97] and

outer membrane porins that regulate osmolarity [BW06] to more global modulation that

includes dormancy or quiescence under nutrient limitation [KK93].

Temperature and pressure gradients are stressors that living organisms have needed to

contend with since life first evolved [BL02, BL04, DOW06, HBB02]. Indeed, phylogenetic

evidence based on ribosomal RNA sequences places the emergence of hyperthermophiles

near the root of the tree of life [SL04, Ste06], so sensing, responding, and adapting to

pressure and temperature must constitute some of the oldest adaptations in nature. The

heat-shock response machinery, which is a mechanism for cells to deal with the noxious effects

of high temperatures, is present across all domains of life and is highly conserved [S10, De 99,

Lin86, RHB10]. In contrast, the first antibiotics are thought to have arisen more recently

in evolutionary history, between 2 billion and 40 million years ago [DKK11]. Consequently,

it seems likely that adaptive responses to variations in environmental temperature evolved

before responses to antibiotics.

It seems possible that some of the mechanisms that confer resistance to variations in

temperature have been co-opted to deal with antibiotic stress as well, especially since tem-

perature and drugs harm many of the same cellular components. For instance, high tempera-

tures and antibiotics (e.g., macrolides and aminoglycosides) both affect protein synthesis and

folding [MPR14, VRH10]. In addition to functional overlap, there are compelling reasons

for cells to evolve a relatively small suite of stress responses to multiple types of stressors.

Developing a novel stress response requires investment in terms of genetic material (i.e.,
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information), protein production, time to evolve, and energy to support simultaneous re-

sponses. Thus, it is inefficient for a cell or organism to evolve an independent response for

every single stressor it encounters. Greater efficiency can be achieved if cells can co-opt sim-

ilar pathways to respond to different stressors [DMQ13, Św16, VMS92]. A prime example

of this evolutionary strategy in bacteria is the alternative sigma factor σS, which regulates

the expression of more than 70 genes that confer resistance against stresses as diverse as

temperature change, starvation, pH, and DNA damage [BMG11, GG03, SAB16].

It is natural to ask which response mechanisms evolved first, whether these original

responses were co-opted to respond to other stressors, and how much overlap exists among

how stressors affect bacteria. It has previously been shown that heat-shock proteins are

induced by some antibiotics [CGW10], and that resistance to antibiotics can be temperature-

dependent [LHK16]. Furthermore, selection of heat-resistant Escherichia coli results in the

evolution of resistance to rifampicin, despite the drug being absent during the selection

process [RGT13]. Additionally, overexpression of heat-shock proteins increases short-term

survival of bacteria exposed to aminoglycosides [GGB13]. Other stress responses, such as

those for nutrient starvation and oxidative stress, have also been linked to the emergence of

antibiotic resistance [Poo12b].

Despite these intriguing, isolated subcellular studies, we are unaware of any systematic,

comprehensive study of these overlaps and co-opting. Typically, the overlap between cellular

responses to stress has been studied by isolating subcellular parts and attempting to piece

together the information involved to understand stress responses at a whole-cell level. Here,

we take a reverse and complementary approach: by studying the effect of perturbations on

the whole system, we gain more insights into the mechanisms of its specific parts. It is

feasible to accomplish this with network-clustering methods that reveal mechanism of action

of antibiotics [SDC05, YTK06]. For these clustering methods, interactions between drugs

are inferred based on growth assays of bacteria exposed to antibiotic combinations. Interac-

tions between drugs are typically characterized in one of three ways: additivity (drugs have
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independent effects on growth), synergy (the drug combination is more potent for inhibiting

growth than expected based on their single effects), or antagonism (the drug combination is

less potent than expected based on their single effects) [Bli39]. Networks are then constructed

in which edges represent these interactions and nodes represent drugs. Because drugs with

similar functional effects in the cell tend to have very similar interactions with other drugs,

clustering this network according to interaction profiles (a procedure called monochromatic

clustering) has been shown to yield groups of drugs with the same mechanisms of action

[YTK06]. The interaction profile of a drug can thus reveal its functional effect in the cell.

In this chapter, the ideas of monochromatic clustering are extended and generalized. We

develop and use a clustering method for stressor interaction networks (SINs) to categorize

non-drug stressors that affect bacterial growth, and reveal information about the shared

effects of temperature and antibiotics on the cell. Comprehensive data on bacterial growth

in the presence of each stressor separately, and when pairs of stressors are present simulta-

neously are used to determine interactions between stressors and construct a SIN. Groups

of antibiotics that have similar physiological effects to low- and high-temperature stress are

then found by grouping stressors that interact similarly with other stressors, as revealed

through the SIN clustering analysis. In this way, the overlap between stress responses to

temperature and antibiotics is comprehensively analyzed to assess the extent that cellular

responses to drugs co-opt and mimic the responses to temperature, an ancient stressor.

By systematically carrying out experiments and performing network-clustering analysis,

we determine the overlap between the physiological effects of multiple classes of antibiotics

and those of six temperatures, ranging from near normal to extreme, in E. coli. Moreover,

we confirm that temperature-response genes are involved in responding to antibiotics by

measuring genome-wide transcriptional expression with a library of about 1800 strains that

contain fusions of green fluorescent protein (GFP) with E. coli promoters. Finally, to assess

the extent to which adaptation to temperature confers antibiotic resistance, we evaluate the

cross-resistance to antibiotics of high-temperature-adapted strains obtained in a previous
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study [RGT13]. Our results provide evidence that elements of the low- and high-temperature

stress responses may have been co-opted through evolution to combat multiple classes of

antibiotics.

2.2 Materials and methods

Bacterial strain

The study used BW25113, a derivative of the F-, λ-, E. coli K-12 strain BD792 (CGSC6159)

[DW00]. A single colony was inoculated into 2 mL of LB media (10 g/L tryptone, 5 g/L

yeast extract, and 10 g/L NaCl) and grown overnight followed by resuspension in 25%

glycerol, then aliquoted into 50 µL and frozen at -80°C. Cultures used for daily experiments

were started by adding 20 µL of thawed aliquots into 2 mL of LB media. The culture was

incubated at 37°C until it reached exponential growth phase and diluted to maintain 104

cells per experimental condition.

Compounds and materials

A total of 12 antibiotics were included in the study as representatives of all major drug

classes. Gentamycin (GEN), levofloxacin (LVX), tetracycline (TET), tobramycin (TOB),

erythromycin (ERY), ampicillin (AMP), clindamycin (CLI), streptomycin (STR), nitrofu-

rantoin (NTR), cefoxitin (FOX), and trimethoprim (TMP), all from Sigma (St. Louis, MO);

and ciprofloxacin (CPR) from MP Biomedicals (Santa Ana, CA). Stock solution at 20 mg/mL

of each antibiotic was stored in 50 µL aliquot at -20°C and each aliquot was only frozen and

thawed once to preserve potency.
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Growth experiment

Drug concentrations were selected to partially inhibit bacterial growth (10–50% inhibition)

that were first determined by a 12-step concentration series of twofold at each step in 96-well

plates (Costar). A 5 mL stock solution of each drug in LB media was made at 10-fold of

their respective concentrations (Table 1). For drug pair experiments, 10 L of each component

drug was mixed into 96-well plates followed by the addition of 80 µL cell inoculum; while

10 µL of LB media was added in replacement of a second drug for single-drug experiments.

Replicate plates were prepared from the same antibiotic stock solution to minimize variation

and incubated at 300 r.p.m. in parallel at various temperatures (22°C, 25°C, 30°C, 37°C,

41°C, 44°C, 46°C). OD600 measurements for cell density were taken after 4-h, 8-h, 12-h, and

24-h growth. To examine the drug interaction clustering of E. coli in a different external

environment, we used LB media without salt, prepared with 10 g/L tryptone, 5 g/L yeast

extract.

Relative growth and interactions

The relative growth under stressor x (presence of a drug or a non-optimal temperature) is

defined as wx = gx
gφ

, where gx is the growth of the bacterial culture under stressor x and gφ

is the growth of the culture at reference state φ —the culture at its optimal temperature

for growth in the absence of antibiotics (41°C in our study). Under the Bliss Independence

criterion [Bli39], an interaction is additive if wxy = wxwy, where wxy is the relative growth

when stressors x and y are both present. The deviation from additivity is defined as εxy =

wxy −wxwy. The sign of this quantity determines the interaction type (εxy < 0 corresponds

to synergy and εxy > 0 to antagonism). The raw εxy is then rescaled by appropriate reference

values to yield a rescaled measure which magnitude can be interpreted as the strength of

interaction, as described in the Rescaling of Bliss independence interaction effects section in

the Introduction.
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Statistics of interaction effects

With the experimental procedure detailed above, four measurements of the OD600 were

taken at every time point, each one corresponding to a different experimental replicate,

for each stressor, and all possible pairwise combinations. The OD (optical density) values

were used as a proxy that is proportional to the absolute growth (gx, gy, gxy, gφ). The

point estimate ĝx was chosen to be the sample mean of the four measurements of absolute

growth under condition x. The point estimate for each relative growth was taken to be

ŵx = ĝx
ĝ0

and the point estimate for the interaction ε̂xy = ε̃(ĝx, ĝy, ĝxy) (where ε̃ refers to the

rescaled interaction as a function of the relative growths). A parametric bootstrap approach

was used for constructing a 95% confidence interval (ε̃2.5, ε̃97.5) for each interaction, with the

assumption that the OD measurements under each condition follow a log-normal distribution.

Network of antibiotic and temperature effects and monochromatic clustering

We constructed an interaction network where nodes represent the stressors (i.e., drugs or

temperatures), and colored edges represent non-additive interactions, with the edge color

corresponding to interaction type (red for synergy and green for antagonism). The discretized

interaction (i.e., color) of an edge is defined to be

c(ε̃2.5, ε̃97.5) =


1 (green/antagonism) ε̃2.5 > ε̃ref

−1 (red/synergy) ε̃97.5 < −ε̃ref

0 (no edge) otherwise

where ε̃ref=0.2 represents the limit for an interaction to be considered approximately additive.

Monochromatic clustering

The stressors in the interaction network were clustered into monochromatic classes using

a modified version of the Prism 2 algorithm [YTK06], which is a variant of hierarchical

21



clustering. Briefly,

1. Each node (representing a stressor) starts in a different cluster.

2. At every iteration of the algorithm, the pair of clusters (X, Y ) that minimizes the

penalty

F (X, Y ) = kDD(X, Y ) + kS (∆S(X, Y ) + α(1− pXY )) (2.1)

is merged (for an explanation of this penalty, please see below).

3. Repeat this procedure until a single cluster remains, containing all nodes in the net-

work.

The term kDD(X, Y ) in Equation 2.1 corresponds to the standard cost term in hierar-

chical clustering. It penalizes merging clusters that are dissimilar to each other in terms of

their interactions with other clusters. The dissimilarity between nodes x, y is defined as

d(x, y) =
1

N(x, y)

∑
z 6=x,y

(
ˆ̃εxz − ˆ̃εyz

2

)2

(2.2)

where N(x, y) is the number of interactions with other nodes z 6= x, y (i.e., number of

(ε̃xz, ε̃yz) pairs) that were measured for both conditions x and y. The mean value of the

dissimilarity between all pairs of nodes belonging to clusters (X, Y )

D(X, Y ) =
1

nX · nY

∑
x∈X,y∈Y

d(x, y)

where nX , ny are the number of nodes in clusters X and Y , respectively, is taken as a measure

of the dissimilarity between clusters. This is another thing that was changed compared to the

previous algorithm. The use of the mean distance between the antibiotics (average linkage)

as the distance between clusters D(X, Y ) is less sensitive to outliers than the previous

choice of the minimum distance (single-linkage). This term uses the point estimates of the

interactions directly (before discretization).
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The second term in the penalty kS∆S(X, Y ) is based on the information-theoretic concept

of entropy, and penalizes non-monochromatic interactions between clusters X and Y . The

interaction entropy between two clusters is defined as

S(~mX,Y ) = −(m+
X,Y +m−X,Y )(p+

X,Y log2 p
+
X,Y + p−X,Y log2 p

−
X,Y )

where m+
X,Y and m−X,Y are the number of red (synergy) and green (antagonism) edges between

clustersX and Y , and p+
X,Y =

m+
XY

m+
XY +m−

XY

, p−X,Y =
m−
XY

m+
XY +m−

XY

are the corresponding proportions

(we use the vector ~mX,Y = (m+
XY ,m

−
XY ) as a shorthand for notational simplicity). Only the

entropy of between-clusters interactions is penalized (but not the entropy of interactions

where both nodes are part of the same cluster). When a pair of clusters X, Y is merged into

cluster M = X ∪ Y , the entropy of their interactions S(~mX,Y ) is thus “hidden” inside the

new cluster and no longer penalized. The change in the interaction entropy across all the

network upon merging is

∆S(X, Y ) = Sgained − Slost

=
∑

Z 6=X,Y

[S(~mM,Z)− S(~mX,Z)− S(~mY,Z)]− S(~mX,Y )

=
∑

Z 6=X,Y

[S(~mX,Z + ~mY,Z)− S(~mX,Z)− S(~mY,Z)]− S(~mX,Y )

where Sgained is the net change in entropy over all interactions X and Y had with all other

clusters, and Slost = S(~mX,Y ) is the entropy lost by the newly “hidden” interactions between

X and Y . Note that in this formulation we chose to write ∆S with an opposite sign as in

[YTK06], to be consistent with the usual convention that positive values mean increases and

negative values decreases.

A third ingredient in the algorithm, which is not present in previous versions, is the term

α(1 − pXY ), where pXY is the proportion of shared edges between clusters X, Y and α an

arbitrary tuning constant. It is always possible to form monochromatic clusters by simply

merging clusters with members which have no, or few, shared edges, but these clusters need
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not have similar overall interactions (and thus lack any physiological relevance). This is

particularly important in the earlier steps of the algorithm, where most clusters are small,

so there is a larger proportion of clusters with missing or unknown edge colors. The purpose

of this term is to avoid this problem by penalizing the entropy term so joining clusters with

more shared interactions is favored with respect to clusters with few.

In the penalty F (X, Y ), each term is multiplied by constants that affect the relative

weight of each term. The values of kD = 1, kS = 0.1 were chosen to be the same as in

[YTK06]. The third tuning constant, α = 0.1, is new to this work, and was chosen to be of

roughly the same order of magnitude, but smaller, than the entropy ∆SXY ∈ [0, 1], and to

give clusters with better separation by mechanism of action in networks with a small number

of edges than α = 0, which is equivalent to removing the term.

Gene expression profile

The expression of about 1800 genes in E. coli was measured using a library with transcrip-

tional fusions of GFP to each promoter [ZBR06]. Strains were maintained in 15% glycerol

at 80°C before inoculating and grown overnight in LB medium with 25 µg/mL of kanamycin

in 384 well plates. Cultures were then transferred and pinned into 50 of LB medium per

well, followed by a 4-h incubation at 37°C to allow growth up to exponential phase. To

measure differential expression at high temperature, cultures were moved to 44°C where OD

at 595nm and GFP fluorescence (excitation, 480 nm; emission, 535 nm) were measured ev-

ery 2 h for 20 h using a programmable robotic system (Thermo Cytomat). For expression

profile with antibiotic treatment, cultures were pinned into 30 µL of LB medium before 4-h

incubation, and another 30 µL of LB medium with the corresponding antibiotic was added

into the plates (final concentration: STR at µg/mL and TET at 1 µg/mL). Controls were

carried out at 37°C without temperature shift or addition of antibiotics. Antibiotics and

control conditions were measured using the same robotic system and timeframe.
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Determining over- and under-expressed promoters

The raw OD and GFP fluorescence measurements for each strain in the promoter library

were background-corrected and normalized to yield a GFP/OD value that is proportional

to the total GFP fluorescence per cell. The median-normalized GFP/OD values were used

to calculate log2-fold changes in promoter expression for each experimental condition (44°C,

STR, TET) with respect to the control condition (37°C). Four replicates were averaged to

yield a final value of the log2-fold change xcpt in gene expression (for each promoter p in

experimental condition c at time t).

As a measure of overall similarity between the gene expression profiles of experimental

conditions c1 and c2, we calculated the mean absolute distance

dc1,c2 =
1

PT

∑
p,t

|xc1pt − xc1pt|

of the respective log2-fold changes, where P and T are the total number of promoters in the

library and measured time points, respectively.

For gene ontology (GO) term analysis, we determined over-expressed (OE) and under-

expressed (UE) promoters as compared to control with the robust z-score method, as in ref.

[RLH12]. The strains in the promoter library were mapped to GO terms. GO terms of

the “biological process” category that are over-represented in the OE and UE sets for each

condition were found by ranking the terms using the p-value from Fisher’s exact test.

Drug sensitivity profile for heat-adapted strains

We profiled the antibiotic sensitivity of 10 high-temperature-adapted E. coli strains collected

and described by Rodŕıguez-Verdugo et al. [RGT13]. In addition, we compared their sensi-

tivity profiles with their ancestor strain (E. coli B genotype REL1206). Growth after 24-h

was measured through OD for each strain exposed to each of 12 drugs under an 11-step con-

centration series with twofold increase per step. Three replicates of these measurements were
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obtained using the same methodology as described in the Growth experiment section. IC50

values and their associated credible intervals were determined by fitting a five-parameter

logistic model to the growth curve for each strain.

This model, which allows for asymmetric dose-response curves, is given by the equation

g(c) = gmin + (gmax − gmin)

[
1−

(
1

1 +
(
cb
c

)n
)s]

(2.3)

where g(c) is the growth as a function of the drug concentration c. The drug concentration

at which 50% of growth is obtained is called the IC50, and is typically used as a summary

of the susceptibility of a bacterial strain to an antibiotic. Some simple algebra manipulating

Equation 2.3 shows that

IC50 =
cb

(2
1
s − 1)

1
n

Inference of model parameters

The model was fit with a Bayesian procedure, by first extending it to a statistical model. It

is important to make the distinction between the observed data values and the underlying

parameters of the model. In statistics, model parameters are typically given Greek letter

notation and observed values Roman letters, but this convention is somewhat inconvenient

when dealing with deterministic models, which use Roman letters throughout. To avoid con-

fusion, we will use the same Roman letters for parameters that come from the deterministic

model, and only use Greek letters for extra parameters that are needed for the statistical

model (e.g. variances).

Let P = {gmin, gmax, cb, n, s} be the parameters of the logistic model and yci be the i-th

replicate of the OD measurement at drug concentration c. We fit a model of the form

yci|P , σy(c) ∼ Gamma(µ = g(c), σ = σy(c))

σy(c)|P , σmin, β = σmin + β [g(c)− gmin]
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where g(c) is given by Equation 2.3.

The model for the standard deviation was motivated by the observation that the growth

measurements tend to have low variance when there is essentially no growth (at high con-

centrations), and that the variance increases as the OD increases. A linear form was chosen

for simplicity.

We used the following priors:

IC50 ∼ Uniform(0, 500)

∆g ∼ Uniform(0, 1)

gmin ∼ Gamma(µ = 0.05, σ = 0.02)

lnn ∼ Normal(0, 1.5)

ln s ∼ Normal(0, 1.5)

σmin ∼ Gamma(µ=0.02, σ = 0.02)

β ∼ Gamma(µ = 0.1, σ = 0.3)

(where we reparametrized the model in terms of the logarithm of the constants n and s). To

recover the original parameters P , we have that

gmax = gmin + ∆g

n = exp(lnn)

s = exp(ln s)

cb = IC50(2
1
s − 1)

1
n

The motivation for the non-uniform priors is as follows. In the five-parameter logistic

model, n determines the steepness of the change in growth as a function of concentration, and

s allows for asymmetric curves. When s = 1, the curve is symmetric and the model reduces

to a Hill equation. When s = 1 and n = 1, the model reduces to a simple Michaelis-Menten-

like form. We chose to use weakly informative priors for n and s as a form of regularization
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to keep the values for n and s in a reasonable range (roughly 1
20

to 20). We chose to give

greater prior probability to models where n and s are close to one due to the connection to

simpler models. The informative prior for σmin represents that we expect bacterial growth to

be essentially zero at very high antibiotic concentrations, and the variance to consist mostly

of measurement error for OD, which is typically below 0.02 in OD units.

Model fitting

For each antibiotic and strain, the model above was fit to the data using NUTS (the no-

u-turn sampler), a variant of Hamiltonian Monte Carlo, as implemented in the Python

library PyMC3 [SWF16]. Three chains were run for 5000 iterations, after an initial 1500

samples were used for tuning. The output samples from the posterior distribution were used

to construct a mean estimate and a 95% credible interval for the IC50 for each antibiotic

and strain. For a few strain-antibiotic combinations, the NUTS chain did not converge (as

evaluated by R̂ > 1.2) or had a low number of effective samples (neff < 500). These estimates

were considered unreliable and were removed from the plots and analysis.

2.3 Results

To find groups of stressors (i.e., antibiotics and/or temperatures) that have similar effects

on E. coli physiology, we first evaluate the interactions—synergy, additivity, or antago-

nism—between each pair of antibiotics, and between each antibiotic and a range of growth

temperatures (22°C, 25°C, 30°C, 37°C, 44°C, 46°C) (Figure 2.1a, b). The maximum growth

in the absence of antibiotic was observed at 41°C: this optimum growth temperature was

chosen as the unstressed reference state for evaluating the relative growth in the presence

of each stressor. We evaluate the interactions based on the 24-h growth of E. coli after

exposure to the corresponding stressors. We then construct a SIN (Figure 2.1c) where nodes

represent the stressors and colored edges represent interaction type (discretized based on a
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Compound Abbreviation Class/cellular target Dose

Ampicillin AMP Cell wall synthesis inhibitor 1.2

Cefoxitin FOX Cell wall synthesis inhibitor 1.2

Levofloxacin LVX Fluoroquinolone, DNA gyrase inhibitor 0.01

Ciprofloxacin CPR Fluoroquinolone, DNA gyrase inhibitor 0.005

Nitrofurantoin NTR DNA damaging, multiple mechanisms 2

Trimethoprim TMP Folic acid synthesis inhibitor 0.1

Tobramycin TOB Aminoglycoside 1.5

Gentamycin GEN Aminoglycoside 1

Streptomycin STR Aminoglycoside 2

Clindamycin CLI Protein synthesis inhibitor, 50S 40

Erythromycin ERY Protein synthesis inhibitor, 50S 50

Tetracycline TET Protein synthesis inhibitor, 30S 0.25

Table 2.1: Antibiotics and doses used for the antibiotic-temperature SIN clustering experi-

ments. Doses are in µg/mL.



hypothesis test, see Methods). The resulting network is clustered to find monochromatically

interacting groups, which correspond to similar interaction profiles, using our modified Prism

2 algorithm (Figure 2.1d, see Methods for details of the algorithm). These groups consist

of drugs/temperatures that have similar overall interactions with other stressors, regardless

of their interaction type. Consistent with overlap in the mechanism of action of specific

drugs and the physiological effect of non-optimal temperatures, we find that the evaluated

temperatures cluster with antibiotics in the following three groups (Figure 2.2): (1) all

temperatures lower than the temperature for peak growth cluster together, along with the

fluoroquinolones (LVX, CPR), which are DNA gyrase inhibitors, and with the 30S protein

synthesis inhibitor tetracycline (TET); (2) the temperature 44°C clusters with the DNA-

damaging drug nitrofurantoin (NTR) and with trimethoprim (TMP), an inhibitor of the

folic acid biosynthesis pathway that is responsible for generating an essential DNA precur-

sor; (3) the highest evaluated temperature, 46°C, clusters with the aminoglycosides (GEN,

STR, TOB), antibiotics that affect protein translation proofreading [MGT99]. We thus

conclude that monochromatic clustering successfully separated the antibiotics according to

their mechanism of action and/or grouped with temperatures that have similar physiological

effects.

Patterns in antibiotic and temperature interactions

We find that the distribution of the interactions between all pairs of stressors at 24-h growth

is trimodal (Figure 2.3a), with peaks that correspond to synergy (ε̃ = −1), additivity (ε̃ ≈

0), and antagonism (ε̃ ≈ 1), similar to previous work [YTK06]. Ampicillin (AMP) and

the aminoglycosides (GEN, STR, TOB) are mostly antagonistic with temperatures lower

than the optimum (41°C), and synergistic or additive with higher temperatures (Figure

2.3b). Erythromycin and clindamycin (ERY, CLI) exhibit the opposite pattern: they are

mostly synergistic with lower temperatures and antagonistic with temperatures near the

optimum or higher, with the exception of 44°C. All interactions were calculated using the
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mean growth under each condition (see Methods). Using median values yields similar results.

The distribution of interactions changes with different choices of growth measurement time

points (Figure 2.4). The 24-h time point was chosen for the analysis since the effects on

growth and interactions of many of the stressors are not apparent at earlier time points.

Gene expression dynamics after exposure to antibiotics and high temperatures

Next, we explore the molecular mechanisms involved in the response to antibiotics by evalu-

ating genome-wide transcriptional dynamics after exposure to high temperature (44°C) and

two representative drugs that clustered with temperatures: TET (22–37°C, cold cluster) and

STR (46°C cluster). To do this, we measure fold changes in gene expression compared to a

control condition (37°C) with a library of E. coli strains containing GFP fused to more than

1800 promoters [ZBR06]. Consistent with the drug-temperature clusters, we find that the

overall gene expression at 44°C is more similar to the response to STR than to TET (Figure

2.5a).

Changes in antibiotic sensitivity for heat-adapted E. coli strains

Our above experiments evaluate the overlap between the existing responses of wild-type E.

coli to antibiotics and temperature. It is also of interest to evaluate if there is cross-resistance

between temperature-adapted strains and antibiotics. Previously, Rodŕıguez-Verdugo et al.

[RGT13] adapted an E. coli strain for over 2000 generations at 42.2°C and showed the heat-

adapted strains acquired resistance to rifampicin. The resistance phenotype was mapped

to mutations in the rpoB gene [RGT13]. We profile 10 of the heat-adapted strains, their

ancestor strain, and 3 different rpoB mutants exposed to the antibiotics used in the clustering

experiment. As predicted from our clustering analysis, most heat-adapted strains are as or

more resistant to antibiotics (NTR and TMP) that mimic the effects of high temperatures

(44°C) (Figure 2.6a, b). Resistance to aminoglycosides (which clustered with 46°C, a much
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higher temperature to the one the heat-adapted strains were evolved on) was higher in some

temperature-adapted strains and lower in others. Moreover, compared with the ancestor

strain, most heat-adapted strains are more sensitive to antibiotics that mimic the effects of

cold temperatures such as protein synthesis inhibitors (CLI, ERY, TET) (Figure 2.6a, b,

Figure 2.7). These results are based on changes in IC50, the antibiotic concentration that

results in 50% growth.

Intriguingly, the same patterns were not observed for the rpoB mutants exposed to some

drugs (e.g., for ERY, CLI). These mutants were not adapted at high temperature, suggesting

that there are additional adaptive mutations in the heat-adapted strains besides rpoB.

Multidimensional scaling as an alternative to clustering to validate temperature-

drug similarity

We used a modified version of the Prism2 algorithm for finding the temperature-drug clusters

because similar methods have been used in previous work to cluster antibiotic interaction

networks [YTK06]. However, this methodology has some limitations. One issue is that it

assumes that a stressor belongs only to a single cluster. This is likely a good approximation

for stressors like antibiotics that tend to have specific and well-defined molecular targets in

the cell. However, this single cluster assumption may not be true for other stressors like

temperature that can harm many cellular functions simultaneously.

To address these limitations and validate our temperature-antibiotic groups, we use mul-

tidimensional scaling (MDS) as an alternative method for finding stressors (antibiotics and

temperatures) with similar interactions. Notably, multidimensional scaling does not assume

the stressors belong to a single cluster or require choosing any arbitrary constants. In mul-

tidimensional scaling, the node positions are embedded in the plane so that the distance

between nodes approximates the dissimilarity in interactions (Equation 2.2) as closely as

possible.

32



We find that the results of both analyses are mostly in agreement. In fact, the temperature-

antibiotic clusters that we obtained with the Prism2 algorithm can be found in contiguous

regions of the plane when performing multidimensional scaling (Figure 2.8). As such, both

methods agree in terms of the broad patterns of similarity between certain antibiotic classes

and temperature. Particularly, MDS maps the aminoglycosides (GEN, STR, TOB) nearby

the highest temperature measured 46◦C, NTR and TMP near 44◦C , and LVX, CPR, TET

near low temperatures, mirroring the clusters we obtain with the Prism2 algorithm.

However, relaxing the single cluster assumption shows more detail: for example we can

see that the lowest temperatures 22◦C, 25◦C measured are similar to both the antibiotics

in the cold group and the macrolides ERY, CLI, who are protein synthesis inhibitors which

would be expected to be similar to low temperatures. However, the macrolides seem to be

similar only to these very lowest temperatures, but not to mild cold (30◦C) or some of the

other members of the cold cluster (LVX, CPR, TET). This is likely the reason they did not

cluster in the cold group in the Prism algorithm clusters.

2.4 Discussion

In this chapter of the dissertation, we cluster interactions among drugs and temperatures

to infer that there are shared physiological responses of E. coli to these stressors. Our SIN

analysis suggests that the stress responses to low temperatures overlap with those of antibi-

otics that affect DNA gyrase and a 30S protein synthesis inhibitor. In addition, the stress

responses to high temperatures overlap with those of drugs that affect protein translation

proofreading and drugs that damage DNA. Due to this overlap, we conclude that cellular

responses to temperature stress have likely been evolutionarily co-opted to also respond to

many classes of antibiotic stress. Because pressure and pH are also ancient stressors, we ex-

pect that responses to them may have also been co-opted to deal with antibiotic stress. Our

approach provides a powerful basis for asking similar questions about other environmental,
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chemical, or physical stressors that affect the population growth of an organism.

We show that monochromatic clustering successfully separates antibiotics and tempera-

tures into groups that have similar effects on bacterial physiology. First, all temperatures

(22°C, 25°C, 30°C, 37°C) lower than the optimum (41°C, which results in the highest growth)

cluster with antibiotics that either affect the early stages of protein synthesis (TET prevents

the association of aminoacyl tRNAs with the ribosome [CR01]) or are DNA gyrase inhibitors

(LVX, CPR). This is consistent with the known effects of low temperature. One of the main

effects of cold shock is translational block, which is thought to most likely occur at the

translation initiation step [Yam99]. Some previous reports have also shown that cold-shock

induces the expression of DNA gyrase and a transient increase of negative supercoiling of

DNA in E. coli [Yam99, GD84, MKO97]. Second, the highest evaluated temperature (46°C)

clusters with the aminoglycosides, antibiotics that affect protein translation proofreading

[MGT99]. This leads to misfolding and aggregation of defective proteins that mimic the

well-known effects of high temperatures on protein stability and folding [RHB10]. Finally,

44°C clusters separately from 46°C, with antibiotics that either damage nucleic acids or in-

hibit their synthesis. This intriguing finding suggests the main physiological effect of this

temperature (compared to 41°C) could be due to effects on nucleic acids. This connection

to nucleic acids is suggestive given that the heat-shock protein Hsp70 enhances repair of

UV-induced DNA damage [NLG06]. We speculate that this specific temperature clustering

separately from the aminoglycosides may be due to the heat-shock response being able to

partially combat protein unfolding at 44°C, but not 46°C.

An important feature of the monochromatic clustering framework is that it implicitly

assumes each node (i.e., stressor) in the SIN belongs to a single cluster. This single cluster

assumption is likely a good approximation for antibiotics as they tend to bind to specific

cellular targets. However, physical or environmental stressors, such as temperature, can

affect many cellular processes simultaneously. Because of this, the clusters in our study

correspond to consensus effects: these are informative summaries of the dominant effects of
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the environmental stressor, but could miss secondary effects that are not shared with the

other members of the cluster. Further theoretical and computational work could focus on

relaxing the single cluster assumption of monochromatic clustering to allow temperatures

to be grouped with multiple, potentially dissimilar classes of antibiotics. This updated

methodology could allow a more nuanced approach, capable of breaking down the effects

of an environmental stressor in terms of more targeted perturbations such as antibiotics,

chemical inhibitors, or gene deletions that are deleterious to different cellular subsystems.

Indeed, some of the evaluated temperatures do have similar interactions to antibiotics

in different clusters (Figure 2.7). Examples are the lowest temperatures evaluated (22°C,

25°C). These temperatures have similar interaction profiles to both the 30S (TET) and 50S

(ERY, CLI) protein synthesis inhibitors, while higher temperatures that are still below the

optimum (30°C, 37°C) are only similar to the 30S inhibitors. This is reflected in (ERY,

CLI) being in a separate cluster from the low temperatures. Interestingly, a previous report

has shown cold-shock proteins are induced in response to CLI [VN90]. Multidimensional

scaling based on the dissimilarity matrix, which embeds the nodes into the plane in a way

where the distances between them approximates the dissimilarity between the nodes, places

the macrolides (ERY, CLI) nearby (22°C, 25°C). We thus conclude that most likely the

macrolides are similar to cold, but only to the very lowest temperatures measured.

Clinically, the impact of temperature on the effects of antibiotics is also of interest because

it suggests some antibiotics could have increased or reduced effectiveness in patients with

fever or hypothermia. Previous work has shown there is increased resistance to gentamicin

(GEN) in Francisella tularensis, Listeria monocytogenes, and Klebsiella pneumoniae at 26°C

when compared to 37°C [LHK16]. This increased resistance seems to be mediated by reduced

drug uptake. It has also been reported that streptomycin (STR), tetracycline (TET), ampi-

cillin (AMP), and cefoxitin (FOX) have increased effectiveness at 46°C compared to 37°C

in Pseudomonas aeuriginosa [BKS99]. Our results are consistent with both reports, as we

found: (1) aminoglycosides (GEN, STR, TOB) are mostly synergistic with high tempera-
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tures and antagonistic with low temperatures, (2) synergy of beta-lactams (AMP and FOX)

with high temperatures, and (3) synergy of TET with 46°C (but, interestingly, with 22°C

as well). Some other antibiotics (LVX, NTR, and TMP) also exhibit this curious pattern

of being synergistic with both temperature extremes and either additive or slightly antag-

onistic with less stressful temperatures. Further work is needed to obtain a more detailed

understanding of these interaction patterns.

Our transcriptional analysis shows that the overall expression patterns of E. coli exposed

to high temperature are more similar to those induced by STR than those induced by TET

(Figure 2.5a). We find that cspA and cspG, main cold-shock response regulators in E. coli,

have increased expression in response to TET, but not STR or high temperature (Figure

2.5b). Other cold-shock regulators (cspB, cspI) show decreased expression. It has been

shown that cold-shock genes are differentially induced depending on the severity of the cold

stress. In particular, cspA expression is induced between 20–30°C, while cspI is induced

between 10 and 15°C [WYI99]. These gene expression results are in agreement with our

drug/temperature clusters, since the low temperature cluster contains temperatures between

22 and 37°C. We find that genes involved in the response to unfolded protein (as determined

by gene ontology annotations), which commonly results from heat stress, are overrepresented

in the genes induced by STR, a representative antibiotic that clustered with heat (Figure

2.5c). Interestingly, some heat-shock response genes that combat unfolded protein stress

(dnaK, dnaJ, groE, grpE ) have increased expression in response to both STR and TET.

However, the main heat-shock response regulator rpoH is not over-expressed in response to

either antibiotic (in fact, is under-expressed in response to TET). Together, these results

suggest heat-shock genes participate in the response to both antibiotics. However, they may

be activated in a different way than the canonical heat-shock response.

Our clustering and gene expression results show that multiple antibiotics (particularly

aminoglycosides, TET, DNA gyrase inhibitors, and DNA-damaging antibiotics) have similar

overall effects in E. coli physiology to specific low or high temperatures. This is consistent
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with components of the stress response to temperature having been co-opted over evolu-

tionary time to deal with antibiotics that disrupt similar cellular structures or functions to

those affected by low- and high-temperature stress. Moreover, we show that this overlap be-

tween stress responses can be related to the acquired cross-resistance of temperature-adapted

strains to specific groups of antibiotics.

Typically, the overlap between cellular responses to stress has been studied by isolating

subcellular parts and attempting to piece together this information to understand stress

responses at the whole-cell level. Here, we take a reverse, yet complementary approach: by

studying the effect of perturbations on the whole system, we gain more insights into the

mechanisms of its specific parts. Importantly, no aspect of this methodology is specific to

antibiotics and temperature. Our SIN clustering method can be used to evaluate shared

responses among any combination of physical, chemical, and/or biological stressors that

affect organismic growth.

In conclusion, we evaluate if the overlap between antibiotic and temperature stress re-

sponses is predictive of the cross-resistance of high-temperature-adapted strains to antibiotics

(Figure 2.6). We find that high-temperature-adapted strains become more sensitive to pro-

tein synthesis inhibitors (CLI, ERY, TET), drugs that either clustered with or are similar

to low temperatures. In contrast, the temperature-adapted strains become more resistant

to drugs that clustered with 44°C (NTR, TMP), but not necessarily to drugs that cluster

with 46°C (GEN, STR, TOB). Overall, these results strongly suggest that seemingly novel

drug resistance is conferred to strains via adaptations they acquired while being evolved at

extreme temperatures. Specifically, strains adapted to heat (42.2°C) are more resistant to

drugs that damage DNA (which cluster with 44°C, a similar temperature), while also being

more sensitive to drugs that mimic the effect of cold. However, this pattern is not universal,

since the strains do not become more sensitive to fluoroquinolones (LVX, CPR), which also

cluster with cold. Interestingly, the rpoB mutants do not follow the same antibiotic resis-

tance patterns as the temperature-adapted strains, suggesting there may be more adaptive
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mutations to temperature besides rpoB.
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Figure 2.1: Schematic illustration of the approach taken in this work. (a) Growth is measured

in the following conditions: reference growth gφ at the optimal temperature (Topt = 41◦C) in

the absence of drug, gx at optimal temperature with drug, gy at experimental temperature

Texp, but no drug, and gxy at non-optimal temperature with drug. (b) The growth of each

experimental condition is converted to proportions wx, wy, wxy by dividing by the reference

growth. The difference between wxy (observed growth) and the product of wx and wy (ex-

pected growth under independence) is then used to classify the interaction between drugs

and temperatures into three cases: synergistic (red line), additive (white or not shown), and

antagonistic (green line), (c) which can be represented as an interaction network. (d) Drugs

and temperatures can then be clustered into a functional class based on the monochromatic-

ity of interactions with a different class. This example shows a drug-temperature interaction,

but drug–drug interactions are obtained similarly, by replacing the growth with no drug at

Texp with the growth under a second drug at Topt.
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Figure 2.2: Monochromatic clustering of the interaction network. (a) Unclustered interac-

tion network. The nodes that correspond to drugs are color-coded by their mechanism of

action (Table 2.1 that correspond to temperatures are colored in a gradient from blue (low)

to red (high). The edges correspond to discretized interaction type, as in Figure 3c: syn-

ergy (red), antagonism (green), additive or unknown (no edge). (b) Network clustered into

monochromatic classes by the modified Prism2 algorithm (see Methods).
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Figure 2.3: Interaction effects between antibiotics and temperature based on growth after 24-h.

The interaction effect (ε̃) values are color-coded in a gradient, from synergy (red) to additive

(gray) and antagonism (green). (a) Overall distribution of the mean estimated interaction

effects across all treatments. The distribution shows three clear peaks, corresponding to

strong synergy, additivity, and antagonistic buffering. (b) Matrix heatmap of the mean

interaction effects. Antibiotics with the same mechanism of action show similar interaction

patterns. (c) Matrix heatmap of the discretized interaction types used for constructing the

edges of the interaction network.



Figure 2.4: Time-resolved distribution of interaction effects. The distribution of the mean

antibiotic and temperature interaction effects at the four measured timepoints (4, 8, 12 and

24 hr) is shown. At hour 4, synergistic interactions are rare. As time goes by, the antibiotics

gradually show their full effects on growth. This results in more synergistic effects being

apparent, and an overall shift in the distribution to the left. By hour 24, four modes are

clearly visible in the distribution, corresponding to strong antagonism (ε̃ ≈ −1), additivity

(ε̃ ≈ 0), and moderate (ε̃ ≈ 0.5) and strong (ε̃ ≈ 1) antagonistic buffering.
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Figure 2.5: Gene expression of E. coli after exposure to antibiotics and high temperature.

The gene expression response of E. coli was evaluated with a library of 1870 fluorescent

transcriptional reporters. (a) Mean absolute gene expression distance between experimental

conditions. Lower numbers indicate conditions with more similar gene expression profiles. (b)

Gene expression of representative heat-shock and cold-shock genes relative to control (37°C)

in response to experimental conditions (44°C, STR, TET). (c) Gene ontology terms in the

biological process category over-represented in the set of over-expressed and under-expressed

genes in each experimental condition relative to control. Terms that are in bold occur in

more than one treatment.



Figure 2.6: Antibiotic sensitivity of high-temperature-adapted E. coli strains. (a) Absolute

change in the IC50 (g/mL) relative to the ancestral strain. Heat-adapted strains (red), rpoB

mutant strains (purple). Error bars represent 95% credible intervals (CIs). Gray region

represents the 95% CI of ancestral strain. Drugs are grouped according to the clusters

of antibiotics and temperature in (Figure 2.2). Conditions where the model fit was poor

were removed from the plots. (b) Heatmap of log2 fold changes from the ancestral IC50.

Heat-adapted strains are denoted by HA, while rpoB mutant strains are denoted by M.

Positive numbers (yellow) indicate increased IC50 (more resistance), while negative numbers

(blue) indicate a decreased IC50 (higher sensitivity). Drugs are grouped in the same way as

in (a) Missing conditions are shown in white.



Figure 2.7: Dissimilarity of interactions. A heatmap with the dissimilarity between the

interactions of each pair of conditions (see Methods) is shown. The dissimilarities are color

coded in a gradient from white (more similar) to dark blue (more dissimilar). From these

results, it is apparent that temperatures can be similar to multiple classes of antibiotics.



Figure 2.8: Multidimensional scaling as an alternative to the Prism2 algorithm. Multidi-

mensional scaling of the dissimilarities (using point estimates for the ε̃xy). Nodes that are

closer together have more similar interactions. The results of this analysis largely agree with

the cluster assignments of the Prism2 algorithm (Figure 2.3), with the exception of finding

that the macrolides (ERY, CLI) also seem similar to low temperatures.



CHAPTER 3

A flexible model for temperature responses of living

organisms with biologically interpretable parameters

In Chapter 2 of this dissertation we studied how single temperatures–either cold or hot

relative to the species optimum–impact bacterial growth and how interactions between an-

tibiotics and temperatures can be used to infer groups of temperatures and antibiotics with

shared effects in the cell. In this chapter, we now expand to a more comprehensive view

by using temperature response curves (TRCs) that model and quantify the overall shape

and response of bacterial growth to a range of temperatures. We develop a flexible model

for TRCs, based on a generalization of the Briere model, to describe temperature response

curves that are parametrized in terms of biological meaningful quantities. This model is

applied to the study of temperature response curves in the presence of antibiotics in Chapter

4 of this dissertation.

3.1 Introduction

Understanding how the growth and other physiological processes of living organisms are

affected by temperature is a fundamental question in ecology, with important implications

for evolutionary biology and projecting the effects of climate change in biodiversity. Because

of this, ecologists are interested in measuring how the growth of living organisms depends

on temperature, and how this dependence changes across individuals and species depending

on factors like body size, geographic distribution, the mean environmental temperature and
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its variability [DPS11, FGS97, MCE17, SGB04].

In order to perform these studies, measurements of the growth of living organisms (or

some other measurable quantity used as a proxy) are taken at different temperatures. A

mathematical model of the temperature response is then fit to the data to extract useful

quantities such as the optimal growth temperature and temperature niche (defined as the

range of temperatures where growth exceeds some threshold) for the organism in question.

Various mathematical models, both descriptive and mechanistic have been developed for

fitting the temperature dependence of the growth of living organisms [BPL99, LHJ95, SD77,

ROR05, SG10, SGS11, YKM95].

Mechanistic models of temperature response curves

Existing mechanistic models of temperature responses are based on the thermodynamics of

protein unfolding [SD77, ROR05]. The general assumption made by these models is that

there is a proteic enzyme that catalyzes a chemical reaction that is rate-limiting for the

growth or development of the living organism, and that this enzyme is inactivated at high

and low temperatures. As an example of a mechanistic model of this kind, consider the

Sharpe and Schoolfield model [SD77, SSM81, SG10].
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298
− 1

T

)]
1 + exp

[
∆HL
R

(
1
TL
− 1

T

)]
+ exp

[
∆HH
R

(
1
TH
− 1

T

)] (3.1)

As typical for these kinds of models, the Sharpe-Schoolfield model is parametrized in terms of

thermodynamic quantities relating to an average, rate-limiting, or effective chemical reaction

that is governing growth. In this case the parameters are the enthalpy of activation of the

chemical reaction for growth ∆HA, the changes in enthalpy due to the inactivation of the

enzyme that catalyzes this reaction at low and high temperatures (∆HL and ∆HH), the

temperatures of half inactivation of the enzyme (TL, TH) and ρ, the growth rate at 25◦C.

The strength of these approaches lies in linking protein unfolding, a process that hap-

pens at the molecular level, with traits at the level of populations of organisms. However,
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given the complexity of living organisms, the assumption that a single chemical reaction is

rate-limiting for their growth and further, that this reaction is the same at low and high

temperatures, does not seem very realistic. Because of this, the inferred parameters likely

correspond to some average between the stability of various different proteins and other

molecular components in the cell. Other processes than protein inactivation also occur at

extreme temperatures, and may be important contributors to the increased death and re-

duced growth rate at these temperatures. These issues complicate the interpretation of the

thermodynamic parameters inferred from these models when a curve is fitted to empirical

data. Moreover, the thermodynamic properties of protein unfolding are rarely an object of

interest in ecological applications. Rather, ecologists are interested in the optimal tempera-

ture for growth of a living organism, its maximal growth rate and the range of temperatures

where its growth or development exceeds a certain threshold. This has led to the devel-

opment of descriptive models that explicitly contain some of the quantities of interest, and

that have less parameters than mechanistic models, a useful property when fitting to limited

data.

Descriptive models of temperature response curves

In contrast to mechanistic models for temperature response curves, descriptive models are

not based on any underlying physical or chemical theory. Rather, these models aim to provide

a function with the right shape to empirically fit temperature response curves in order to

infer quantities of interest, such as the optimal temperature for the trait being modeled.

One popular descriptive model for fitting temperature responses in applications is the

Briere model [BPL99], originally developed for describing the rate of development of insects.

It is given by the equation

r(T ) =


cT (T − Tmin) (Tmax − T )

1
m Tmin ≤ T ≤ Tmax

0 otherwise

(3.2)
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This model is parametrized in terms of the minimum and maximum temperatures for growth

Tmin and Tmax, where the temperature T is assumed to be in units of degrees Celsius. Typi-

cally, a distinction is made between two versions of the Briere model: a) the Briere1 model,

in which m = 2 is fixed, and b) the Briere2 model where m is a free parameter. The

Briere1 model is especially popular in applications due to its parsimony (it has only three

parameters), and because of the direct interpretability of Tmin and Tmax in ecological terms.

Another property of the Briere models which is desirable for some applications is that re-

sponse is exactly zero outside of the interval (Tmin, Tmax), as opposed to approaching zero

when T → ±∞.

The Briere models remain popular for describing temperature response curves for insect

development. However, they have also been used for describing the temperature dependence

of various physiological traits in other organisms, such as the growth rates of marine fungi

[TRC18] and mosquitoes [MCE17] and the cardiac activity of shrimp [BBL18].

Despite their popularity in applications, there are some shortcomings of the Briere mod-

els that need to be carefully considered before their use. First, they make the implicit

assumption that r(0) = 0. Because of this root at zero, the response cannot be positive

below freezing temperatures. This aspect makes them unsuitable to describe temperature

responses of organisms where it is possible that Tmin < 0. There does not seem to be any bio-

logical motivation for this implicit assumption, which seems to be an unintended consequence

of the functional form chosen for the Briere models.

Another implicit assumption made in the Briere1 model, the most popular in applications,

is that the optimal temperature of the response is a deterministic function of the minimum

and maximum temperatures. This can be seen from the equation for the optimal temperature

that maximizes Equation 3.2, which is

Topt =
2mTmax + (m+ 1)Tmin +

√
4m2T 2

max + (m+ 1)2Tmin − 4m2TmaxTmin

4m+ 2
(3.3)

For the Briere1 model, m = 2 is fixed. Thus, Topt is completely determined by Tmin and Tmax,
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and this dependence is not based on any mechanistic grounds or biological justification. Thus,

estimates of the optimal temperature made with this model will be significantly affected by

the minimum and maximum temperatures.

Here, we propose to modify the Briere models to address both issues detailed above. We

then reparametrize the model in terms of quantities that are biologically interpretable and of

interest for ecological applications. Besides the previous discussion, another motivation for

developing an alternative is that we were in need of a flexible model to describe temperature

responses of bacterial growth in the presence of antibiotics (see the work in Chapter 4).

This is because we found that temperature responses under antibiotics show much greater

variability in terms of their shapes that were not adequately described by existing models.

Our modifications to the Briere model are also partially in order to adequately describe these

temperature response curves.

3.2 The modified Briere model

Mathematical framework

We start by modifying the Briere model from Equation 3.2 as follows:

r(T ) =


c (T − Tmin)a (Tmax − T )b Tmin ≤ T ≤ Tmax

0 otherwise

(3.4)

In doing this we make two important changes to the Briere model. First, we remove the

root at zero which will make the model suitable for organisms that can grow under freezing

temperatures. Second, we introduce another exponent a for the first factor to make the

model more flexible. We replace the power 1
m

by a constant b for consistency and nota-

tional simplicity. This leads to a flexible model that can describe temperature responses of

many different shapes. Similar models have been used to describe the yield of crops as a

function of temperature [YKM95]. However, this form of the model contains three arbitrary
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mathematical constants a, b, c without a clear biological meaning. To make this model more

useful for ecological applications, we reparametrize the model by replacing these arbitrary

constants with biologically meaningful quantities.

Optimal temperature for growth

We start by finding the optimal growth temperature. Starting with Equation 3.4, take

logarithms, and differentiate to get

d

dt
ln r(T ) =

a

T − Tmin

− b

Tmax − T

It follows that

Topt = αTmax + (1− α)Tmin (3.5)

where α = a
a+b

.

The optimal temperature is therefore a convex combination of the minimum and maxi-

mum temperatures. The parameter α ∈ [0, 1] determines the location of the optimal tem-

perature relative to the minimum and maximum, with the extreme cases α = 0 and α = 1

corresponding to Topt = Tmin and Topt = Tmax, respectively. Rearranging Equation 3.5 yields

α = Topt−Tmin

Tmax−Tmin
, which shows that α can be interpreted as a rescaled (and dimensionless)

optimal temperature.

Expressing the model in terms of biologically meaningful parameters

In this section, we reparametrize Equation 3.4 to replace the arbitrary constants a, b, c with

parameters that are biologically meaningful and have intuitive effects on the curve. Let

α = a
a+b

be the dimensionless optimal temperature as defined above, and define s = a + b.

Then, solving for a, b and substituting into Equation 3.4 yields

r(T ) = c (T − Tmin)αs (Tmax − T )(1−α)s
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Now, define the maximum value of the response rmax = r(Topt). Substituting Topt from

Equation 3.5 into the expression above and solving for c yields

c =
rmax

[αα(1− α)(1−α)(Tmax − Tmin)]
s

Substituting back into the equation to replace c with rmax yields the following form of the

modified Briere model, which we term the biological parametrization of the model. This can

be a convenient parametrization for parameter estimation through Bayesian methods, since

the parameter α is constrained to be in the interval [0, 1], making it natural to use a prior

probability distribution with support in this interval (see Chapter 4).

r(T ) = rmax

[(
T − Tmin

α

)α(
Tmax − T

1− α

)1−α(
1

Tmax − Tmin

)]s
(3.6)

An alternative parametrization where the optimal temperature Topt is an explicit param-

eter in the model can also be constructed by substituting the parameter α = Topt−Tmin

Tmax−Tmin
with

the optimal temperature. We expect this form of the model to be most useful for applied ecol-

ogists and other applied scientists. This is because it is common to fit TRC models through

nonlinear least squares using standard software, which usually provides confidence intervals

for the model parameters. Thus, having the optimal temperature in non-dimensionless form

as an explicit parameter in the model will allow applied scientists to easily obtain a confi-

dence interval for the optimal temperature, which is typically one of the main quantities of

interest, without additional effort.

r(T ) = rmax

( T − Tmin

Topt − Tmin

) Topt−Tmin
Tmax−Tmin

(
Tmax − T
Tmax − Topt

) Tmax−Topt
Tmax−Tmin

s (3.7)

Nondimensionalization

In this section, we nondimensionalize the model to find parameters that determine the shape

of the temperature curve independent of units and scaling in the T and r axes. We can first
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nondimensionalize the response by writing w(T ) = r(T )
rmax

. If the response r(T ) corresponds to

growth rate (a common case in practice), w(T ) represents the relative fitness of the organism

at temperature T (compared to the optimal temperature Topt).

Next, we note that our equation for Topt implicitly defines a dimensionless optimal tem-

perature α = Topt−Tmin

Tmax−Tmin
. We can define a dimensionless temperature τ = T−Tmin

Tmax−Tmin
in a similar

way. Using these definitions, we can write the nondimensionalized response as a function of

τ , yielding a dimensionless modified Briere model with only two parameters

w(τ) =

[( τ
α

)α(1− τ
1− α

)1−α
]s

(3.8)

where both the maximum attained value and the τ -axis range of nonzero values is always

unity.

The remaining parameters in the nondimensionalized model are those that modify the

shape of the curve. The rescaled optimal temperature α provides the location of the opti-

mum, thereby controlling the skewness of the temperature response curve. The parameter s

modifies the rate of increase to the optimum, with high values corresponding to ”skinnier”

and large values to ”fatter” curves (Figure 3.1).

Thus in the full model, there are three parameters that determine the location and scaling

of the shape given by the corresponding nondimensional model. The minimum temperature

Tmin provides the location of the curve in the T -axis, the maximum response rmax corre-

sponds to the scaling in the r-axis, and the maximum temperature Tmax (or, equivalently,

the temperature range Tmax − Tmin where the response is nonzero) determines the scaling in

the T -axis (Figure 3.1).

A fixed-point iteration algorithm for finding the half-maximum growth temper-

atures

The minimum and the maximum growth temperatures Tmin and Tmax are explicitly param-

eters in the modified Briere model. However, the half-maximum growth temperatures are
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Figure 3.1: Modified Briere model proposed here. A: Schematic of the modified Briere model,

which is parametrized in terms of biologically interpretable quantities: the minimum tem-

perature Tmin, the maximum temperature Tmax, the maximum value of the response rmax

and a choice of either the optimal temperature Topt or the rescaled optimal temperature α.

B: Effect of varying the parameter α, representing the position of Topt relative to Tmin and

Tmax. C: Effect of varying the parameter s.

also often of interest to ecologists: this is because often there is less data collected at or

near temperature extremes than near the central portions of the curve, so the half-maximum

temperatures can often be estimated more reliably than the extremes.

It is not possible to solve analytically for the half-maximum temperatures for the modified

Briere model (except for some specific values of α). However, as an alternative, we present

here a simple fixed point algorithm for the numerical computation of half-maximum temper-

atures, and, more generally, for numerically finding the two temperatures that correspond

to the solutions of the equation w(τ) = wref , where wref ∈ (0, 1).

Let τ1, τ2 be the two solutions to the equation w(τ) = wref where wref ∈ (0, 1). Starting

from the nondimensionalized model (Equation 3.8), we can ”solve” for τ from either the τ
α
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or the 1−τ
1−α factor to get the implicit equations

τ = αw
1
αs
ref

(
1− α
1− τ

) 1−α
α

= f1(τ) (3.9)

and

τ = 1− (1− α)w
1

(1−α)s
ref

(α
τ

) α
1−α

= f2(τ) (3.10)

Since these expressions are algebraic rearrangements of Equation 3.8, τ1 and τ2 are also the

solutions to Equations 3.9 and 3.10. We now use these expressions to construct an algorithm

to find τ1 and τ2. Our approach is to start with an initial guess for the solutions and iterate

through Equations 3.9 and 3.10 repeatedly.

If we use Equation 3.9 to define a discrete dynamical system, τ1 and τ2 correspond to fixed

points, where the fixed point corresponding to τ1 will be stable and the one corresponding to

τ2 will be unstable (see Figure 3.2). Likewise, for the dynamical system defined by Equation

3.10, τ1 and τ2 correspond to fixed points, where τ1 will be unstable and τ2 will be stable

(see Figure 3.2). For a proof of the stability of these fixed points please see the appendix.

As such, we can construct an algorithm for numerically approximating the solution to

the equation w(τ) = wref to some tolerance ε > 0, starting from an initial guess (τ
(0)
1 , τ

(0)
2 )

as follows:

τ1 ←τ (0)
1

while |f1(τ1)− τ1| > ε do

τ1 ←f1(τ1)

τ2 ← τ
(0)
2

while |f2(τ2)− τ2| > ε do

τ2 ← f2(τ2)

The obtained nondimensional temperatures (τ1, τ2) can then be checked to satisfy the

equation w(τ) = wref, and put back in the original scale through the transformations T1 =

Tmin + (Tmax − Tmin)τ1 and T2 = Tmin + (Tmax − Tmin)τ2. For the computation of the half-
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maximum growth temperatures, where wref = 1
2
, a simple choice for the initial values that

seems to work well in practice is τ
(0)
1 = α

2
and τ

(0)
2 = 3α

2
.

Figure 3.2: Fixed point iteration algorithm to find half-maximum temperatures. By construc-

tion, the intersection of the functions f1(τ), f2(τ) with the identity line will occur at τ1, τ2,

the nondimensional temperatures for which w(τ) = wref ∈ (0, 1). We can find these inter-

section points by iterating from an initial guess and applying f1 and f2 iteratively, treating

these equations as discrete dynamical systems for which τ1, τ2 are fixed points. A: We show a

plot of f1(τ), which can be used to estimate τ1 numerically, since τ1 is a stable fixed point of

f1 and τ2 an unstable fixed point. B: We show a plot of f2(τ), which can be used to estimate

τ2 numerically, since τ2 is a stable fixed point of f2 and τ1 an unstable fixed point.

3.3 Discussion

In this chapter, we modify the Briere model for temperature response curves to develop a

flexible mathematical model to describe temperature response curves that is parametrized

in terms of biologically meaningful quantities. We present various forms of this model that

are useful for different purposes. A nondimensionalized version of the model with only two
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parameters is best suited for theoretical work. We use this form of the model to develop an

algorithm to obtain the half-maximum growth temperatures.

We also present two alternate parametrizations of the model that are useful for parameter

inference. They differ on whether the optimal temperature is a parameter of the model in di-

mensional (Topt) or dimensionless (α) form. Having the optimal temperature in dimensional

form in the model allows for obtaining confidence intervals for Topt when estimating the pa-

rameters through nonlinear least squares using standard statistical software, as is common in

practice. In contrast, having the optimal temperature in dimensionless form α is convenient

for Bayesian parameter inference, since α ∈ [0, 1] which allows setting a prior distribution

with support over this interval.

We use the modified Briere model in practice to infer the optimal temperature and tem-

perature niche of E. coli in the presence of antibiotics in Chapter 4 of this dissertation. This

application requires a flexible model due to the very different curve shapes that are found

in practice in this dataset. In future work, we will apply our model to other datasets and

criteria to compare it to other models in the literature for common applications such as de-

scribing insect developmental rates. In doing so, we will evaluate the parameter ranges that

occur most often in practice in common applications. This may make it possible to suggest a

standard value for some parameters in the model, which may be helpful for applied scientists

when the data available is scarce and a lower-dimensional model is needed and for setting

prior distributions when taking a Bayesian approach to parameter inference. Future work

could also focus on obtaining an approximate analytic expression for the half-maximum tem-

peratures through asymptotic theory as an alternative to the fixed point algorithm presented

here.

3.4 Appendix

Let α,wref ∈ (0, 1).
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Lemma 1. The function w(τ) increases monotonically for τ ∈ (0, α) and decreases mono-

tonically for τ ∈ (α, 1).

Proof. We have dw
dτ

= w(τ)d logw
dτ

= sw(τ)
[
α
τ
− 1−α

1−τ

]
. If τ < α, then dw

dτ
> 0, so w(τ) increases

monotonically in the interval (0, α). If τ > α, then dw
dτ
< 0, so w(τ) decreases monotonically

in the interval (α, 1).

Statement 1. Let τ1 and τ2, with τ1 < τ2, be the solutions to the equation w(τ) = wref,

where w(τ) is the nondimensionalized modified Briere model (Equation 3.4) with domain

τ ∈ (0, 1). For the discrete-time dynamical system xn+1 = f1(xn), x = τ1 is a stable fixed

point and x = τ2 is an unstable fixed point. For the system xn+1 = f2(xn), τ1 is an unstable

fixed point and τ2 is a stable fixed point.

Proof. By Lemma 1, the function w(τ) increases monotonically in the interval (0, α) and

decreases monotonically in the interval (α, 1). Since w(τ) has its only maximum at τ = α,

it must be the case that τ1 < α < τ2.

A well known result for one-dimensional discrete dynamical systems is that for a system

xn+1 = f(xn), a fixed point x∗ is stable if |f ′(x∗)| < 1 and unstable if |f ′(x∗)| > 1. Here we

use this result to prove the stability of the fixed points of f1 and f2, respectively.

For notational simplicity, define C1 = αw
1
αs
ref (1 − α)

1−α
α and m1 = α−1

α
. Substituting, we

can write f1(τ) = C1(1 − τ)m1 . Likewise, define C2 = (1 − α)w
1

(1−α)s
ref α

α
1−α and m2 = −α

1−α to

write f2(τ) = 1− C2τ
m2 .

By construction, τ1 and τ2 are fixed points of the equations xn+1 = f1(xn) and xn+1 =

f2(xn) because these are algebraic rearrangements of Equation 3.4 with w(τ) = wref. Thus,

if x∗ is either τ1 or τ2, we have f1(x∗) = x∗ and f2(x∗) = x∗. Specifically, we will have
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f1(x) = C1(1− x)m1

f ′1(x) = −C1m1(1− x)m1−1

=
m1

1− x
f1(x)

f ′1(x∗) = − m1

1− x∗
x∗

and

f2(x) = 1− C2x
m2

f ′2(x) = −C2m2x
m2−1

=
m2

x
(f2(x)− 1)

f ′2(x∗) =
m2

x∗
(x∗ − 1)

Therefore, a fixed point x∗ of f1 will be stable if |− m1

1−x∗x
∗| = 1−α

α
x∗

1−x∗ < 1, which implies

x∗ < α. The same calculation with a greater than sign shows that x∗ will be unstable when

x∗ > α.

Since τ1 < α < τ2, this implies τ1 is a stable fixed point of f1 and τ2 an unstable fixed

point for any wref ∈ (0, 1). Similarly, a fixed point x∗ of f2 will be stable if |m2

x∗
(x∗ − 1)| =

α
1−α

1−x
x
< 1, which implies x∗ > α. Repeating the calculation with a greater than sign shows

that x∗ will be unstable when x∗ < α. Thus τ1 is an unstable fixed point, and τ2 a stable

fixed point of f2 for any wref ∈ (0, 1).
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CHAPTER 4

Antibiotics shift the temperature response of

Escherichia coli growth

Note: The contents of this chapter is based on an article published in mSystems [CTK21a].

Temperature variation—through time and across climatic gradients—affects individu-

als, populations, and communities. Yet how the thermal response of biological systems is

altered by environmental stressors is poorly understood. Here, we quantify two key fea-

tures—optimal temperature and temperature breadth—to investigate how temperature re-

sponses vary in the presence of antibiotics. We use high-throughput screening to measure

growth of Escherichia coli under single and pairwise combinations of 12 antibiotics across

seven temperatures that range from 22°C to 46°C. We find that antibiotic stress often results

in considerable changes in the optimal temperature for growth and a narrower temperature

breadth. The direction of the optimal temperature shifts can be explained by the similar-

ities between antibiotic-induced and temperature-induced damage to the physiology of the

bacterium. We also find that the effects of pairs of stressors in the temperature response can

often be explained by just one antibiotic out of the pair. Our study has implications for a

general understanding of how ecological systems adapt and evolve to environmental changes.

4.1 Introduction

Many environments experience daily and seasonal temperature fluctuations that affect rates

of physiological processes. These changes in turn affect biological and ecological traits and
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ultimately impact the behavior of communities [CR54, HK89, LG87, FSS16, Som10, OMS08,

Ben80, SGB04, Ali70, ACU17]. In this manner temperature fluctuations can drive the evo-

lution of organisms through variation in thermal sensitivity—the ability to function and

survive at different temperatures [HK89, PYB16, Par06, BRI02, BH16, Ang09, ABG06].

Measuring the growth of a living organism at different temperatures yields a temper-

ature response curve (Figure 4.1a). Typically, temperature response curves have a single

peak, corresponding to an optimal temperature where growth is maximized [HK89]. As the

temperature changes away from the optimum in either direction, the growth rate decreases,

with an especially steep decline at higher temperatures. The range of temperatures in which

an organism can grow to a certain extent (e.g., at least half of the maximum growth) is

termed the temperature breadth. Living organisms are said to experience either cold or heat

stress at extreme temperatures where growth is substantially less than optimum.

Thermal response curves are fundamental to grasping the variability of physiological

and ecological traits in response to temperature changes in different taxonomic groups and

habitats. Because shifts in the thermal response curves are representative of average fitness

performance and temporal niches [GBL13], optimal temperature and thermal breadth are in-

dicative of evolution and acclimation patterns based on how species’ performance contributes

to survivorship or fecundity [Ang09]. For instance, seasonal variation in temperature could

lead to an evolution of different attack and escape speeds that would allow individuals to

perform best when they are predator or prey [DPS11]. Another example is given by the

Micromonas genus of marine phytoplankton, where niche partitioning has been observed,

with various thermal responses according to their geographic location [DBM19].

At a cellular level the performance of an organism across different temperatures can

lead to various genetic and physiological adaptation mechanisms. For example, in bacteria

thermal sensitivity is related to many physiological and genetic modulations in metabolism,

including outer membrane rigidity [RS80, MCA04], chemotaxis [MIS76, PJZ17], enzymatic

thermostability [TTC04, LMH86], and other general adaptive responses [CFM18, RHB10].
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Moreover, the heat shock response—a cellular mechanism to deal with the deleterious effects

of high temperatures, such as protein misfolding and aggregation—is highly conserved in

both prokaryotes and [RHB10, MB05]. Understanding responses to temperature changes is

important to infer general patterns of how organisms, species, communities, and ecosystems

are adapting to fluctuations in climate patterns and different environmental conditions.

Any environmental feature that kills a living organism or reduces its growth can be

considered a stressor. Temperature can interact with other environmental stressors such as

light, precipitation, pH, and salinity. Exposure to different stressor types and intensities

can lead to phenotypic variation in an organism’s ability to respond to temperature changes

[RSW11, TAK17]. Nevertheless, how the effects of environmental stressors interact with

temperature responses is not well understood. Therefore, insights on whether temperature

responses—as described by optimal temperatures and temperature breadths—can change

rapidly and plastically in the presence of other environmental stressors have been lacking.

In fact, it has been commonly assumed that thermal responses are not altered in the presence

of other stressors [MH08, DTH08, AS12].

A systematic approach that informs how optimal temperatures and temperature breadths

are shifted by stressors (Figure 4.1) is needed to uncover these ambiguities and provide

additional insights on fitness tradeoffs and thermal adaptation strategies. Here, we use a

combined empirical-theoretical approach to study if the characteristics of thermal response

curves change in response to additional environmental stressors. In particular, we use an

experimental system of Escherichia coli and antibiotics as stressors in order to investigate

how a physiological trait—growth of the bacterium—responds to variation in temperature

in the presence of different stressor conditions. We obtain temperature response data for

E. coli in 12 single-drug and 66 two-drug combination environments, where antibiotics are

chosen to cover a wide range of mechanisms of action (Table 1). We then quantify both

the optimal temperature and the temperature breadth of E. coli in the presence of these

different environments.
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Table 4.1: Antibiotics and doses used for the temperature curve experiments.

We first show that individual stressors can have a substantial impact on the optimal

temperature and temperature breadth. Next, we evaluate if the directions of the shifted

thermal responses are related to the mechanism of action of the antibiotics. Previously,

we determined that some specific classes of antibiotics have similar physiological effects as

either heat or cold stress in E. coli [CKL19]. This classification was based on comparing

the experimentally determined interaction profile (synergies and antagonisms with other

stressors) of antibiotics and various growth temperatures (Table 4.1). We find that in most

cases the direction of the shifts in the thermal responses under antibiotic stress can be

explained through these groups. Lastly, we investigate how pairs of stressors move optimal

temperatures in different directions compared to the optimal temperatures under single-

stressor conditions. In particular, we evaluate the extent to which the optimal temperatures
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result from integrated effects of both stressors, or whether a single stressor is the key driver

of the temperature response. We infer from our results that a single drug often plays a

dominant role in determining the optimal temperature response of a combined treatment.

Our experimental and theoretical framework on temperature response curves of E. coli

presented here allows us to better understand how thermal sensitivities change in response

to stressors. Therefore, our analysis will shed light on fundamental features shaping the

ecological and evolutionary responses of organisms facing complex environmental conditions.

By using antibiotics as stressors and a bacterium as a model organism, our study system is

particularly valuable for its experimental tractability and reproducibility.

4.2 Materials and Methods

Experimental framework

The experiments for determining E. coli growth in the presence of antibiotics and tempera-

tures were done under the same procedures as detailed in Chapter 2.

To explore the effects of antibiotic concentration on the temperature curves, additional

growth experiments were performed for a representative cold-similar (ERY) and heat-similar

(TMP) antibiotic (Figures 4.4 and 4.5). For these experiments, ten antibiotic concentrations

were chosen as a linear gradient ranging from the absence of drug to a near-inhibitory drug

concentration (ERY, 1,000 µg/µL; TMP, 0.14 µg/µL) in order to clearly see changes in the

shape of the temperature response. Four replicates of each antibiotic concentration were

incubated at each of 14 temperatures, ranging from 18°C to 50°C.
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Mathematical framework

Modified Briere model for characterizing temperature response curves

To infer the optimal temperature for growth and other parameters from our data on E.

coli growth in the presence and absence of antibiotics, we fit the modified Briere model

(developed in Chapter 3)

g(T ) = gmax

[(
T − Tmin

α

)α(
Tmax − T

1− α

)1−α(
1

Tmax − Tmin

)]s
where Tmin and Tmax are the minimum and maximum temperatures for growth. The parame-

ter α is a rescaled optimal temperature, from which the unscaled optimal growth temperature

can be obtained through the equation Topt = αTmax + (1 − α)Tmin. The parameter gmax is

the maximum growth, which is attained when T = Topt.

Bayesian parameter estimation

The modified Briere model was fitted to the temperature growth curve for the bacterium

under all conditions through a Bayesian methodology with the PyMC3 library of the Python

programming language [SWF16].

Denote the parameters of the extended Briere model as P = {gmax, Tmin, Tmax, α, s}.

In order to do parameter inference, we took a Bayesian approach. We first extend the

deterministic modified Briere model to an explicit statistical model.

Denote the ith observed data point for growth after 24 hours as yi, and let Ti be the

temperature at which it was observed. We model the data as a nonlinear regression, with

yi|P , σT i, Ti ∼ Gamma(µ = g(Ti;P), σ = σTi)

(where a Gamma distribution was chosen since growth is strictly positive). Note that the

Gamma distribution is parametrized in terms of the mean and standard deviation. The

mean of the distribution g(Ti : P) corresponds to the deterministic modified Briere model
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with parameters P. A different set of parameters was fit for each condition (antibiotic or

antibiotic combination).

The observed standard deviation was clearly different across temperatures. However,

there was no clear trend as a function of Ti or yi that was consistent across the different

growth conditions. We took a hierarchical approach to model the standard deviation

γTi |β ∼ halfCauchy(β)

β ∼ halfCauchy(0.3)

The halfCauchy family is a common choice for variance parameters in hierarchical models,

as recommended by [Gel06]. According to these recommendations, the scale parameter for

the halfCauchy was chosen to be a plausible, but high, value for a standard deviation. The

purpose for this weakly informative prior is to not have much effect in the parameter inference

in the region of plausible values of the standard deviations (values around 0.3 or smaller),

but for it to rule out implausible values that are much higher (which can cause problems

when using uniform priors). The optical density data ranges roughly from 0 to 1, so this is

a conservative upper bound.

The following weakly informative priors were used for the temperatures Tmin and Tmax:

Tmin ∼ Normal(µ = 12.5◦C, σ = 12.5◦C)

Tmax ∼ Normal(µ = 47◦C, σ = 7.5◦C)

While these priors are informative, these choices are quite conservative in a biological sense.

They correspond to a prior belief that the minimum temperature for growth of E. coli (under

the experimental conditions) is 95% likely to be in the interval [−12.5◦C, 37.5◦C] and that

the maximum temperature for growth of is 95% likely to be in the interval [32◦C, 62◦C].

From previous experiments, it is known that the optimal temperature for E. coli growth is
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around 37◦C and that no growth is observed past approximately 46◦C to 50◦C [SSM81]. The

means and standard deviations for the normal priors were chosen to be consistent with these

previous experiments.

By definition, the rescaled optimal temperature α is constrained to the interval 0 ≤ α ≤ 1.

For simplicity, the same prior distribution for the parameters were used for all conditions.

In order to not put a higher prior belief in left-skewed or right-skewed curves, the prior

distribution for this parameter was chosen as

α ∼ Uniform(0, 1)

From previous experiments using the same equipment to measure optical density of E. coli

cultures, it is known that the optical density of cultures is almost always less than 1. This

informed the upper bound of the prior for the maximum growth gmax.

gmax ∼ Uniform(0, 1)

Lastly, the prior distribution for s was chosen to be weakly informative, placing weak con-

straints in s = a+ b to be small by penalizing very large values of s.

s ∼ halfCauchy(20)

This prior can be thought as a form of regularization, with the goal of preventing overfitting.

It corresponds to a prior belief that smoother curves should be preferred if possible (where

the growth changes smoothly, rather than abruptly, with temperature). This gives smaller

prior probability to curves where there are very abrupt changes in growth with small changes

in temperature. Here, we took s = 20 to be a plausible, but high value of the parameter.

Data availability

The data and code used in this paper are available in the Dryad Digital Repository [CTK21b].
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4.3 Results

In this chapter we explore how different stressors (antibiotics) alter an organism’s response to

temperature, both in isolation and in combination. To do this, we determine the temperature

optimum and temperature niche/breadth of E. coli by fitting the modified Briere model

(developed in Chapter 3) to experimental data of bacterial growth collected under different

(unstressed and stressed) growth environments across seven temperatures (22°C, 25°C, 30°C,

37°C, 41°C, 44°C, and 46°C). The entire data set and model fits are shown in Figure 4.2.

First, we explore how the optimal growth temperature of E. coli changes under single-

stressor conditions (Figure 4.1a and b). We find that the majority of the single-drug en-

vironments exhibit left shifts—meaning the optimal temperature (Topt) is lower (Figure

1c)—compared to the no-drug condition, Topt = 37.7◦C, 95% credible interval (CI) (36.7°C,

38.6°C). Right shifts are both less common and of lower magnitude than the observed left

shifts. In addition, we find that the thermal niche breadth typically becomes narrower un-

der antibiotic stress, meaning that E. coli can survive and properly function at a reduced

temperature range.

Next, we investigate whether the physiological effects of antibiotics bear any relation to

the direction of the observed shifts in the temperature responses (Figure 4.3). To do this,

we group the antibiotics according to the similarity of their physiological effects to those

of low or high temperatures, as determined previously [CKL19]. We observe the direction

of the shifts for both single drugs (Figure 4.3a, left panels) and drug combinations that

contain one or more of the antibiotics in the group (Figure 4.3a, right panels). We find

that —for both single drugs and combinations— cold-similar antibiotics (i.e., with effects

on bacteria similar to those caused by low temperatures) tend to either leave the optimal

temperature unchanged or shift it slightly to the right (i.e., to higher optimal temperatures).

In contrast, heat-similar antibiotics (i.e., with effects on bacteria similar to those caused by

high temperatures) tend to result in unchanged optimal temperatures or shifts to the left (i.e.,
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to lower optimal temperatures). In fact, bacteria exposed to aminoglycosides (tobramycin

[TOB], gentamicin [GEN], and streptomycin [STR]), which induce misfolding of membrane

proteins and have similar physiological effects as very high temperatures (Figure 4.3), show

the greatest shifts toward the left. This is not the case for other protein synthesis inhibitors

such as erythromycin (ERY) or clindamycin (CLI) that are similar to cold. Interestingly,

beta-lactams shift the temperature curves in a similar way as heat-similar drugs when used

in combinations, despite them having a different mechanism of action (inhibition of cell wall

synthesis) that was not found to be heat similar.

Furthermore, to evaluate the extent to which these changes are concentration dependent,

we measure the growth of E. coli at 12 growth temperatures and increasing antibiotic con-

centrations (ranging from no antibiotic to near inhibitory) for two antibiotics: ERY and

trimethoprim (TMP) (Figure 4.4 and 4.5). We find that growth decreases with increasing

antibiotic concentration, but this decrease is not uniform at all temperatures. For both an-

tibiotics, the growth decrease at temperature extremes is sharper than at the central part

of the curve. However, for TMP (a heat-similar drug), growth at high temperatures de-

creases more sharply than at low temperatures. In contrast, for ERY (cold similar), growth

decreases more sharply at low temperatures than at high temperatures. The observed shifts

in optimal temperature seem to be due to this asymmetry in the growth decrease which

causes the position of the central part of the curve to change. From these experiments, we

conclude that both the magnitude of the optimal temperature shifts and the extent of the

decrease in temperature breadth depend on the antibiotic concentration. However, the di-

rection of the optimal temperature shifts seems to remain consistent when varying antibiotic

concentrations.

We then compare the optimal temperature and temperature niche—the range between

the temperatures that result in half-maximum growth—for bacteria under all antibiotic

combinations to those under the single-drug conditions (Figure 4.3b). For some antibiotics

(e.g., ERY and ciprofloxacin [CPR]), the optimal temperature and the thermal niche range
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are similar to those of the single drug when combined with most other antibiotics. In contrast,

there are other antibiotics for which these features show much more variation when combined

with others (e.g., GEN, STR, TOB, and cefoxitin [FOX]). This suggests that some antibiotics

may act as the main drivers of the temperature response curve of antibiotic combinations.

Following this idea, we further explored how the optimal growth temperature is deter-

mined under combinations of stressors relative to the optimal temperature under single-

stressor conditions. We contrast the observed optimal temperatures with the predictions

of five candidate models of how the combination optimal temperature could be determined

from that of the single stressors (see Materials and Methods) (Figure 3a). The min and

max models assume that the optimal temperature of the combination is determined by the

optimal temperature of a single drug (the minimum or the maximum of the pair, respec-

tively). These models best describe most (65%) multidrug combinations (Figure 3b). The

attenuated and elevated models assume that the optimal temperature of the combination is

either lower or higher, respectively, than for both single drugs. These models best describe

18% of the combinations. Lastly, the mean model assumes that the temperature of the com-

bination is determined by the average of the single-drug optimal temperatures. This model

best described only 17% of the drug combinations. These results suggest that the optimal

temperature of antibiotic combinations is often determined by a single drug.

Finally, we explore cases where single-driver models (min, max, attenuated, and elevated)

represent the best optimal temperature model over the mean model, where both stressors

compromise to result in the optimal temperature of an organism in the presence of combined

stressors (Figure 3c). Interestingly, we rarely observe aminoglycosides (GEN, STR, and

TOB), antibiotics similar to high heat, being drivers. In contrast, some cold-similar drugs

(ERY, LVX, CPR), but not all (CLI, TET), frequently drive the optimal temperature of

the combination. To account for the possibility that some antibiotics appear to be a driver

more often than others purely by chance, we used a permutation test to evaluate our data

against the null model that all drugs are equally likely to be a driver (see D-statistic in Text
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S1 for details). This test provides strong evidence (P = 0.002) that some antibiotics have

a greater tendency to be drivers than others by testing the entire data set simultaneously.

We also tested if specific antibiotics are drivers more often than expected by chance (see M-

statistic in Text S1). However, we did not obtain statistically significant results for individual

drugs, after correcting for multiple comparisons. We believe this may be due to a lack of

statistical power to detect differences due to the smaller number of observations for individual

antibiotics than for the full data set.

4.4 Discussion

Through a systematic analysis of growth response curves of bacteria across different tem-

peratures and under different stressor environments, we investigate the effects of stressors

on the phenotypic variation in temperature response traits—optimal temperature and tem-

perature breadth. We see that stressors often decrease the temperature breadth and shift

the optimal temperature in a direction that depends on their physiological mechanism of

harm. In addition, our results suggest that left shifts—where the optimal temperature in a

stressed environment is lower than the optimal temperature under unstressed environmental

conditions—are more common and dramatic as opposed to right shifts toward higher optimal

temperatures. This may be partially due to the asymmetry of temperature response curves,

where the interval between the minimum and optimal growth temperatures is larger than

that between the optimal and maximum growth temperatures.

High temperature harms living organisms through multiple mechanisms, including mis-

folding and aggregating proteins, damaging nucleic acids, and increasing membrane perme-

ability [RHB10]. The heat shock response attempts to prevent and/or repair this damage

by producing chaperones that aid the correct folding of proteins [VRH10]. It has previously

been shown that certain kinds of antibiotics can activate components of the heat shock re-

sponse [CKL19, VN90, CGW10]. Moreover, heat shock chaperones have been shown to help
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combat aminoglycoside-induced protein misfolding [GGB13]. However, adding antibiotics

to heat stress is unlikely to help the cell survive high temperatures, since the heat shock

response is already induced by the high temperature alone. Thus, right shifts in the optimal

temperature may be rare because it is unlikely that adding a second stressor can reduce or

repair the high-temperature-induced damage. In most cases where we do observe a right

shift, it seems to be due to asymmetrical effects on the temperature response curve, where

the left portion (i.e., below the unstressed optimal temperature Topt) is more depressed by

the antibiotic than the right portion (Figure 4.3a; see also Figure 4.4 and 4.5).

In contrast, cold temperatures predominantly slow down cell growth by suppressing DNA

replication or protein translation [HCB12, SPK13]. Since the effects of low temperature

seem to be primarily mediated by slowing down metabolism and growth rather than the

accumulation of physical damage, it seems more likely that stressors can shift the optimal

temperature to the left, especially when the stressor is more harmful at higher temperatures.

In some cases, cold temperatures might allow cells to sustain antibiotic killing because certain

antibiotics are effective against only actively growing cells [Lew07]. Low temperatures have

also been shown to alter the structural stability [MUT14] or the global uptake of some

antibiotics such as gentamicin, thus impairing killing efficiency [LHK16].

Antibiotics damage bacteria through various mechanisms of action, such as interfering

with cell wall synthesis [BB16], binding the ribosome to either inhibit protein translation

or increase the translational error rate [LZS18], and modifying DNA supercoiling [LeB88].

Based on network clustering methods [YTK06, SDC05], we previously found that certain

antibiotic classes have similar physiological effects as either heat or cold in E. coli [CKL19].

These temperature-drug groups were shown to correlate with changes in drug sensitivity

of high-temperature-adapted strains obtained by Rodŕıguez-Verdugo et al. [RGT13] and

are consistent with previous work comparing the protein expression profile of E. coli under

various antibiotics with that induced under heat shock and cold shock [VN90]. Interestingly,

here we find that in most cases the direction of the shifts in the optimal temperature can be
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predicted from these groups. Cold-similar drugs tend either to leave the optimal temperature

unchanged or to shift it slightly to the right. In contrast, heat-similar drugs tend to result

in larger shifts to the left or leave the optimal temperature unchanged (Figure 4.3). Similar

trends are exhibited by antibiotic combinations containing drugs in these groups.

We propose a shared-damage hypothesis to explain this phenomenon: antibiotics that

damage the same cellular functions as those damaged by temperature stress (heat or cold)

will cause an increased burden to the cell machinery that repairs this damage. For ex-

ample, simultaneous exposure to aminoglycosides and high temperatures will result in more

misfolded proteins than either stressor on its own. Upon addition of an antibiotic, the stress-

response machinery of the cell could be overwhelmed at less extreme temperatures, causing

a greater reduction in growth at temperatures that cause similar physiological damage to the

drug. The effect of these kinds of antibiotics in the temperature response curve will thus be

asymmetrical. Growth will be more strongly reduced in the direction (heat or cold relative to

Topt) where the drug and temperature damage overlap, and the optimal temperature will of-

ten shift toward the opposite direction because it suffers less from growth reduction. In terms

of stressor interactions based on the Bliss independence framework, the shared-damage hy-

pothesis implies that stressors (e.g., antibiotics and temperatures) with overlapping damage

mechanisms will tend to interact synergistically, decreasing growth more than what would

be expected given the effects of the individual stressors (Figure 4.7).

The most pronounced shifts in optimal temperature tend to occur in cases with lower

peak growth (Figure 4.3a). This suggests that perhaps these shifts become more pronounced

when increasing antibiotic concentration, as we see for ERY and TMP (Figure 4.4 and 4.5).

However, when evaluated across all antibiotic backgrounds in our study, maximum growth

is uncorrelated with the magnitude of the optimal temperature shifts (Figure S6). Our

results suggest that not all antibiotics elicit optimal temperature shifts, but for those that

do, the magnitude of shifts is concentration dependent. We hypothesize that increasing the

concentration of heat-similar drugs will result in greater shifts to the left and that doing so
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for cold-similar drugs will result in greater shifts to the right.

Notably, although the aminoglycosides (TOB, GEN, and STR) share the same cellular

target—the ribosome—as the other protein synthesis inhibitors (CLI, ERY, and TET) used

in our study, they result in distinct effects on the thermal response. Previously, differences

in the effects of aminoglycosides and other protein synthesis inhibitors at different growth

rates have been attributed to the reversibility of ribosomal binding [GSE15]. In that study,

the authors found that STR is more effective when the growth rate is lower, which does not

agree with our results at low temperatures. This discrepancy may be because the reduction

in growth was previously manipulated by nutrient limitation as opposed to the temperature

variation in our study.

Instead of binding reversibility, we could explain the different effects of these drugs by

their mechanisms of action being qualitatively different, with the aminoglycosides being heat

similar and the other protein synthesis inhibitors being cold similar. This is because amino-

glycosides, unlike other protein synthesis inhibitors, induce mistranslation by the ribosome

that decreases translational accuracy and causes protein misfolding [MGT99]. Cold temper-

atures may counteract this effect by slowing down ribosomal activity and increasing accuracy

[VN90], thus causing aminoglycosides to be less effective when bacterial growth is suppressed

at lower temperatures, as we observe. Reduced drug uptake at low temperatures could also

play a role [LHK16].

Interestingly, beta-lactams have a similar effect in the temperature response as heat-

similar drugs. We speculate that this may be due to increased effectiveness at high tem-

peratures due to a synergy between the cell wall damage caused by the antibiotic and the

increased membrane permeability caused by high temperatures. Further disentangling these

processes in future studies will help increase our understanding of the connection between

antibiotic susceptibility and bacterial physiology.

The breadth of the temperature niche is typically reduced in the presence of antibiotics,

both in isolation and in combination. The molecular mechanisms involved in this reduction of
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the temperature breadth by antibiotics have not yet been studied experimentally. However,

in the absence of antibiotics the lower and upper limits of growth are believed to be set by

chemical and physical limits on the biological processes necessary for bacterial physiology,

growth, and cell division [HK89]. Since drugs introduce physiological damage in addition to

that caused by temperature extremes, it seems likely that in most cases antibiotics would

further constrain the temperature response by killing off barely surviving populations at

the extreme temperatures. Previous studies have also observed the temperature niche being

reduced upon exposure to stressors [OVS15, FDF10]. From our results it is apparent that

stressors can reduce the temperature niche of living organisms at either temperature extreme.

Thus, species that experience a wide range of stressful conditions at different times could

perhaps experience selection for a broader temperature breadth that can be adapted to

various environmental stressors [GBL13].

The temperature niche is measured as the range between the low and high temperatures

for half-maximum growth: its definition is therefore relative to the maximum growth. Con-

sequently, conditions that decrease the right and central portions of the curve (i.e., near

Topt) more than the left portion can result in a temperature niche that is shifted to the left

(and vice versa) in the absence of increased growth at temperature extremes. These effects

can lead to apparently surprising cases where adding a drug extends the limits for the ther-

mal niche of the unstressed condition without increased growth at temperature extremes.

This suggests that microbial communities may experience shifted thermal niches—giving rise

to a different competitive landscape (e.g., due to reduced invasibility of high-temperature

habitats under aminoglycosides)—in the presence of certain antibiotics. These effects could

be particularly important in the presence of variation in adaptations to antibiotics within

microbial communities, which might cause the severity of their effects on the temperature

curves to be species dependent. We expect antibiotics to change the competitive landscape

the most in mixed populations with both antibiotic-resistant and nonresistant microbes,

since the latter would be expected to show larger antibiotic-induced changes in the thermal
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response than the former under the shared-damage hypothesis.

We find that in most cases the shift in optimal temperature of E. coli due to antibiotic

pairs is primarily determined by a single antibiotic. However, we also found cases where

interactions between antibiotics seem to be important for determining the optimal tem-

perature. For example, aminoglycosides (TOB, GEN, and STR) show the largest degree

of downshifting of the optimal temperature. However, when a second drug is added, this

downshifting tends to be alleviated. Thus, in combinations of stressors, aminoglycosides are

not the dominant driver for changing optimal temperature despite their large effects when

used alone. When a shift in the thermal optimum is alleviated by addition of a second

antibiotic, this does not imply that the reduced growth is also alleviated. Typically, these

shifts are due to the second antibiotic decreasing some regions of the temperature response

curve more sharply than others (Figure 4.2). A notable exception involves interactions be-

tween certain aminoglycosides (GEN and STR) and other protein synthesis inhibitors (ERY,

TET, and other aminoglycosides), possibly because inhibition of protein synthesis reduces

the aminoglycoside-induced production of misfolded protein aggregates.

The growth response to multiple environmental factors such as temperature, CO2, and pH

has been measured in green algae [BC15]. Under conditions with a large number of factors

present simultaneously, the response is dominated by a single, severely detrimental driver.

In contrast, in environments with a smaller number of factors, specific interactions between

drivers were found to determine overall growth rather than the response to an overriding

factor. These results were explained by the authors by the presence of a severely detrimental

driver limiting the growth reduction that can be obtained by additional stressors, making

the severe driver the primary determinant of the response. In contrast, we find that the

effects of an antibiotic can sometimes be partially undone by another (e.g., aminoglycosides

and other protein synthesis inhibitors). This suggests that, while identifying a dominant

environmental driver can be a simplified approach to understanding organismal response to

a complex system, this needs to be done with care since interactions between drivers can be

77



a contributing factor as well.

The thermal optimum is often below the mean environmental temperature. This is be-

cause thermal response curves typically decrease sharply at high temperatures, so the penalty

of going above the optimal temperature is much steeper than going below. The exact distance

between the thermal optimum and the mean is determined by the temperature variability in

the environment [MH08, DTH08, AS12]. It is thus often tacitly assumed that the optimum

temperature of individuals closely aligns with the environment in which the individual has

been reared and/or the species has evolved. For this reason, the optimal temperature is

not expected to quickly shift in response to other stressful conditions. This is a common

assumption in mathematical models that describe the combined effects of temperature and

other stressors such as pH [RLB95], nutrient limitation [KZE96], and humidity [PM04]. In

contrast, we observe that stressors can substantially and quickly change the optimal temper-

ature for growth of a bacterium. A study that evaluated the combined effects of temperature

and salt in slime molds [COB97] also found shifts in the thermal optimum, suggesting that

this phenomenon is not limited solely to antibiotics.

Any physical or chemical environmental feature that kills a living organism or slows its

population growth can be considered a stressor. Antibiotics are stressors to bacteria in clin-

ical settings, but they may not always take this role in nature. It has been proposed that

some antibiotics may participate in communication or be by-products of metabolism in their

natural environments [Mlo09, Mar08, DTP08]. Since we explain thermal optimum shifts

through differences in growth reduction, our shared-damage hypothesis predicts antibiotic-

induced thermal optimum shifts will occur when antibiotics are acting as stressors. However,

this will not necessarily happen when antibiotics have a different role at much lower concen-

trations than those relevant in the clinic. In these cases, we would expect thermal optima

to change only if there is a nonnegligible fitness decrease caused by the antibiotic. Further

work could test this by measuring the effects of an antibiotic on the thermal responses of

microbes that naturally occur in the same environments as the antibiotic.
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An exciting potential application of the shared-damage hypothesis is in predicting the

effect of other stressors on the thermal optima of living organisms. To do this, further

studies are necessary to evaluate the extent to which the physiological damage caused by

other environmental stressors—such as pressure and pH—is similar to either temperature

stress or antibiotics. This can be done by comparing either the gene-expression profile or the

interaction profile (i.e., synergies and antagonisms with other stressors) of the environmental

stressor of interest with those of extreme temperatures and/or antibiotics, as has been done

to explore the overlap between antibiotics and temperature [CKL19, VN90]. Our hypothesis

would then predict that stressors that induce similar damage as high temperature will result

in left shifts in Topt (and vice versa). Moreover, the direction of the shift induced by a

stressor should be the same as that of other stressors (e.g., antibiotics) that cause similar

physiological damage. For example, beta-lactam antibiotics compromise the integrity of the

bacterial cell wall, so we speculate that the induced damage to the cell could have certain

similarities to osmotic shock. If this were true, it seems possible that osmotic shock might

change the temperature responses in a similar way as beta-lactams.

Although there has been substantial interest in understanding thermal response curves

because of their potential to predict responses to climate change [DPS11, DBM19, HK11,

RCC18], the implications might be even broader. For example, an intriguing recent study

showed that increased local temperatures were associated with increasing antibiotic resis-

tance [MMF18]. This may be because temperature or seasonality affects environmental

growth of resistant strains [GBN11, MMP11] and horizontal gene transfer—one method of

facilitating resistance transmission [LW94, WWL11]. Another study showed that adapta-

tions to long-term temperature changes unexpectedly coincided with mutations conferring

resistance to rifampin, an antibiotic that impairs RNA polymerase [RGT13]. Climate change

has also been linked to changes in host-parasite dynamics that alter the frequency and sever-

ity of many infectious diseases [MKH13, HMW02]. Our work here and elsewhere shows that

certain classes of antibiotics are more effective at different temperatures and that there is
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substantial overlap in the response mechanisms to temperature and some kinds of antibiotics

[CKL19, VN90, GGB13, RLC20]. This suggests the hypothesis that climate change might

favor the evolution of resistance to specific (i.e., heat-similar) antibiotics indirectly due to

its overlap with resistance to high-temperature stress.

From our results it also appears that drugs can be used to modify temperature response

curves in predictable ways. A temperature-drug system could perhaps be used to examine

scenarios for biological responses to climate change via a variety of thermal responses in

a laboratory setting. Going forward, such a system could serve as a simplified model for

examining changes in response to temperature across seasons, geographic gradients, and

climate change. Finally, it is worth nothing that exact estimates of the optimal temperature

and temperature niche depend somewhat on the choice of mathematical model [?]. This

is why the abilities of a model to provide a good fit to the data and have biologically

interpretable parameters are important considerations in choosing an appropriate model

[ACU17]. In order to fit the variety of shapes and skews we observe here for temperature

responses, we developed a novel flexible temperature response model that is reparametrized

in terms of biologically meaningful parameters (Chapter 3).

Temperature is one of the fundamental drivers of biological processes. By using antibiotics

as stressors, our study system is particularly valuable for its tractability, reproducibility, and

potential to study temperature-stressor interactions beyond the pairwise level. Our results

provide insights into the interactions between temperature and other stressors. Particularly,

we show that stressors can modify the temperature response curves of a living organism

and that these changes can be predicted from the way the stressor harms its physiology.

More broadly, our results imply that the chemical environment of a living organism—or

potentially the presence of other stressors—can influence how it interacts with both abiotic

(temperature) and biotic (modified competition due to changes in its thermal niche) factors.

Investigating stressor effects on the physiological and ecological trait responses to tempera-

ture changes under this framework could lead to future research directions in exploring other
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environmental stressors that may aid in predicting the stability and diversity of ecological

systems.
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Figure 4.1: Temperature response curves change under antibiotic stress. (a) An example of

a left shift of optimal temperature with antibiotic GEN. (b) An example of a right shift of

optimal temperature with antibiotic ERY. (c) Optimal growth temperature (middle circle)

and temperature niche (thin line joining the half-maximal growth temperatures, left and right

circle) observed under each antibiotic used in this study. Point estimates for the optimal

and half-maximal growth temperatures are shown as circles. To show the uncertainty in the

estimates, 95% credible intervals (CIs; see Materials and Methods) are drawn as thick lines.

The CIs for the no-drug condition are shaded in the plot to facilitate comparison.



Figure 4.2: Full data set and model fits. (Lower half) The growth data for all antibiotic

combinations (blue dots) and the fitted modified Briere model (black lines) are shown, as

well as 95% credible intervals for the modified Briere model. The upper left corner cor-

responds to the no-drug case. (Upper half) The fitted curves corresponding to each drug

combination are shown in black, and the fits corresponding to each single drug are shown

in their corresponding color. In the uppermost row, the growth curve in the absence of an-

tibiotics is shown in black and the single-drug curves are shown in the corresponding color.

The entries corresponding to FOX and STR+FOX in the upper quadrant are labeled to aid

interpretation.



Figure 4.3: Physiological effects of antibiotics predict the direction of shifts in the optimal

temperature. (a) (Left) The fitted temperature response curve (TRC) in the presence of single

antibiotics is compared to the unstressed growth condition. Drugs are grouped according

to the similarity of their effects to temperature. (Right) Histogram of shifts in the optimal

temperature under all pairwise drug combinations involving the drugs in the group. The

individual estimates are shown as short lines in the bottom. The mean of the optimal

temperature estimates involving each drug (including combinations) is shown as a dashed

colored line. The unstressed optimal temperature is shown as a black dashed line in both

sets of plots. (b) Optimal growth temperature and temperature niche observed under each

antibiotic combination used in this study. The first drug in the combination is shown at the

top of the plot. The second drug is shown on the y-axis using its assigned line color. The

single-drug conditions are shown with shaded 95% credible intervals to facilitate comparisons

and the point estimates are marked as in Figure 4.1c. Conditions under which the maximum

growth was too small to estimate parameters reliably were removed.



Figure 4.4: Effects of increasing antibiotic concentration for erythromycin in the temperature

response curve. The temperature curves for E. coli under increasing ERY concentration c

are shown. The concentrations c are shown as a proportion of the maximum concentration

used (where c = 1 corresponds to 1000 µg/µl). The individual data points are shown as blue

dots. The mean at each measured temperature is shown as a gray line in each panel. The

curves for the mean growth for all concentrations are shown simultaneously in the bottom

right panel. The curves are color coded from low (purple) to high (yellow) concentration.



Figure 4.5: Effects of increasing antibiotic concentration for trimethoprim in the temperature

response curve. The temperature curves for E. coli under increasing ERY concentration c

are shown. The concentrations c are shown as a proportion of the maximum concentration

used (where c = 1 corresponds to 0.14 µg/µl). The individual data points are shown as blue

dots. The mean at each measured temperature is shown as a gray line in each panel. The

curves for the mean growth for all concentrations are shown simultaneously in the bottom

right panel. The curves are color coded from low (purple) to high (yellow) concentration.



Figure 4.6: Relationship between antibiotic-temperature interactions based on Bliss indepen-

dence and temperature response curves. The black curve corresponds to the fitted temper-

ature response in the absence of antibiotic g0(T ) in E. coli. The colored line corresponds

to the response under an antibiotic ga(T ) (ERY, a cold-similar antibiotic, left, and GEN, a

heat-similar antibiotic, right). The temperature response curve predicted by the Bliss inde-

pendence null model g̃a(T ) is shown in gray (see Text S1 for details). A temperature interacts

synergistically with the antibiotic if growth is reduced more than predicted by the null model

(red-shaded area) and antagonistically if growth is higher than predicted (green-shaded area).

Note the opposite patterns in interactions below and above the optimal temperature in the

absence of drugs.



Figure 4.7: The magnitude of optimal temperature shifts is uncorrelated with maximum

growth. (Left) The maximum growth rate gmax for all conditions is plotted against the

absolute magnitude of the shift in the optimal temperature. The maximum growth in the

absence of antibiotics is shown as a dotted line. The line of best fit is shown in orange. There

is no apparent correlation between the maximum growth rate and the magnitude of the tem-

perature shifts. All point estimates shown in the plot correspond to mean posterior values.

(Right) The estimated maximum growth rate gmax is shown as a function of the estimated

optimal temperature for each antibiotic background (including both single drugs and pairs).

For comparison purposes, the minimum (Tmin), optimum (Topt), and maximum (Tmax) tem-

peratures in the absence of drugs are shown as vertical lines. The antibiotic backgrounds are

color coded (purple, a heat-similar and a cold-similar drug are present simultaneously; red,

heat-similar but not cold-similar drugs are present; blue, cold-similar but not heat-similar

drugs are present; gray, neither heat-similar nor cold-similar drugs are present).



CHAPTER 5

A mathematical model for the evolution of stress

responses in living organisms

In this chapter, we present a theoretical framework to explore the evolution of stress re-

sponses based on evolutionary game theory. This includes results regarding the favorability

of evolutionary strategies with stress responses to biostatic stressors (that primarily act in

the growth rate) and biocidal stressors (that primarily act in the death rate). We are also

interested on exploring the tradeoffs in the evolution of specialist stress responses, that pro-

vide strong protection against a single stressor and generalist stress responses, that provide

weaker protection against many different stressors. This follows up on the results of the

Chapter 2 of this dissertation, which suggest that stress responses can be co-opted to deal

with many different stressors.

5.1 Introduction

Living organisms are constantly exposed to stressors in their environment. In order to

improve their survival and reproductive success upon encountering stressors, they have de-

veloped stress responses, changes in their physiology that reduce the negative impacts of

a stressor [Boo06, CZJ20, CHK20, GYK18, Wen97]. Maintaining a stress response comes

at a cost, both in terms of additional energy expenditure that could otherwise be spent in

reproduction and also in needing to maintain the associated genetic material and regulatory

mechanisms.
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Some environmental stressors are biocidal, primarily killing living organisms, while others

are biostatic, slowing down their rate of growth or reproduction [ASC19, BSP13, PS04]. One

question we explore here is whether there are different constraints in the evolution of stress

responses to biocidal or biostatic stressors. A better understanding of these evolutionary

tradeoffs will be helpful in making rational treatment choices to slow down the evolution

of resistance to stressors of clinical relevance. For example, some antibiotic classes are

bacteriostatic and others bacteriocidal.

Ultimately, a stressor harms a living organism through damaging some aspect of its

physiology. Because of this, different kinds of stressors can overlap in terms of the phys-

iological processes harmed [CKL19, VN90] (see also Chapters 2 and 4). This may be the

reason that some stress responses can protect a living organism against multiple kinds of

stress [PKM16, BMG11, Poo12a]. For example, stress responses to stressors like nutrient

limitation, reactive oxygen and nitrogen species, membrane damage, elevated temperature

and ribosome disruption have been shown to also provide some protection to antibiotics and

other antimicrobial compounds [Poo12a].

Stress responses can thus vary in their specificity. Some can be considered specialist

stress responses that grant strong protection against the effects a specific stressor while

providing little or no protection to other stressors. Enzymes that degrade specific harmful

chemical compounds are an example of this kind of specialist stress response. In contrast,

generalist stress responses can provide protection against many different stressors (albeit

possibly less protection than a specialist stress response). One striking example is the general

stress response in bacteria, which helps bacteria mitigate the damaging effects of stressors

as diverse as UV radiation, acid, osmotic shock, oxidative stress, and nutrient deprivation

[BMG11].

In this work, we are interested in the tradeoffs involved in the evolution of specialist

and generalist stress responses. On one hand, a specialist stress response is likely to be

more effective at dealing with a specific stressor. Thus, specialist stress responses may be
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a better strategy to deal with commonly encountered stressors that have large detrimental

effects on fitness. However, living organisms typically have stress responses to many different

environmental stressors, and the presence of each additional stress response will require

investment in terms of energy expenditure, genetic material and regulatory mechanisms.

These increased requirements will eventually make it unfeasible to have a separate specific

stress response for each stressor that can be encountered. Because of this, generalist stress

responses that can deal with multiple stressors simultaneously may be a better strategy

for dealing with stressors that are encountered more rarely and have smaller effects on

fitness. The mathematical model proposed here aims to provide a framework to understand

these tradeoffs quantitatively by exploring the conditions in which it is favorable to evolve a

specialist or a generalist stress response, in terms of the energy expenditure, probability to

encounter the stressor, the severity of the effects of the stressor and the degree of resistance.

The presence or absence of stressors is often unpredictable in natural environments.

Indeed, environmental stochasticity, defined as unpredictable fluctuations in environmental

conditions, is a common feature in ecological systems that influences the evolution of living

organisms [FT17, HH00]. In order to deal with uncertain future conditions, living organisms

employ bet-hedging strategies that improve their fitness under possible future environments

at the cost of reducing their fitness in the current environment [MHK22]. For example,

persister bacterial cells are a small subpopulation of cells that are dormant/non-growing

but are resistant to many different biocidal stresses [KKB05]. These subpopulations prevent

the bacterial population from being eliminated when encountering biocidal stressors. The

effects of stochastic environmental stress in the evolution of living organisms has been studied

experimentally in various contexts, such as its interactions with deleterious mutations [KL03],

and how it affects the evolution of resistance to a single or multiple stressors [LPB21].

To complement and extend these experimental studies, there is a need for a quantitative

framework to further understand how living organisms respond to stressors in their environ-

ment and which tradeoffs are involved in the evolution of stress responses. As an approach
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to explore these questions, we propose a simple mathematical model for the evolution of

stress responses where stressors are present stochastically in the environment. This model is

based on evolutionary game theory [Smi82, SN99, NS04, NTA10], and considers competing

strategies for survival that consist of organisms of the same species that have different sets of

stress responses. The proposed model incorporates the energetic costs of the stress response

and their effects on fitness, both in the presence and absence of stressors. The goal is to use

it as a framework to explore questions regarding the favorability of evolving stress responses

depending on energetic constraints, and the conditions under which specialist or generalist

stress responses are a better strategy.

5.2 Methods

Mathematical model for the evolution of stress responses

The mathematical model for stress response evolution proposed here consists of three parts:

a) a simple stochastic model for stress, b) deterministic population dynamics and c) a model

for how stressors and stress responses interact in affecting fitness. Each portion of the model

is described in turn in the following sections.

A simple stochastic model for environmental stress

Environmental stressors are modeled through a continuous time Markov chain. The random

variable St ∈ {0, 1, 2, . . . ,m} represents the state of the environment at time t. The state

corresponding to St = 0 is taken as the reference (unstressed) state, with other values of St

corresponding to one of m possible stressors being present in the environment. For simplicity,

environmental stressors are assumed to only be present individually. Stressors are assumed

to be relatively rare relative to the unstressed state, so that stressor interactions can be

ignored and so that the system needs to return to the unstressed state before a new stressor
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Figure 5.1: A simple stochastic model for environmental stress. The random variable St

represents the stressor environment at time t, with St = 0 corresponding to the absence of a

stressor and St = 1, 2, . . . ,m to one of m different stressors being present in the environment.

is active.

A schematic for the Markov chain for environmental stress is shown in Figure 5.1. When

in the unstressed state, the system can change stochastically to stress of type s with rate

λs. When in the stressed state, the system returns to the unstressed state with rate ηs. The

simplifying assumption that stressors are rare relative to the unstressed state allows for each

stressor state s 6= 0 to be described by only two parameters λs (the rate of switching to

stressor state s) and ηs (the rate of switching from stressor state s back to the unstressed

state). More general frameworks that allow for switching between different stressor states

and for multiple stressors to be present simultaneously can be considered in future work.

Since the Markov chain described in in Figure 5.1 has a finite state space and the chain

is irreducible (that is, all states communicate with each other), it has a unique equilibrium
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distribution. This equilibrium distribution can be found as the solution of the system of

equations consisting of the balance conditions:

λsπ0 = πsηs ∀s > 0 (5.1)

and the constraint
∑m

s=0 πs = 1 which must be true because probability distributions must

sum to unity. Solving this system of equations yields the following result for the equilibrium

distribution of the chain.

πs =


1

1+
∑m
j=1 λj/ηj

s = 0

λs/ηs
1+

∑m
j=1 λj/ηj

otherwise

(5.2)

Population dynamics

We model the dynamics of competing members of the same species that have different

strategies to combat environmental stress. Each strategy k consists of a collection of stress

responses that modify the growth and death rates of the living organisms when different

stressors are present. We assume there are U stress responses in total, which yield 2U

possible strategies (where each stress response can be present or absent). The number of

organisms under strategy k is modeled by logistic growth where the growth and death rates

depend on the stressor environment:

dnk
dt

=
[
rk(St)

(
1− n

K

)
− δk(St)

]
nk (5.3)

where the total population size across all strategies is n =
∑

k nk and the individuals are

assumed to be members of the same species that are in competition with each other, with

a shared total carrying capacity K. Note that although Equation 5.3 defines a system of

ordinary differential equations, it depends on the (stochastic) stressor environment St, so

population growth will be stochastic.

Each strategy is associated with a vector zk ∈ {0, 1}U , where zku = 1 indicates that stress

response u is present in strategy k and zku = 0 that it is absent. Strategy k = 0 is assumed
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to correspond to the case where no stress response is active (i.e. z0u = 0 for all u). Since

every stress response can be present or absent, there can be 2U different strategies.

The stochastic model for stress presented here is somewhat simplistic. Some of its limita-

tions are that it ignores that multiple stressors can be present simultaneously and that most

stressors are not simply discrete on-off phenomena, but have an associated strength as well

(for example, temperature, pressure, antibiotic concentration). Also, some stresses may not

be purely stochastic, but might also have deterministic components (such as stressors that

depend on day-night cycles or different seasons). Nonetheless, the simplicity of this model

allows for the mathematics to be relatively straightforward and it should be a good starting

point to investigate evolutionary tradeoffs between different stress responses.

Effects of the stress responses on growth and death rates

Each stress response is assumed to have an energetic cost, so that the total amount of

energy available for reproduction decreases with each additional response present in a living

organism. The total energy available for reproduction under strategy k is given by

Ek = ET −
U∑
u=1

zkuE
(S)
u

where ET is the total energy available for reproduction when there is no stress responses,

E
(S)
u is the energetic cost of stress response u and zku is an indicator variable that is one

when strategy k contains stress response u and is zero otherwise (as defined above).

Growth and death rates in unstressed conditions

The growth rate of a strategy under unstressed conditions (i.e. St = 0) is assumed to be

proportional to the available energy for reproduction. That is,

rk(0)

r0(0)
=
Ek
ET
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Thus, substituting Ek from the previous expression

rk(0) = rmax

(
1−

U∑
u=1

zkuφu

)
(5.4)

where rmax = r0(0) is the growth rate of a strategy without any stress responses in the absence

of stress, while the energy fraction φu = E
(S)
u

ET
is the proportion of the total energy that is

allocated to the stress responses instead of reproduction. The death rate under unstressed

conditions is assumed to be the same for all strategies: in other words δk(0) = δmin. This

represents the assumption that maintaining a stress response will have a cost in terms of a

reduced amount of energy that can be destined for growth and reproduction (which should

be true for most/all stress responses), but that having a stress response in and on itself will

not lead to increased death in the absence of stress. This simplifying assumption may not

be true for all stress responses (for example, if a stress response affects the ability of the

organism to e.g. escape predation), so it could be relaxed in future work.

Growth and death rate under environmental stress

In this section, we describe how environmental stress modifies the growth and death rates.

We assume that stressors can have separate effects in the growth and death rates, and that

whenever a strategy k has stress responses to deal with a stressor, this results on partial or

total resistance to these effects at the cost of a decreased growth rate in the absence of stress.

The parameters of the model involving the stressors and stress responses are summarized in

Table 5.1.

The effects of a stressor s 6= 0 on the growth rate are modeled by introducing a parameter

αs ∈ [0, 1] that represents the strength of the effect of the stressor, with αs = 0 corresponding

to no effect in the growth rate and αs = 1 to complete inhibition of growth. Another

parameter βks ∈ [0, 1] is introduced to represent the amount of resistance strategy k has to

stressor s, with βks = 0 corresponding to no resistance and βks = 1 to complete resistance

to the effects of the stressor in the growth rate. The growth rate rk(s) of strategy k when
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Parameter Description

rmax Maximum growth rate.

δmin Minimum death rate.

αs Effect of stressor s on the growth rate.

ρs Effect of stressor s on the death rate.

βks Resistance of strategy k to the effect of stressor s on the growth rate.

θks Resistance of strategy k to the effect of stressor s on the death rate.

φu Energy cost of having stress response u (as a fraction of total energy).

zku Indicator of whether strategy k has stress response u.

Table 5.1: Parameters involving the effects of stressors and stress responses in the growth

and death rates.

stressor s is present is modeled with following equation:

rk(s) = [1− (1− βks)αs] rk(0)

= rmax

(
1−

U∑
u=1

zkuφu

)
(1− αs + αsβks)

where . The growth rate of strategy k is thus reduced by two factors relative to the maximum

growth rate: a) a factor that depends on the total energy investment in stress responses∑U
u=1 zkuφu, and b) a factor that depends on the effect of the stressor in the growth rate,

which depends on αs, the strength/severity of the effect and βks, the amount of resistance

that strategy k has to the effect of stressor s in the growth rate.

Living organisms can have multiple stress responses, and each stress response can grant

partial or total resistance to a subset of the stressors that can be encountered in the environ-

ment. Whenever a strategy has multiple stress responses, it is assumed to always use the best

stress response available to deal with a stressor. Because of this, the amount of resistance

that strategy k has against stressor s is assumed to be the maximum resistance granted by the

individual stress responses it possesses. More precisely, we model βks = max{β̃us : zku = 1}
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where β̃us ∈ [0, 1] is the amount of resistance stress response u gives to stressor s. However,

having multiple stress responses that provide resistance to the same stressor is assumed to

provide no greater benefit than that conferred by the single best stress response against that

stressor.

Similarly, the effects on the death rate are modeled by the equation

δk(s) = (1 + (1− θks) ρs) δk(0)

= (1 + (1− θks) ρs) δmin

where ρs ≥ 0 represents the strength of the effect of stressor s in the death rate and θks ∈ [0, 1]

the amount of resistance strategy k has to the effects of stressor s on the death rate. As

before, a strategy is assumed to always use the best stress response available so θks =

max{θ̃us : zku = 1} where θ̃us ∈ [0, 1]. Note that unlike the equation for the growth rate, the

death rate is assumed to not change due to the energy investment in stress responses.

Average growth and death rates

We can use the above expressions to calculate the expected growth and death rates when

averaging over the different environments, assuming we are at the equilibrium distribution

of the Markov chain. We have

r̄k = Eπ [rk(s)]

=
m∑
s=0

πsrk(s)

= π0rk(0) +
m∑
s=1

πsrk(s)

= rmax

(
1−

U∑
u=1

zkuφu

)[
π0 +

m∑
s=1

πs (1− αs + αsβks)

]

= rmax

(
1−

U∑
u=1

zkuφu

)[
1−

m∑
s=1

πsαs (1− βks)

]
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where βks = max{β̃us : zku = 1}.

A similar procedure for the death rate yields the following result:

δ̄k = Eπ [δk(S)]

=
m∑
s=0

πsδk(s)

=
m∑
s=0

πs [1 + (1− θks) ρs] δmin

= δmin

[
1 +

m∑
s=0

πs (1− θks) ρs

]

where θks = max{θ̃us : zku = 1}.

Deterministic approximation

Next, we propose a deterministic approximation to the model in order to explore the re-

lationship between the modeled parameters and the outcome of the modeled populations.

We construct this approximation by replacing the stochastic growth and death rates with

their averages according to the equilibrium distribution of the Markov chain representing

the stressor environment. This results in the following deterministic model

dnk
dt

=
[
r̄k

(
1− n

K

)
− δ̄k

]
nk (5.5)

where k = 0, 1, . . . , 2U − 1. Here, we note that we are averaging over the growth and death

rates rather than over the population numbers (which are the quantities of interest). How-

ever, it is tricky to average in terms of the population numbers since this is the solution to a

differential equation that cannot be solved analytically. Because of this, we use this approxi-

mation to explore the tradeoffs involved in the stress responses. We expect this deterministic

model to be a better approximation to the stochastic model when the stressor environment
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changes very rapidly relative to changes in the population numbers, which should result in

the stochastic environmental changes being averaged out, and worse when the environment

changes at a similar rate or more slowly than the populations.

This deterministic approximation is not constructed based on a rigorous mathematical

argument. However, later in this work we compare stochastic simulations with the de-

terministic approximation (see Stochastic simulations section below and Figure 5.4). Our

simulations show that this deterministic approximation seems to approximate the stochastic

model reasonably well in practice, at least for the parameter values in the simulations.

We now proceed to find the nontrivial fixed points of this system to explore the long term

behavior of the model. Note that at equilibrium,

0 =

[
r̄k

(
1− n∗

K

)
− δ̄k

]
n∗k, k = 0, 1, . . . , 2U − 1

For all nonzero n∗k, we can rearrange this expression to yield the condition

n∗ = K

(
1− δ̄k

r̄k

)
(5.6)

where n∗ =
∑

j n
∗
j is the total population at equilibrium.

If we assume that there exist multiple n∗k 6= 0 with different δ̄k
r̄k

, this leads to a contradic-

tion, since n∗ = K
(

1− δ̄k
r̄k

)
would need to take multiple values simultaneously. It follows

that for all k such that n∗k 6= 0, δ̄k
r̄k

must be identical. In practice, since different strategies

will vary on their resistance to stressors, models will usually consist of strategies for which

there are no identical δ̄k
r̄k

. In this case, the expression above implies that there can only be

at most one nonzero n∗k at a fixed point. When this is the case, n∗k = n∗ = K
(

1− δ̄k
r̄k

)
.

Thus, besides the trivial fixed point where all n∗k = 0, there will be 2U more fixed points,

corresponding to a single strategy k taking over the population.

Now we show that, under the assumption that all δ̄k
r̄k

are different, the fixed point with

n∗k 6= 0 is stable when δ̄k
r̄k

= minj
δ̄j
r̄j

. Thus, the winning strategy will be the one that minimizes

δ̄k
r̄k

: this will outcompete all other strategies and take over the population in the long run.
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We start by calculating the Jacobian matrix from the system defined by Equation 5.5. Note

that

∂ṅk
∂nj

=


r̄k − δ̄k − r̄k

K

∑
j 6=k nj − 2 r̄k

K
nk j = k

− r̄k
K
nk j 6= k

(where the notation ṅk = dnk
dt

is used for simplicity). To simplify our calculations we tem-

porarily change our ordering convention only for the rest of this section. Rather than setting

k = 0 as the strategy with no stress responses, without loss of generality we rearrange the

strategies so that n0 corresponds to the strategy that has a nonzero population in the fixed

point we are evaluating. With this reordering we have n∗0 = K
(

1− δ0
r0

)
and all other n∗j = 0.

The Jacobian evaluated at this fixed point is then

J =



δ̄0 − r̄0 δ̄0 − r̄0 δ̄0 − r̄0 δ̄0 − r̄0 . . . δ̄0 − r̄0

0 r̄1
δ̄0
r̄0
− δ̄1 0 0 . . . 0

0 0 r̄2
δ̄0
r̄0
− δ̄2 0 . . . 0

...
...

...
...

. . .
...

0 0 0 0 . . . r̄(2U−1)
δ̄0
r̄0
− δ̄(2U−1)


and its eigenvalues are the solutions of the characteristic polynomial

0 = det (λI − J)

=
[
λ− (δ̄0 − r0)

]∏
k>0

[
λ− (r̄k

δ̄0

r̄0

− δ̄k)
]

The eigenvalues for this fixed point are λ0 = δ̄0−r̄0 and λk = r̄k
δ̄0
r̄0
−δ̄k for k = 1, 2, . . . , 2U − 1.

The fixed point will be stable whenever all of the eigenvalues are negative. This means that

the conditions for the fixed point where n∗0 = K
(

1− δ̄0
r̄0

)
and all other n∗j = 0 to be stable
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are

r̄0 > δ̄0, and

r̄0

δ̄0

>
r̄k
δ̄k

∀k 6= 0

Since the previous argument does not rely on n0 being any particular strategy, this shows

that for a strategy nk to be winning (and take over the population) it must satisfy two

conditions: r̄k > δ̄k (that is, the trivial condition that it should be able to grow) and r̄k
δ̄k
>

r̄j
δ̄j

for all j 6= k (that is, that it will outcompete the other strategies).

5.3 Some preliminary analytic results

Favorability of evolving a stress response

In this section, we will consider the simplest case, where there is only one stressor and

only two strategies, corresponding to a single stress response being present or absent. The

Markov chain for environmental stress reduces to two states where π0 = η
λ+η

, π1 = λ
λ+η

are the equilibrium probabilities for an unstressed and stressed environment, respectively.

Given that there are only two states for the environment (stressor present or absent), I will

henceforth refer to the equilibrium probability for the stressor to be present π1 simply as

p, since π0 = 1 − π1 = 1 − p. Then the expected growth and death rates for the no-stress

response strategy are

r̄0 = rmax

[
1−

(
λ

η + λ

)
α

]
= rmax (1− pα)

δ̄0 = δmin

[
1 +

(
λ

η + λ

)
ρ

]
= δmin (1 + pρ)
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and the expected growth rate for the stress response strategy is

r̄1 = rmax (1− φ) [1− pα (1− β)] (5.7)

δ̄1 = δmin [1 + pρ (1− θ)] (5.8)

The stress response strategy will be better relative to not having a stress response when

r̄1

δ̄1

>
r̄0

δ̄0

rmax (1− φ) [1− pα (1− β)]

δmin [1 + pρ (1− θ)]
>
rmax [1− pα]

δmin [1 + pρ]

1− φ > (1− pα) [1 + pρ (1− θ)]
(1 + pρ) [1− pα (1− β)]

This expression necessary for the stress reponse strategy to be favorable relates the energy

fraction used for the stress response with the probabilty of encountering the stressor, the

strength of the stressor effects in the growth and death rate, and the resistance to each

conferred by the stress response.

We use this result to compare the cases when a stressor is biostatic (i.e. only modifies

the growth rate) and biocidal (only modifies the death rate). A purely biostatic stressor

will have no effect on the death rate or resistance to this effect, so ρ, θ = 0. The strategy

with the stress response will be favorable when the following condition relating the energy

fraction φ allocated to the stress response is satisfied.

1− φ > 1− pα
1− pα(1− β)

We can solve for the amount of resistance β to show that the stress response strategy is

advantageous when

β >

(
φ

1− φ

)(
1− pα
pα

)
(where p = λ

η+λ
).

We use this result to explore the relationship between stressor strength, energy expendi-

ture and the necessary stress resistance in order for the stress response to be advantageous
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Figure 5.2: Parameter values for which the stress response strategy is favorable. a) The

necessary stress resistance strength β for the stress response strategy to outperform the

no-stress response case is shown as a function of the energy expenditure for the case where

pα = 0.07, and where the stressor does not modify the death rate. The line represents

conditions for which the expected growth rates are the same so both strategies coexist. b)

The line of coexistence for the two strategies is shown as pα, the product of the frequency of

stress and the stressor strength is increased. c, d) Similar plots are shown for the case where

the stressor is a pure biocidal.



(Figure 5.2). I first consider what happens under realistic parameter values. Suppose we

have a relatively strong stressor (α = 0.7) that is present around 10% of the time, while the

other 90% of the time the organism grows unimpeded (p = 0.1) (Figure 5.2a). Under these

conditions, we can see there are rather strict limits in terms of the energy fraction φ that

can be allocated to stress responses. When φ > 0.075, the stress response is unfavorable

regardless of how much resistance to the stressor is gained from the stressor. Under smaller

energy fractions allocated to the stress response, the strategy with the active stress response

is viable, but typically only under relatively strong resistance β.

Next, I explore how this boundary between when each stress response is favorable changes

depending on the stressor strength and frequency. The dependency is entirely in terms of the

product pα (Figure 5.2b). I find that it is indeed possible to construct situations in which

the stress response will be favorable even at relatively low acquired resistance (β ≈ 0.2)

under reasonable energy fractions φ. However, to do this, the stressor needs to be both

affect growth very strongly and arise frequently.

For a purely biocidal stressor (i.e. a stressor that only affects the death rate), we have

α, β = 0 (since these parameters represent the effect of the stressor in the growth rate and

the resistance the stress response grants to this effect). Then the stress response is favorable

when

θ > φ
1 + pρ

pρ

If we take the same values for ρ, θ (the parameters involved in the effect in the death rate

and resistance) as we did before for α, β, we find that the energy fraction that can be allocated

for a stress response has a nearly identical behavior as that of the biostatic case (Figure

5.2c). This figure corresponds to ρ = 0.7, which corresponds to 1.7 times the death rate

when compared to unstressed conditions. However, there is an important difference between

the biostatic and biocidal cases. For biostatic stressors the stressor strength α ∈ [0, 1] is
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constrained to the unit interval because α = 1 when the growth rate is reduced completely

and the living organism is non-growing. In contrast, ρ does not have the same upper limit.

A value of ρ = 1 corresponds to a stressor that results in twice the death rate compared

to the unstressed case. However, stressors that increase the death rate far beyond this are

possible. We indicate this in Figure 5.2d by extending the range of pρ explored to pρ = 0.5

(which could, for example, correspond to a stressor present 10% of the time that increases

the death rate by a factor of six).

As such, the model presented here predicts that a greater energy fraction can be allocated

to stress responses that deal with biocidal stressors compared to biostatic stressors, provided

that the biocidal stressor increases the death rate by more than twice its baseline value in

the absence of stress. As such, the evolution of stress responses to highly biocidal stressors

is predicted to be more favorable compared to highly biostatic stressors.

5.4 Stochastic simulations

Here, I explore some stochastic trajectories of a more complex case and compare them to

the deterministic approximation. For this case, we consider three different stressors s that

arise with rate λs. We assume the population consists of four strategies, detailed in Table

5.2. These consist of one specialist stress response for each stressor present and a general

stress response that provides (weaker) resistance to all three stresses simultaneously. For

the sake of this simulation, I only consider strategies with individual stress responses active

rather than combinations of multiple stress responses. The parameter values used are shown

in Table 5.3.

The population dynamics parameters were chosen to be reasonable for bacteria, while

the stochastic stress parameters correspond to relatively strong stressors present frequently

(about 25% of the time), with some stressors being more common than others. The system

was started in the unstressed state and the continuous time Markov chain corresponding to

106



k Stress response type βk1 βk2 βk3

0 no stress response 0 0 0

1 specialist βs 0 0

2 specialist 0 βs 0

3 specialist 0 0 βs

4 generalist βg βg βg

Table 5.2: Strategies explored in the stochastic simulation. We took βs = 0.7 and βg = 0.4 for

generating the stochastic trajectories below. For these simulations, we are only considering

cases with a single stress response.

the stressor state was simulated for 1000 (model) hours. Population dynamics were then

simulated using the generated stressor states with an initial population of 100 individuals

per strategy and a carrying capacity of 105 individuals. One stochastic realization is shown

on Figure 5.3.

One hundred such simulations were averaged and compared with the predictions of the

deterministic approximation using the mean growth rate rather than the stochastic growth

rate that depends on the environment (Figure 5.4). Under these conditions, the deterministic

model seems to provide a reasonable approximation to the stochastic dynamics, although

it tends to overestimate the no-stress-response strategy compared to the strategies with

stress responses to common stressors. Under the simulated conditions, the generalist stress

response seems to be the dominant strategy. However, this will depend on the parameters,

particularly the energy fraction φ, and the values for βg and βs (the resistance granted by

the generalist or specialist response).
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Parameter Value

λ1 0.1

λ2 0.07

λ3 0.05

η1 = η2 = η3 1

α1 = α2 = α3 0.7

φ1 = φ2 = φ3 = φ4 0.05

Parameter Value

rmax 2

K 105

δmin 0.1

ρ1 = ρ2 = ρ3 0

θ1 = θ2 = θ3 0

nk0 102

Table 5.3: Parameter values for the stochastic simulations for a purely biostatic stressor.

Rate constants are in units of hours−1.

Figure 5.3: An example stochastic trajectory. a) A single generated stochastic trajectory for

the environmental stress St is shown through time, where St = 0 corresponds to no stress

and St = s 6= 0 to stressor s being present. b) The generated stochastic dynamics are shown,

with an initial population nk0 = 100 for all strategies k. The five strategies correspond to

a) k = 0, no stress response, b) k ∈ {1, 2, 3} a single specific stress response to each stressor

and c) k = 4 a generalist stress response.



Figure 5.4: Stochastic model compared to deterministic approximation. The full line corre-

sponds to the average of 100 stochastic trajectories of the model described above with the

same parameter values. The dotted line corresponds to the predictions of the deterministic

approximation using the mean growth and death rates.



5.5 Discussion

In this work we present a model for the evolution of stress responses based on evolutionary

game theory. This model is based on a stochastic model for environmental stress which is

coupled to a system of ordinary differential equations that describe the population growth

of competing organisms that follow different strategies for survival, in the form of having

different combinations of stress responses. Stress responses are assumed to increase the fitness

of the organisms in the presence of some subset of the stressors at the cost of reducing their

fitness in unstressed conditions.

Based on a deterministic approximation of the model, we found that the energy fraction

φk that a stress response takes away from reproduction strongly constrains the feasible stress

responses, especially for biostatic stressors. This energy fraction needs to be small in order

for a stress response to be advantageous, and extremely small for a stress response with

only weak resistance to stress to be advantageous. In contrast, much larger energy fractions

can be allocated to stressors that are highly biocidal. These results suggest that strategies

that possess stress responses that confer resistance to highly biocidal stressors will be more

advantageous than stress responses that help with resisting biostatic stressors.

These conclusions are based on the single stressor case. When multiple stressors are

involved, a generalist stress response can be advantageous compared to specialist stress

responses as shown with the stochastic simulations despite providing weaker resistance to

individual stressors. The robustness of these conclusions needs to be evaluated in future

work by considering cases with multiple stressors, and with generalist and specialist stress

responses.

Rather than a complete exploration, the work here is meant as a proof of concept and a

starting point to illustrate the possibilities that this model provides in modeling the tradeoffs

in the ways living organisms respond to stressors. This model will be used to study the

evolutionary tradeoffs involved in choosing between specialist and generalist stress responses,
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and how these tradeoffs depend on whether stressors are biocidal or biostatic more completely

in future work.
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CHAPTER 6

Discussion and future directions

Understanding how multiple stressors interact in affecting the growth of a living organism

and how evolution of resistance to one stressor affects resistance to other stressors are fun-

damental questions in ecology in particular, and biology in general. In this work, I follow a

few different approaches to try to understand these processes.

In the Bliss interaction framework that is used in Chapter 2, interactions between stres-

sors are defined by the direction in which the observed growth deviates from a null model

that assumes independent effects on growth. Because of the simplicity of this model, it

may be surprising that so much information can be inferred from networks of interactions.

The results of the work in Chapter 2 indicate that stressor interaction networks can reveal

groups of stressors that have overlap in terms of their mechanism of damage to the bac-

teria. Moreover, this overlap seems to influence the acquired antibiotic cross-resistance or

cross-sensitivity in bacteria evolved at high temperatures. Thus, it seems that a greater

focus in the physiological overlap of stressors, rather than the identity of the stressor, may

be helpful in understanding the relationship between stressor interactions and the evolution

of cross-resistance. Importantly, no aspect of this methodology is specific to antibiotics and

temperature since it is based only in comparing the observed and expected growth when

stressors are present simultaneously. As such, similarity in the interaction profile of stressors

could potentially be used in future work to evaluate the similarity among any combination

of physical, chemical, and/or biological stressors that affect organismic growth.

The Bliss independence interaction framework used in Chapter 2 is descriptive rather
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than mechanistic. It has the advantage of generality, since it can be applied to any situation

where the growth of an organism is impaired. Mechanistic models are in some sense at the

other extreme compared to descriptive models. They are much more detailed and specific to

the phenomenon that is being modeled, at the cost of reduced generality and more modeling

effort. However, they often enable a deeper understanding the modeled phenomenon than

descriptive approaches and can generate quantitative predictions under various hypothetical

scenarios. I believe there is room for both kinds of approaches in the study of biological

systems.

The third and fourth chapters are closely related. In the Chapter 3, the focus is on

developing a flexible model for describing temperature responses by modifying an existing

model, and in Chapter 4, on applying it to infer the temperature response curves of bac-

teria under the presence of antibiotics. Parameter inference was done through a Bayesian

approach, which I have come to prefer due to its ability to propagate uncertainty in mea-

surements to uncertainty in model parameters and its flexibility in being able to incorporate

prior information about the parameters from previous experiments. This is especially useful

when the parameters are meaningful in a biological or physical sense. In this case, we can

come up with informative prior distributions that make sense given the known biology of the

phenomenon to aid parameter inference. I tried to follow this approach in the work here,

by reparametrizing the temperature response model into a form where meaningful prior dis-

tributions can be formulated for many parameters based on known biology and information

about the experimental setup.

The work in Chapter 4 also follows up on the results of Chapter 2. We find that the

antibiotic-temperature groups found previously seem to explain the direction of antibiotic-

induced shifts in the optimal temperature for growth. Our results provide insights into the

interactions between temperature and other stressors. Particularly, we show that stressors

can modify the temperature response curves of a living organism and that these changes can

be predicted from the way the stressor harms its physiology.
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Based on our results from Chapter 4, we propose a shared-damage hypothesis, mainly

that when the physiological damage that is caused by two different stressors overlaps, this

will result on a synergistic effect that will reduce growth more sharply than when there is

no overlap. An exciting potential application of the shared-damage hypothesis is in pre-

dicting the effect of other stressors on the thermal optima of living organisms. To do this,

further work could evaluate the extent to which the physiological damage caused by other

environmental stressors—such as pressure and pH—is similar to either temperature stress

or antibiotics. This can be done by comparing either the gene-expression profile or the in-

teraction profile (i.e., synergies and antagonisms with other stressors) of the environmental

stressor of interest with those of extreme temperatures and/or antibiotics. Our hypothesis

would then predict that stressors that induce similar damage as high temperature will result

in left shifts in the optimal temperature (and vice versa). Moreover, the direction of the shift

induced by a stressor should be the same as that of other stressors (e.g., antibiotics) that

cause similar physiological damage. For example, beta-lactam antibiotics compromise the

integrity of the bacterial cell wall, so we speculate that the induced damage to the cell could

have certain similarities to osmotic shock. If this were true, it seems possible that osmotic

shock might change the temperature responses in a similar way as beta-lactams.

Finally, in Chapter 5 we introduce a mathematical model of the evolution of stress re-

sponses based on evolutionary game theory and some results relating to the differences be-

tween biostatic stressors (that reduce the growth rate) and biocidal stressors (that increase

the death rate). Unlike the other chapters of this dissertation, this is purely a modeling

project that is not based on experimental data. I believe that a framework for explaining

the evolution of these stress responses will be helpful for exploring the evolutionary tradeoffs

inherent to stress responses. The tradeoffs in the evolution of specialist and generalist stress

responses are of special interest to me due to their connections with the work in Chapter 2,

where our results suggest that stress responses may often be co-opted to deal with different

stressors that cause similar physiological damage.
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Future work in this project will involve working out the parameter regimes (energy frac-

tions and resistance) for which a generalist stress response will outperform individual special-

ist stress responses, for both biocidal and biostatic stressors. Also, many of the preliminary

results presented in Chapter 5 rely on a deterministic approximation to the stochastic system

that is not rigorously justified with a mathematical argument. Additional work could also

focus on finding a more rigorous approximation to the stochastic system, and/or to find the

conditions under which the approximation will work or not through either analytical work or

simulations. It may also be possible to obtain some analytic results using the full stochastic

version of the model.

Modifications to the stochastic stress model would also be of interest. In particular, the

recent presence of a stressor may make it more likely for the same stressor to appear in the

near future. This could be included in the model while keeping the Markovian property

by the inclusion of additional ”stressor-specific” unstressed states that need to be visited

before returning to the main unstressed state. Another idea could be to extend the model to

multiple stressors to explore if the tradeoffs in evolving a stress response against synergistic

or antagonistic stressors differ. To do this, a stressor interaction framework (such as Bliss

independence, the framework used in Chapter 2) could be introduced as part of the model.

In the longer term, it may also be possible to incorporate mutation between different

stress response strategies and model the ensuing populations. This would enable modeling

the dynamics of the evolution of the stress responses, starting from a population consisting

of only the baseline condition without stress responses.

In conclusion, the work in this dissertation explores how multiple stressors interact in

affecting the population growth of living organisms through various approaches that com-

bine theoretical tools with experimental data. The experimental system used in this work,

involving the choice of antibiotics and temperature as stressors, and the bacterium E. coli

as the living organism, is valuable due to its experimental tractability and clinical relevance.

The results of this work improve our understanding of how the overlap in the physio-
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logical effects of stressors influences the evolution of cross-resistance or cross-sensitivity. In

particular, from the results of Chapter 2 it seems that cross-resistance is more likely to arise

when there is overlap in the mechanisms by which the stressors damage the physiology of a

living organism. We also make progress in understanding the joint effects of stressors in the

growth of living organisms, mainly through the proposed shared-damage hypothesis in Chap-

ter 4. Moreover, the mathematical framework presented in Chapter 5 will be helpful to learn

more about the constraints in the evolution of stress responses, and the conditions in which

generalist stress responses, which deal with multiple stressors, are a favorable evolutionary

strategy compared to specialist stress responses. A better understanding of stressor inter-

actions and the evolutionary tradeoffs in the evolution of stress responses may improve our

ability to make rational choices when using antibiotics and other antimicrobial compounds

in clinical settings and help delay or prevent the emergence of antibiotic resistance.
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