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ABSTRACT OF THE DISSERTATION

Nanotubes from first principle and data-driven methods: real and reimagined

by

Hsuan Ming Yu

Doctor of Philosophy in Material Science and Engineering

University of California, Los Angeles, 2024

Professor Amartya Sankar Banerjee, Chair

First principle methods and data-driven approach were employed to investigate the intri-

cate mechanical and electrical behaviors and properties of various nanotubes, both real and

reimagined. A real space, helical and cyclic symmetry adapted, Kohn Sham DFT code—

HelicalDFT was utilized to explore the torsional, extensional and electronic properties of

group-IV nanotubes, unveiling unique mechanical and electronic responses. The study fur-

ther delves into Carbon Kagome Nanotubes (CKNTs) and novel P2C3 nanotubes, highlight-

ing their potential in material science due to distinctive electronic characteristics. A data-

driven approach using machine learning predicts the electronic structure of nanotubes even

under deformation, enhancing the understanding of nanomaterial behavior. Additionally,

the integration of ellipsoidal coordinate systems within the current computational frame-

work to advance in future evaluation of Gaussian curvature effects, opening new avenues

for the design of nanomaterials with customized properties. This comprehensive research

provides valuable insights into nanotube properties, offering a robust framework for future

material science explorations and technological applications.
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CHAPTER 1

Introduction

Over the past few decades, the synthesis and characterization of novel nanomaterials and

nanostructures has blossomed into a major scientific and technological endeavor (10; 11; 12;

13). Such materials are usually associated with shapes and structures that are quite different

from crystalline materials, and they often display properties that are radically distinct from

the bulk phase. Consequently, a variety of computational techniques employing different

physical theories have been developed over the years, to aid in their design and discovery

(14; 15; 16; 17; 18).

A defining feature of the aforementioned class of materials is that they are of limited

spatial extent along one or more dimensions. This often makes it possible to sustain un-

usual and/or large modes of deformation in such systems, without incurring material failure.

Since a variety of material properties of nanostructures, including, e.g., optical, electronic

and transport behavior are often strongly coupled to distortions in the material’s structure,

engineering the response of these systems through the application of mechanical strains con-

stitutes an active and important area of scientific research today (19; 20; 21; 22; 23; 24). In

particular, inhomogeneous strain fields — such as those associated with overall torsion (i.e.,

twisting) or flexure (i.e., bending) of the nanostructure, as well as those arising from local-

ized deformations such as wrinkles or corrugations, have often been used to elicit fascinating

electro-mechanical responses in such systems (25; 26; 27; 28). A persistent issue however,

is that there appears to be a paucity of systematic and efficient computational techniques

that can model these systems as they are undergoing such deformations, especially from first
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principles. We view the current contribution as an important step in addressing this gap

in the literature and present a real-space formulation and implementation of Kohn-Sham

Density Functional Theory (KS-DFT) that is suited to twisted geometries.

Systems associated with intrinsic twist are quite common among nanomaterials, with

chiral carbon nanotubes (29), nanocoils (30) and inorganic nanoassemblies (31) constitut-

ing well known examples. Twisting is particularly relevant as a mode of deformation for

quasi-one-dimensional systems such as nanotubes, nanoribbons, nanowires and nanorods

(32), and can be an important route to engineering the properties of these materials through

the imposition of strain. In particular, imposition of twist naturally gives rise to so-called

helical potentials in achiral nanostructures, which can then cause these materials to display

unusual transport properties and fascinating light-matter interactions (33). Twisted geome-

tries also have found relevance recently in the context of quasi-two-dimensional systems such

as graphene bilayers (34; 35; 36; 37), which are associated with strong electronic correlations

and superconductivity, as well as the use of screw dislocations to engineer growth processes

(38; 39; 40). We anticipate that the simulation technique discussed in this work will have

broad relevance to most of the materials systems described above, while being particularly

consequential for the computational study of quasi-one-dimensional systems and their defor-

mations, from first principles.

The vast majority of first principles calculations being carried out today use KS-DFT,

as implemented using the pseudopotential plane-wave method (41; 42; 43; 44). While this is

a powerful computational technique for the study of periodic systems (such as crystals) and

their homogeneous deformations, it is fundamentally unsuitable for modeling systems sub-

jected to inhomogeneous strain fields (such as those associated with bending or torsion), that

break periodic symmetry. Indeed, modeling such systems by use of the plane-wave method

can result in the use of uncontrolled approximations and/or performance and convergence

(with respect to discretization parameters) issues that can render the calculations infeasible.

For example, plane-wave calculations of a quasi-one-dimensional system that is undergoing
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twisting (Figure 1.1) will usually involve making the system artificially periodic along the

direction of the twist axis — thus resulting in a supercell containing a very large number

of atoms, as well as the inclusion of a substantial amount of vacuum padding in the direc-

tions orthogonal to the twist axis, so as to minimize interactions between periodic images.

Together, these conditions can make such calculations extremely challenging even on high

performance computing platforms, if not altogether impractical. It has been pointed out in

Application of twist

Application of twist

Axis of twist

Figure 1.1: Depiction of a prototypical twisted geometry — a nanotube being subjected to

torsional deformation. Two views are shown.

the literature however, that the aforementioned computational issues related to the study of

twisted or bent nanostructures can be avoided by making use of the connections of such inho-

mogeneous strain states with non-periodic symmetries (32; 45; 46; 47; 48; 49; 50; 51; 52; 53).
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Specifically, as long as edge effects are unimportant in a system under study, cyclic sym-

metries can be used to simulate bent nanostructures, while helical symmetries can be used

to simulate systems with twist. A key ingredient for such an approach is the availability of

efficient computational methods that can adequately handle such non-periodic symmetries.

Following this line of thought, we have been developing systematic first principles simulation

techniques suited to the study of systems with non-periodic symmetries (54). In particular,

we have developed ab initio methods that explicitly incorporate cyclic symmetries, and used

this methodology to simulate bending in nanoribbons (55) and sheets of two-dimensional

materials (7). More recently, we have rigorously formulated and implemented a novel first

principles computational technique that explicitly accounts for helical symmetries (4). We

view the present contribution as a follow up of this most recent development, and focus on

the computational and application aspects of the simulation technique in this work, in con-

trast to our earlier contribution, which was largely concerned with the mathematical aspects.

In particular, salient features of the current contribution are as follows. We present in this

work a self-contained, intuitive derivation of the governing equations for systems associated

with twisted geometries and make connections with helical symmetries, while also allowing

for the possibility that such systems may have inherent cyclic symmetries. We describe the

details of our computational strategy, including discretization choices in real and reciprocal

space, numerical linear algebra issues and choice of eigensolvers. We touch upon specific as-

pects of our MATLAB based numerical implementation. We then discuss various features of

the simulation method, including its convergence, accuracy, consistency, computational effi-

ciency and parallel scaling properties. Finally, we apply the method to the study of torsional

deformations of an important class of nanomaterials (i.e., nanotubes from Group IV of the

periodic table1) and investigate the electro-mechanical response of these systems. Notably,

the present contribution subsumes our earlier work on KS-DFT for cylindrical geometries

1In modern IUPAC convention this group is also referred to as Group 14. Elsewhere, this group is also
referred to as Group IVa or the Carbon group.
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(7), and many of the results in that former contribution can be derived as special cases

of the results presented here for twisted geometries (by considering simulations with zero

twist). Together, the present contribution, and our earlier body of work extends symmetry

adapted molecular dynamics and tight-binding based computational methods developed in

the literature for studying bent and/or twisted nanomaterials, to the realm of first principles

calculations.

The numerical technique described here employs finite difference discretization in helical

coordinates2 which allows us to set up a computational domain in an annular region of space.

In turn, this enables us to carry out simulations of systems associated with twisted geome-

tries, while employing small unit cells containing just a few atoms. With this setup in hand,

we were able to carry out an extensive series of simulations involving various nanotubes of

Group IV elements and even compound based nanotubes. This enabled us to compare and

contrast the properties of these different materials, and also allowed us to extend some well-

known qualitative and quantitative features of the electro-mechanical properties of carbon

nanotubes, to the broader class of Group IV nanotubes and beyond— including nanotubes

reimagined from novel two-dimensional materials. We would like to point out that these

studies would not have been possible without the use of a specialized computational method

such as the one presented here. Moreover, a machine learning approach was employed to de-

velop efficient, accurate, and interpretable models based on the rich repository of simulation

data produced by our method. Additionally, we have extended this real space finite difference

density functional theory approach to investigate gaussian curvature effects on nanotubes

and other nanomaterials, further broadening the scope of our research. This extension allows

us to explore how anisotropic curvatures influence the structural, electronic, and mechanical

properties of these nanostructures. By investigating Gaussian curvature effects, we aim to

2We are aware of chemistry literature based on Linear Combination of Atomic Orbitals (LCAO) methods
(56; 57; 58; 59; 60; 61), which have explored the use of helical and cyclic symmetries for studying nanostruc-
tures of interest. The connection of such symmetries with deformation modes in nanostructures does not
appear to have been explored by these authors, as far as we can tell, and at any rate, these methods are
quite distinct from the real space technique presented here.
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uncover new insights into the behavior of nanotubes and other nanomaterials, shedding light

on their unique characteristics and potential applications. This expansion of our research not

only deepens our understanding of nanoscale phenomena but also opens up exciting avenues

for the design and engineering of novel materials with tailored properties and functionalities.

This dissertation is an adaptation of previously published papers (5; 62; 63) and other ongo-

ing research projects. By consolidating these papers into a single document, this dissertation

aims to present a cohesive and comprehensive overview of the research conducted and its

contributions to the field.
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CHAPTER 2

Helical DFT: Helical symmetry adapted density

functional theory

2.1 Formulation

In this section, we describe our formulation of Kohn-Sham density functional theory for

twisted geometries. We first lay out the notation used in the rest of the paper. In what fol-

lows, eX, eY, eZ will denote the standard orthonormal basis of R3. The Cartesian coordinates

of a point p ∈ R3 will be denoted as (xp, yp, zp), i.e., X = xp eX + yp eY + zp eZ. The corre-

sponding helical coordinates (introduced later in Section 2.2.1) and cylindrical coordinates

of the point will be denoted as (rp, θ1p, θ2p) and (rp, ϑp, zp) respectively. The coordinates

of a generic point will be denoted as (x, y, z), (r, θ1, θ2) and (r, ϑ, z) in Cartesian, helical and

cylindrical coordinates respectively. Vectors and matrices will be denoted in boldface, with

vectors typically denoted using lower case letters (e.g., p) and matrices using uppercase (e.g.

q). The symbol · will be often used as a generic placeholder instead of specifying a variable

explicitly (e.g. f(·) instead of f(x) or f(y)). The notation L2(Ω) will be used to denote the

space of square integrable functions over a domain Ω. The inner product over such a space

will be denoted as ⟨·, ·⟩L2(Ω). An overbar will be used to denote complex conjugation (e.g.

f(X)). Finally, |·| will be used to denote the absolute value of a scalar, and ∥·∥ will be used

to denote the norm of a vector or function.
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2.1.1 System specification: Computational domain, atomic configuration and

symmetries

We consider a nanostructure aligned along eZ, the axis of twist, as the prototypical system

of interest. In order to avoid quantum finite-size effects and/or mechanical constraints at the

edges due to the imposition of twist (64; 49) , we will assume that the structure is infinite

in extent along eZ. For the sake of simplicity, we will also assume that the structure is of

limited spatial extent along eX and eY, i.e., it is a quasi-one-dimensional system. The large

majority of nanomaterials for which twisted geometries might be relevant as deformation

modes, are included within the scope of the above set of assumptions. These conditions

imply that the system can be embedded in a cylinder with axis eZ (or annular cylinder, if

the system is tubular), of infinite height and finite radius, and we will refer to this region of

space as the global simulation domain.

For most quasi-one-dimensional systems of interest, the infinite extent along eZ is related

to periodicity along this axis. Additionally, for many such systems, including for example,

the tubular structures considered in this work, there may be rotational symmetries about

the same axis. Let the atoms of the untwisted structure have positions:

Suntwisted = {p1,p2,p3, . . .} . (2.1)

The above assumptions on periodicity and rotational symmetry imply that there is a periodic

group consisting of translations along eZ:

Gperiodic =

{(
I |mτ eZ

)
: m ∈ Z

}
, (2.2)

a cyclic group of order N about eZ (consisting of rotations through multiples of the angle

Θ =
2π

N
):

Gcyclic =

{(
RnΘ |0

)
: n = 0, 1, . . . ,N− 1

}
, (2.3)
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and a finite collection of points:

P =
{
rk ∈ R3 : k = 1, 2, . . . ,M

}
, (2.4)

such that the entire structure Suntwisted can be described as the action of the composite group:

Guntwisted =

{(
RnΘ |mτ eZ

)
: m ∈ Z, n = 0, 1, . . . ,N− 1

}
, (2.5)

on the points in P , i.e.,

Suntwisted =
⋃

Υ∈Guntwisted,
k=1,2,...,M

Υ ◦ rk =
⋃
m∈Z,

n=0,1,...,N−1
k=1,2,...,M

RnΘ rk +mτ eZ . (2.6)

In the above equations, a symbol of the form
(
q | t

)
denotes an isometry with rotation

q ∈ SO(3) and translation t ∈ R3. Its action on a point X ∈ R3 can be written as:

(
q | t

)
◦ X = qX + t . (2.7)

Additionally, RnΘ denotes the following rotation matrix with axis eZ:

RnΘ =


cos(nΘ) − sin(nΘ) 0

sin(nΘ) cos(nΘ) 0

0 0 1

 ,Θ =
2π

N
, (2.8)

I denotes the identity matrix and 0 denotes the zero vector. The scalar 0 < τ < ∞ is the

fundamental period of the group Gperiodic. We will refer to the points in P as the simulated

atoms. We will use Zk to denote the valence nuclear charge of the simulated atom located

at position rk.

Now let us suppose that the structure Suntwisted is subjected to a uniform twist of 2πα

radians per τ bohr along the axis eZ, so as to result in the structure Stwisted with the atomic

positions:

Stwisted = {q1,q2,q3, . . .} . (2.9)
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Since we are dealing with structures that extend to infinity along eZ, we may obtain the

deformed (twisted) configuration by prescribing a mapping of the form q = R 2παzp
τ

p, to the

undeformed one. Here, α ∈ [0, 1) is a scalar twist parameter, τ can be re-identified as the

pitch of the twist, and β = 2πα
τ

, is the rate of twist. Furthermore,

R 2παzp
τ

=


cos(2παzp

τ
) − sin(2παzp

τ
) 0

sin(2παzp
τ

) cos(2παzp
τ

) 0

0 0 1

 =


cos(βzp) − sin(βzp) 0

sin(βzp) cos(βzp) 0

0 0 1

 , (2.10)

denotes a rotation matrix with axis eZ for which the (twist) angle depends on the coordinate

along eZ. At the atomic level, this implies (32; 45; 4) that the deformed structure may be

obtained from the undeformed one by replacing the group of translations Gperiodic used to

generate Suntwisted, by a group of screw transformations (or helical isometries), i.e.:

Ghelical =

{(
R2πmα |mτ eZ

)
: m ∈ Z

}
. (2.11)

Here R2πmα denotes the following rotation matrix with axis eZ:

R2πmα =


cos(2πmα) − sin(2πmα) 0

sin(2πmα) cos(2πmα) 0

0 0 1

 . (2.12)

In other words, by replacing the composite group Guntwisted with:

Gtwisted =

{(
R(2πmα+nΘ) |mτ eZ

)
: m ∈ Z, n = 0, 1, . . . ,N− 1

}
, (2.13)

we may generate the structure with the prescribed amount of twist as:

Stwisted =
⋃

Υ∈Gtwisted,
k=1,2,...,M

Υ ◦ rk =
⋃
m∈Z,

n=0,1,...,N−1
k=1,2,...,M

R(2πmα+nΘ) rk +mτ eZ . (2.14)

In the above equations, R(2πmα+nΘ) denotes the following rotation matrix with axis eZ:

R(2πmα+nΘ) =


cos(2πmα+ nΘ) − sin(2πmα+ nΘ) 0

sin(2πmα+ nΘ) cos(2πmα+ nΘ) 0

0 0 1

 . (2.15)
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Note that in this formulation, the structure continues to maintain its cyclic symmetries even

after twisting. Also note that the formula in eq. 2.14 (and similarly, eq. 2.6) is meant to be

species preserving in the sense that an atom in the simulated set P has the same atomic

number as its images under the isometries in Guntwisted (or Guntwisted).1 Also note that by

virtue of the above definitions, the group Gtwisted serves as a physical symmetry group for the

structure Stwisted in the sense that the action of any Υ ∈ Gtwisted on all the points in Stwisted

leaves it invariant (and similarly for Guntwisted and Suntwisted).

The group Gtwisted will play a central role in the rest of this work. Note that this group

subsumes the group Guntwisted in the sense that the latter can be recovered by simply setting

α = 0 in the former. In what follows, we will simplify notation a bit and simply use G to

denote this group. Further, we will use the notation:

Υm,n =
(
R(2πmα+nΘ) |mτ eZ

)
, (2.16)

to denote group elements from G. The action of Υm,n on a generic point in space is to rotate

it about axis eZ by angle 2πmα+ nΘ while also translating it by mτ along the same axis.

In subsequent sections, we will describe how the Kohn-Sham problem for the entire

twisted structure as posed on the global simulation domain, can be appropriately reformu-

lated as a problem over a fundamental domain (or symmetry adapted unit cell), such that

only the simulated atoms and the symmetry group G are involved in the resulting equa-

tions. This symmetry adapted computational domain has to be a regular region of space

with sufficiently smooth boundaries that encompasses the simulated atoms and can be used

to tile the global simulation domain by the action of the group G. Furthermore, this region

should be minimal in the sense that the above tiling operation should not produce intersect-

ing volumes. In the context of the twisted tubular structures considered in this work, if the

simulated atoms have radial coordinates lying between Rin and Rout, the following region

1More specifically, if the atom at qk ∈ Stwisted has atomic number Z, then the simulated atom at rk′

which satisfies qk = Υ ◦ rk′ for some Υ ∈ Gtwisted also has atomic number Z. Similarly also for Suntwisted
and Guntwisted.

11



serves as an appropriate fundamental domain (expressed using cylindrical coordinates):

D =
{
(r, ϑ, z) ∈ R3 : Rin ≤ r ≤ Rout,

2παz

τ
≤ ϑ ≤ 2παz

τ
+Θ, 0 ≤ z ≤ τ

}
. (2.17)

The boundaries of the fundamental domain defined above can be expressed as:

∂D = ∂Rin

⋃
∂Rout

⋃
∂ϑ0

⋃
∂ϑΘ

⋃
∂Z0

⋃
∂Zτ . (2.18)

Here ∂Rin and ∂Rout denote boundaries related to the radial direction (i.e., the surfaces

r = Rin and r = Rout respectively), ∂ϑ0 and ∂ϑΘ denote (z-dependent) bounding surfaces

related to the angular direction (i.e., ϑ = 2παz
τ

and ϑ = 2παz
τ

+ Θ respectively), and finally,

∂Z0 and ∂Zτ denote boundaries related to the eZ direction (i.e., the surfaces z = 0 and z = τ

respectively). Note that for no applied twist, the region D is simply an annular cylindrical

sector, i.e.,

D α=0 =
{
(r, ϑ, z) ∈ R3 : Rin ≤ r ≤ Rout, 0 ≤ ϑ ≤ Θ, 0 ≤ z ≤ τ

}
, (2.19)

and the boundaries ∂ϑ0 and ∂ϑΘ are then vertical surfaces perpendicular to the eY−eZ plane.

Figure 2.1 shows two views of the fundamental domain used for the simulations used in this

work and also highlights the boundaries described above. In what follows, we will formulate

suitable versions of the equations of Kohn-Sham theory as posed on the simulation cell D
and also elaborate on the conditions that have to be applied on the bounding surfaces that

make up ∂D. Our derivation of the governing equations presented here is largely heuristic,

and a more nuanced, mathematically rigorous discussion is available in (4).

2.1.2 Governing equations

2.1.2.1 Helical Bloch theorem and block-diagonalization of Hamiltonian

As described above (eq. 2.14), the atomic positions of the twisted structure can be described

as the orbit of a discrete group of isometries (i.e., the group G). Due to the presence of such

symmetries in the system, it follows under fairly general hypotheses (54; 55; 7; 4) that the
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(a) Front view
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eY

eZ

(b) Top view

Figure 2.1: Illustration of the symmetry adapted unit cell or fundamental domain D (domain

boundary lines in blue) of the twisted structure. The region D also serves as the compu-

tational domain for the calculations presented in this work. A few contained atoms as well

as various bounding surfaces of the domain are also shown. For a tubular structure, the

parameter Θ = 2π/N relates to the cyclic symmetry of the structure. The parameter τ is

related to the pitch of the applied twist.

ground state electron density for such a system is invariant under the same symmetry group.

Furthermore, the Kohn-Sham Hamiltonian for the system commutes with the symmetry

operations of the group (65; 66). Consequently, the eigenstates of the Hamiltonian can be

labeled using irreducible representations of the group G, and they transform under action of

the group in the same manner as the irreducible representations themselves do (54; 66; 65; 4).

Since the group G is Abelian, results from group representation theory(67; 68) imply that

the complex irreducible representations are one dimensional. These are the so called complex

characters of G, which, keeping in mind that G is the direct product of the groups Ghelical

and Gcyclic, can be expressed as (for m ∈ Z, n ∈ {0, 1, 2, . . . ,N− 1}):

Ĝ =

{
e2πi
(
mη+nν

N

)
: η ∈

[
− 1

2
,
1

2

)
; ν ∈

{
0, 1, 2, . . . ,N− 1

}}
. (2.20)
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In other words, for each value of η ∈ and ν as defined above, the character ζ̂ ∈ Ĝ is a

complex valued map on the group2, that assigns the value e2πi
(
mη+nν

N

)
to the group element

Υm,n ∈ G. Since any character ζ̂ ∈ Ĝ can be labeled using the pair (η, ν), these can be also

used to label the eigenstates of the Kohn-Sham Hamiltonian, and other quantities related to

its spectrum. Accordingly, we will use λj(η, ν), ψj(x; η, ν) and gj(η, ν) to explicitly indicate

the labels for the eigenvalues, the eigenvectors, and the electronic occupations, respectively.

Collections of the eigenvalues, eigenvectors and electronic occupations will be denoted using

Λ, Ψ and G respectively, i.e.:

Λ =

{
λj(η, ν) : η ∈

[
− 1

2
,
1

2

)
; ν ∈

{
0, 1, 2, . . . ,N− 1

}
; j = 1, 2, . . . ,∞

}
,

Ψ =

{
ψj(·; η, ν) : η ∈

[
− 1

2
,
1

2

)
; ν ∈

{
0, 1, 2, . . . ,N− 1

}
; j = 1, 2, . . . ,∞

}
,

G =

{
gj(η, ν) : η ∈

[
− 1

2
,
1

2

)
; ν ∈

{
0, 1, 2, . . . ,N− 1

}
; j = 1, 2, . . . ,∞

}
. (2.21)

Mathematical properties of the characters and the above discussion lead to a number of

important considerations that are worth mentioning at this point. First, as a consequence of

the orthogonality relations obeyed by the characters (67; 68) the eigenstates associated with

distinct characters are orthogonal to each other. This can be used to cast the Hamiltonian

(which commutes with the symmetry operations in G) in a symmetry adapted basis (66), such

that it appears block-diagonal (54; 4). Since the blocks associated with distinct characters

can be dealt with independently of each other and are of reduced dimension compared to

the full Hamiltonian (within any finite dimensional approximation, e.g.), this implies that

the problem of diagonalizing the Hamiltonian is greatly simplified. Second, the fact that the

eigenstates of the Hamiltonian transform under symmetry operations in the same manner

as the characters, implies that they obey a Helical Bloch theorem (54; 4; 64; 1), i.e., for any

Υm,n ∈ G:

ψj(Υ
−1
m,n ◦ x; η, ν) = e2πi

(
mη+nν

N

)
ψj(x; η, ν) , (2.22)

2Ĝ is often referred to as the dual group of G in the mathematics literature (67; 68).
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or equivalently:

ψj(Υm,n ◦ x; η, ν) = e−2πi
(
mη+nν

N

)
ψj(x; η, ν) . (2.23)

These relations can be used to deduce the conditions that need to be applied to the boundary

surfaces of the fundamental domain while formulating the Kohn-Sham problem. Finally, in

order to write down quantities that depend on all eigenstates cumulatively, we need to

account for contributions from each ζ ∈ Ĝ. This amounts to integrating the eigenstate

dependent quantities against a suitable integration measure over Ĝ, i.e., by forming sums of

the form
1

N

N−1∑
ν=0

, along with integrals in η. As an example, if we intend to compute the sum

of the occupation numbers over all the electronic states in the system, we need to evaluate:

s =

∫
I

1

N

N−1∑
ν=0

∞∑
j=1

gj(η, ν) . (2.24)

Here and henceforth, I is used to denote the set
[
− 1

2
, 1
2

)
.

2.1.2.2 Electronic free energy functional and Kohn-Sham equations for twisted

structure

In what follows, we will consider the (twisted) system of interest to be one in which the effects

of spin can be ignored, and for which the electronic temperature is set at Te. This implies

that the electronic occupations can be expressed in terms of the Kohn-Sham eigenvalues as:

gj(η, ν) = fTe

(
λj(η, ν)

)
, (2.25)

with fTe

(
·) denoting the Fermi-Dirac function, i.e.,

fTe(y) =
1

1 + exp
(
y−λF
kBTe

) . (2.26)

Here λF and kB denote the system’s Fermi level and the Boltzmann constant respectively.

In order to motivate the correct form of the various terms of the governing equations for

the twisted structure, we will often refer to the simpler, more well known expressions of
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these quantities for finite (or isolated) systems. We will denote these finite system relevant

quantities (scalar fields, energies, etc.) with a ◦ superscript.

For a finite system (7; 69), the electron density can be expressed in terms of the Kohn-

Sham eigenvectors and the electronic occupations as:

ρ◦(x) = 2
∞∑
j=1

g◦j |ψ◦
j (x)|2 . (2.27)

Following the discussion above, this expression has to be modified for our case as:

ρ(x) = 2

∫
I

1

N

N−1∑
ν=0

∞∑
j=1

gj(η, ν) |ψj(x; η, ν)|2 dη . (2.28)

Note that the factor of 2 in the expressions above is due to ignoring electronic spin. Fur-

ther note that due to the Helical Bloch conditions obeyed by the Kohn-Sham eigenvectors

(eq. 2.23), the expression above is invariant under the symmetry operations in G, as is re-

quired of the ground state electron density.

• Electronic free energy: To derive the governing equations of Kohn-Sham theory for

our system, we take recourse to an energy minimization approach (4; 7; 70). The relevant

quantity in this case, since the system is of an extended nature, is the ground state electronic

free energy per unit fundamental domain. We denote this quantity here as F(G,Ψ,P ,D,G)
to emphasize its dependence on the electronic occupation numbers, the eigenstates, the

positions of the simulated atoms, the fundamental domain and the symmetry group G.

Within the pseudopotential (71; 17) and Local Density Approximations (72), we may express

it as:

F(G,Ψ,P ,D,G) = Tkin(G,Ψ,P ,D,G) + Exc(ρ,D) + K(G,Ψ,P ,D,G)

+ Eel(ρ,P ,D,G) − Te S(G) . (2.29)

The terms on the right-hand side of the above expression represent (per unit fundamental

domain) the kinetic energy of the electrons, the exchange correlation energy, the nonlocal

pseudopotential energy, the electrostatic energy and the electronic entropy contribution,

respectively. We now elaborate on each of these quantities.
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• Kinetic energy: The first term on the right hand side of the expression above is the

electronic kinetic energy per unit fundamental domain. For an isolated system (placed in

R3), this term can be expressed (69; 7) in terms of the Kohn-Sham eigenstates and the

occupations as:

T ◦
kin =

∞∑
j=1

2 g◦j ⟨−
1

2
∆ψ◦

j , ψ
◦
j ⟩L2(R3) =

∞∑
j=1

2 g◦j

∫
R3

−1

2
∆ψ◦

j (x)ψ◦
j (x) dx . (2.30)

For the system at hand, this is modified to read:

Tkin(G,Ψ,P ,D,G) =
∫
I

1

N

N−1∑
ν=0

( ∞∑
j=1

2 gj(η, ν)
〈
−1

2
∆ψj(·; η, ν), ψj(·; η, ν)

〉
L2(D)

)
dη . (2.31)

• Exchange-correlation energy: The second term represents the exchange correlation energy

per unit fundamental domain and is expressible using the Local Density Approximation

(LDA) (72) as:

Exc(ρ,D) =

∫
D
εxc[ρ(x)] ρ(x) dx . (2.32)

Note that the above formulation does not preclude the use of more sophisticated exchange

correlation functionals such as the Generalized Gradient Approximation (73). Since the use

of such functionals has little bearing on the subsequent discussion, we do not consider them

further in this work.

• Nonlocal pseudopotential energy: The third term on the right hand side of eq. 2.29

represents the nonlocal pseudopotential energy per unit fundamental domain. For a finite

system consisting of M◦ atoms located at the points {r◦k ∈ R3}M◦

k=1, the non-local pseudopo-

tential operator in Kleinman-Bylander form (74) can be written as:

V ◦
nl =

M◦∑
k=1

∑
p∈Nk

γk,p χk,p(·; r◦k)χk,p(·; r◦k) , (2.33)

in terms of the projection functions {χk,p(·; rk)}Nk
p=1 and the corresponding normalization con-

stants {γk,p}Nk
p=1 associated with the kth atom (located at yk). The nonlocal pseudopotential
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energy in that case has the form:

K◦ = 2
M◦∑
k=1

∑
p∈Nk

γk,p

∞∑
j=1

gj

∣∣∣∣⟨χk,p(·; rk), ψ◦
j (·)⟩L2(R3)

∣∣∣∣2 (2.34)

To obtain the analogous expression for the twisted structure, we consider the contributions

from the atoms located within the fundamental domain and all the electronic states in the

system (4) to get the nonlocal pseudopotential energy per unit fundamental domain as:

K(G,Ψ,P ,D,G)

= 2
M∑
k=1

∑
p∈Nk

γk,p

∞∑
j=1

∫
I

1

N

N−1∑
ν=0

(
gj(η, ν)

∣∣∣∣〈χk,p(·; η, ν; rk), ψj(·; η, ν)
〉

L2(C)

∣∣∣∣2) dη . (2.35)

Here, the overlaps of the orbitals with the atom centered projectors are carried out over

the global simulation domain C, since the latter can have support extending beyond the

fundamental domain. With the aid of the Helical Bloch Theorem (eq. 2.23) and by using the

properties of the projection functions χk,p, the integral implicit in the above expression can

be reduced to the fundamental domain (7; 4), so that a more computationally convenient

expression for the nonlocal pseudopotential energy per unit fundamental domain reads as:

K(G,Ψ,P ,D,G)

= 2
M∑
k=1

∑
p∈Nk

γk,p

∞∑
j=1

∫
I

1

N

N−1∑
ν=0

(
gj(η, ν)

∣∣∣∣〈χ̂k,p(·; η, ν; rk), ψj(·; η, ν)
〉

L2(D)

∣∣∣∣2) dη . (2.36)

The functions χ̂k,p in the equation above can be expressed as:

χ̂k,p(x; η, ν; rk) =
∑
m∈Z

N−1∑
n=0

χk;p

(
Υm,n ◦ x; rk

)
ei2π(mη+nν

N
) . (2.37)

• Electrostatic interaction energy: The fourth term on the right hand side of eq. 2.29

represents the electrostatic interaction energy per unit fundamental domain. This includes

the Coulombic attraction between the electrons and the nuclei, as well as the mutual repulsion

between the electrons themselves. To express this term, it is useful to introduce the net

electrostatic potential Φ, which also appears in the Kohn-Sham equations (as part of the
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effective potential). To see how this can be done, we consider first a finite system placed

in R3, with nuclei located at the points {r◦k ∈ R3}M◦

k=1. For this example system, the net

electrostatic potential Φ◦, can be expressed in terms of the total charge of the (finite) system

as:

Φ
◦
(x) =

∫
R3

ρ
◦
(y) + b

◦
(y)

∥x − y∥R3

dy . (2.38)

Here, ρ◦ represents the electron density and bfinite represents the total nuclear pseudocharge.

The latter can be expressed in terms of the individual nuclear pseudocharges
{
bk(x; r◦k)

}M◦

k=1

as:

b◦(x) =
M◦∑
k=1

bk(x; r◦k) , (2.39)

Note that for each atom, the pseudocharge (typically a smooth, radially symmetric, com-

pactly supported function) integrates to its valence nuclear charge, i.e.,∫
R3

bk(x; r◦k) dx = Zk . (2.40)

The connection between the potential Φ◦ and the electrostatic interaction energy is that we

may express the latter as:

E ◦
el = max

Φ̃◦

{
− 1

8π

∫
R3

|∇Φ̃◦|2 dx +

∫
R3

(ρ◦ + b◦) Φ̃◦ dx
}

+ E ◦
sc(r

◦
1, r

◦
2, . . . , r

◦
k) , (2.41)

and the scalar field Φ̃
◦ which attains the maximum in the above problem is precisely the

one presecribed using eq. 2.38. Note that the constant term E ◦
sc(r◦1, r◦2, . . . , r◦k) is added as a

correction for self-interactions and possible overlaps of the nuclear pseudocharges (75). It is

independent of Φ̃◦ and does not play a role in the above optimization problem.

With the above discussion in mind, we may now introduce the net electrostatic po-

tential for the twisted structure using the electron density (eq. 2.28) and the net nuclear

pseudocharge associated with the system, in a manner that is analogous to eq. 2.38, i.e.,

Φ(x) =
∫
C

ρ(y) + b(y,P ,G)
∥x − y∥R3

dy , (2.42)
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The net nuclear pseudocharge at any point in the global simulation domain can be expressed

using the pseudocharges of the atoms in the fundamental domain as:

b(x,P ,G) =
∑
m∈Z

N−1∑
n=0

M∑
k=1

bk(x; Υm,n ◦ rk) , (2.43)

Note that since the electron density is group invariant, as is the net nuclear pseudocharge (by

construction), the total electrostatic potential for the twisted structure is group invariant as

well. Thus, it suffices to compute this quantity over the fundamental domain, in addition to

specifying boundary conditions that are consistent with the group invariance of the function.

Following eq. 2.41, we now write the electrostatic interaction energy per unit fundamental

domain as:

Eel(ρ,P ,D,G) = max
Φ̃

{
− 1

8π

∫
D
|∇Φ̃|2 dx +

∫
D

(
ρ(x) + b(x,P ,G)

)
Φ̃(x) dx

}
+ Esc(P ,G,D) . (2.44)

The scalar field Φ̃ which attains the maximum in the above problem, is the same one specified

in eq. 2.42. The constant (i.e., Φ̃-independent) term Esc(P ,G,D) accounts for self-interaction

corrections and possible overlaps between pseudocharges. We omit the details of this term

here for the sake of brevity, and cite references (55; 69; 75) for relevant details.

• Electronic entropy: Finally, the last term on the right hand side of eq. 2.29 deals with

the contribution of the electronic entropy to the free energy. Using Fermi-Dirac smearing,

for a finite system at electronic temperature Te, the electronic entropy can be represented :

S◦ = −2 kB

∞∑
j=1

g◦j log(g
◦
j ) + (1− g◦j ) log(1− g◦j ) . (2.45)

Analogously, the corresponding term for the twisted structure reads as:

S(G) = −2 kB

∫
I

[
1

N

N−1∑
ν=0

∞∑
j=1

gj(η, ν) log
(
gj(η, ν)

)
+
(
1− gj(η, ν)

)
log
(
1− gj(η, ν)

) ]
dη .

(2.46)
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• Kohn-Sham Equations: With the expressions for the various energy terms in place, we write

the electronic ground-state energy for the twisted structure as the following minimization

problem:

FGround
State

(P ,D,G) = inf.Ψ,G F(G,Ψ,P ,D,G) , (2.47)

with the added constraints that:

1. the orbitals in Ψ are helical Bloch states, namely, they obey eq. 2.23 and are orthonor-

mal over the fundamental domain for each ζ ∈ Ĝ, i.e.:

⟨ψj(·; η, ν), ψj′(·; η, ν)⟩L2(D) = δj,j′ , (2.48)

and,

2. the number of electrons per unit fundamental domain is a fixed number, i.e.,∫
D
ρ(x) dx =

2

N

N−1∑
ν=0

∫
I

∞∑
j=1

gj(η, ν) = Ne . (2.49)

The Euler-Lagrange equations corresponding to the above variational problem are the Kohn-

Sham equations for the twisted structure, as posed on the fundamental domain. For j ∈ N,

η ∈ I and ν = 0, 1, . . .N− 1, we may express them as:

HKS ψj(·; η, ν) = λj(η, ν)ψj(·; η, ν) , (2.50)

with HKS denoting the Kohn-Sham operator, i.e.:

HKS ≡ −1

2
∆ + Vxc + Φ+ Vnl . (2.51)

Here, Vxc denotes the exchange correlation potential:

Vxc =
δExc(ρ,D)

δρ
= εxc + ρ

dεxc

dρ
, (2.52)
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Φ (as introduced in eq. 2.42) denotes the net electrostatic potential arising from the electrons

and the nuclear pseudocharges, and obeys the Poisson equation:

−∆Φ = 4π
(
ρ+ b(·,P ,G)

)
, (2.53)

while Vnl denotes the non-local pseudoptential operator (specifically, its (η, ν) component),

and can be expressed in terms of the functions χ̂k,p (introduced in eq. 2.37) as:

Vnl =
M∑
k=1

∑
p∈Nk

γk,p χ̂k,p(·; η, ν;xk) χ̂k,p(·; η, ν;xk) (2.54)

Note that the use of eq. 2.53 in lieu of eq. 2.42 is preferable for practical calculations

since computationally inconvenient non-local integrals that appear in the latter equation

are avoided (76; 75; 77; 7). Together, eqs. 2.50 - 2.54, along with eq. 2.48 and 2.49 form the

governing equations for our system and need to be solved self-consistently.

2.1.3 Boundary Conditions

The unknown fields in the governing equations above are the orbitals ψj(·; η, ν) ∈ Ψ and the

electrostatic potential Φ. Since these fields are posed on the fundamental domain D, we need

to augment the governing equations with boundary conditions on the surfaces that make up

∂D. By using the conditions in eq. 2.23 on the orbitals, and observing that the symmetry

operation Υ1,0 =
(
R2πα | τ eZ

)
maps ∂Z0 to ∂Zτ , while the operation Υ0,1 =

(
RΘ |0

)
maps

∂ϑ0 to ∂ϑΘ, we arrive at:

ψj(x ∈ ∂Zτ , η, ν) = e−2πiηψj(x ∈ ∂Z0, η, ν) , (2.55)

ψj(x ∈ ∂ϑΘ, η, ν) = e−2πi ν
Nψj(x ∈ ∂ϑ0, η, ν) . (2.56)

Concurrently, since the net electrostatic potential is invariant under all symmetry operations

in G, it obeys the boundary conditions:

Φ(x ∈ ∂Zτ ) = Φ(x ∈ ∂Z0) , (2.57)

Φ(x ∈ ∂ϑΘ) = Φ(x ∈ ∂ϑ0) . (2.58)
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The above equations leave the boundary conditions on the surfaces ∂Rin and ∂Rout un-

specified. As far as the wavefunctions are concerned, we may enforce Dirichlet boundary

conditions on these surfaces, by appealing to the decay of the electron density along the

radial direction (4; 7). This gives us:

ψj(x ∈ ∂Rin, η, ν) = ψj(x ∈ ∂Rout, η, ν) = 0 . (2.59)

On the other hand, the electrostatic potential Φ may not decay to zero quickly along the

radial direction. Therefore, it is more prudent to set Φ(x ∈ ∂Rin) and Φ(x ∈ ∂Rout) by direct

evaluation of eq. 2.42 by using a modified version of the Ewald summation technique (78).

In practical calculations however, this correction may be sometimes ignored (4) in favor of

Dirichlet boundary conditions on those surfaces.

2.1.4 Other quantities of interest at self-consistency

At the end of the self consistent field iterations, a number of other quantities may be com-

puted from the converged electronic states. For instance, we may obtain a more accurate

estimate (i.e., one that is less sensitive to self-consistency errors) of the Kohn-Sham ground

state electronic free energy (per unit fundamental domain) by using the Harris-Foulkes func-

tional (79; 80) instead of eq. 2.29. This can be written for the twisted structure, using

quantities expressed over the fundamental domain as:

FHF(Λ,Ψ,P ,D,G) = 2

∫
I

1

N

N−1∑
ν=0

∞∑
j=1

λj(η, ν) gj(η, ν) dη + Exc(ρ,D)

−
∫
D
Vxc(ρ(x))ρ(x) dx +

1

2

∫
D

(
b(x,P ,G)− ρ(x)

)
Φ(x) dx

+ Esc(P ,G,D)− Te S(Λ) . (2.60)

Note that the first term on the right hand side of the above equation is the electronic band

energy.

For ab initio molecular dynamics or structural relaxation calculations, atomic forces need

to be calculated. The Hellmann-Feynman forces on the atom located at rk in the fundamental
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domain can be computed about the ground-state as:

fk = −∂F(G,Ψ,P ,D,G)
∂rk

∣∣∣∣
Ground
State

=
∑
m∈Z

N−1∑
n=0

(R2πmα+nΘ)
−1

∫
D
∇bk

(
x; (Υm,n ◦ xk

)
Φ(x) dx − ∂Esc(P ,G,D)

∂rk

− 4
∞∑
j=1

(∫
I

1

N

N−1∑
ν=0

gj(η, ν)
∑
p∈Nk

γk;p Re.

{[∫
D
χ̂k,p(x; η, ν; rk)ψj(x; η, ν) dx

]

×
[ ∫

D
ψj(x; η, ν)

∂χ̂k,p(x; η, ν; rk)
∂rk

dx
]})

dη .

(2.61)

Note that since the forces are derivatives of a free energy which is invariant with respect to

the symmetry operations in G, it follows that the force on an atom Υm,n ◦ rk located outside

the fundamental domain can be evaluated in terms of the force on its counterpart in the

fundamental domain as (R2πmα+nΘ)
−1fk (45). Thus, to perform structural relaxations on

the twisted structure, it suffices to concentrate on the atoms in the fundamental domain and

drive their forces to zero.

Finally, the electronic density of states which often offers useful information about the

electronic properties of a material under study, can be computed at an electronic temperature

Te as (81):

ℵTe(E) = 2

∫
I

1

N

N−1∑
ν=0

( ∞∑
j=1

f ′
Te

(
E − λj(η, ν)

))
dη , (2.62)

with f ′
Te
(·) denoting the derivative of the Fermi-Dirac function.

2.1.5 Comments on first principle simulations of torsional and extensional de-

formation applied to the nanotubes

Here we would like to comment on how the torsional and extensional deformations are simu-

lated using Helical DFT. The approach taken is similar to that of linear elastic deformation
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of a crystal (82; 83). To elaborate, let us consider the torsional deformation. Within the

HelicalDFT framework, the rate of twist is controlled by the parameter α (which can be

prescribed by the user independently) that introduce a twist to the fundamental domain.

Given the prescribed twist, within the deformed fundamental domain, the positions of the

atoms are allowed to relax under the influence of external forces or constraints mimicking a

torque applied at the two ends of the infinite nanotube during relaxation. Note that utiliz-

ing Born-Oppenheimer approximation, the atomic relaxation process is separated from the

electronic structure calculations, allowing for a optimization of the atomic positions, while

assuming that the electronic configuration remains in its ground state for every given atomic

configuration(82). Therefore, under the Born-Oppenheimer approximation, we assume that

the electronic structure adjusts rapidly to changes in nuclear positions, effectively reaching

its ground state configuration instantaneously compared to the much slower motion of the

nuclei (or fictitious atomic motion during the relaxation process). Note that, due to the very

large difference in masses of the electrons and the nuclei, the time scale associated with their

motions differ by orders of magnitude. Thus, for a given arrangement of nuclei, the electronic

configuration is assumed to be in its ground state, allowing us to solve the Kohn-Sham equa-

tions independently of the nuclear motions. This decoupling simplifies the overall problem,

as it allows us to treat the electronic and nuclear motions as separate problems with the

nuclear coordinates feeding into the electronic structure problem and the Hellman-Feynman

forces from the electronic structure problem feeding back into the atomic motion/structural

relaxation problem. The adaptation of helical symmetry constraints in Helical DFT ensures

that atomic positions evolve in a manner consistent with the nanotube’s symmetry and de-

formation under the external stress, controlled by α or τ , thereby preventing the atoms from

reverting to their original untwisted positions. Instead, the relaxation process converges to a

new equilibrium configuration that reflects the deformed state of the nanotube. If the value

of α is too high, it is possible that the nanotube will develop instability, as a result, the

original fundamental domain may be incapable of capturing this instability. Therefore, we
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limit the range of deformation to be within linear elastic response. However, if desired, a

larger fundamental domain can be used with a larger α to explore responses far away from

equilibrium.

2.2 Implementation

We now discuss different numerical and computational aspects of the implementation of the

above methodology.

2.2.1 Use of helical coordinates

The equations in Section 2.1 above are expressed in a manner that do not make any explicit

reference to a coordinate system. For numerical implementation purposes however, it is useful

to introduce a coordinate system that is commensurate with the geometry of the twisted

structure and the symmetries of the system. The helical coordinate system, introduced

in (54; 4) is well suited for these purposes. If a point p in the global simulation domain

C has Cartesian coordinates (xp, yp, zp) and cylindrical coordinates (rp, ϑp, zp), then the

corresponding helical coordinates (rp, θ1p, θ2p) are defined as:

rp =
√
x2p + y2p , θ1p =

zp
τ
,

θ2p =
1

2π
arctan2(yp, xp)− α

zp
τ

=
ϑp

2π
− α

zp
τ
. (2.63)

The helical coordinates reduce to the usual cylindrical coordinates when the twist parameter

of the system is 0 and the pitch τ is set to unity. The inverse relations:

xp = rp cos
(
2π(αθ1p + θ2p)

)
, yp = rp sin

(
2π(αθ1p + θ2p)

)
, zp = τ θ1p , (2.64)

map the helical coordinates of p to their Cartesian counterparts.

The coordinate transformations introduced above can be used to map the curvilinear

coordinate system associated with the twisted structure, to a rectilinear one in which com-
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putations are simpler to set up. Specifically, the relations in eq. 2.64 above map the cuboid

(Rin, Rout)× (0, 1)× (0, 1/N) to the fundamental domain D. In particular, the bounding sur-

faces of the fundamental domain can be described in helical coordinates as r = Rin (for ∂Rin),

r = Rout (for ∂Rout), θ1 = 0 (for ∂Z0), θ1 = 1 (for ∂Zτ ), θ2 = 0 (for ∂ϑ0) and θ2 = 1/N (for

∂ϑΘ). Furthermore, the symmetry operation Υm,n maps the helical coordinates of a point p

from (rp, θ1p, θ2p) to (rp, θ1p +m, θ2p + n
N
).

In order to express the equations in Section 2.1.2 in helical coordinates, we need the

the Laplacian operator, the Cartesian gradient and the integral of a function (over the

fundamental domain) expressed in helical coordinates. For a function f(r, θ1, θ2) these take

the form (4):

∆f =
∂2f

∂r2
+

1

r

∂f

∂r
+

1

τ 2
∂2f

∂θ21
− 2α

τ 2
∂2f

∂θ1∂θ2
+

1

4π2

(
1

r2
+

4π2α2

τ 2

)
∂2f

∂θ22
, (2.65)

∇f =

(
∂f

∂r
cos
(
2π(αθ1 + θ2)

)
− ∂f

∂θ2

sin
(
2π(αθ1 + θ2)

)
2πr

)
eX

+

(
∂f

∂r
sin
(
2π(αθ1 + θ2)

)
− ∂f

∂θ2

cos
(
2π(αθ1 + θ2)

)
2πr

)
eY

+

(
1

τ

( ∂f
∂θ1

− α
∂f

∂θ2

))
eZ (2.66)∫

x∈D
f(x) dx =

∫ r=Rout

r=Rin

∫ θ1=1

θ1=0

∫ θ2=
1
N

θ2=0

f(r, θ1, θ2) 2πτr dr dθ1 dθ2 . (2.67)

Upon expressing the Kohn-Sham orbitals as ψj(r, θ1, θ2; η, ν), the above expressions allow

the governing equations and boundary conditions to be expressed in helical coordinates

exclusively. For numerical implementation purposes however, it is convenient to work with

functions that are completely invariant under symmetry operations instead of being invariant

upto a Bloch phase, as the orbitals are. To this end, we write:

ψj(r, θ1, θ2; η, ν) = e−2πi(ηθ1+νθ2) uj(r, θ1, θ2; η, ν) , (2.68)

where the functions uj(r, θ1, θ2; η, ν) are group invariant. In terms of these auxiliary func-
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tions, the governing equations over the fundamental domain are:

− 1

2
∆uj(r, θ1, θ2; η, ν)−

2iπ

τ 2
(να− η)

∂uj(r, θ1, θ2; η, ν)

∂θ1

− 2iπ

(
α

τ 2
(η − να)− ν

4π2r2

)
∂uj(r, θ1, θ2; η, ν)

∂θ2

+

(
ν2

2r2
− 2π2

τ 2

{
να (2η − να)− η2

}
+ Vxc(r, θ1, θ2) + Φ(r, θ1, θ2)

)
uj(r, θ1, θ2; η, ν)

+ e2πi
(
ηθ1+νθ2

)
Vnl e

−2πi
(
ηθ1+νθ2

)
uj(r, θ1, θ2; η, ν) = λj(η, ν)uj(r, θ1, θ2; η, ν) , (2.69)

− 1

2
∆Φ(r, θ1, θ2) = ρ(r, θ1, θ2) + b(r, θ1, θ2;P ,G) (2.70)

ρ(r, θ1, θ2) = 2

∫
I

1

N

N−1∑
ν=0

∞∑
j=1

gj(η, ν) |uj(r, θ1, θ2; η, ν)|2 dη , (2.71)

gj(η, ν) = fTe

(
λj(η, ν)

)
,
2

N

N−1∑
ν=0

∫
I

∞∑
j=1

gj(η, ν) = Ne (2.72)

The boundary conditions3 are:

uj(r = Rout, θ1, θ2; η, ν) = uj(r = Rout, θ1, θ2; η, ν) = 0 ,

uj(r, θ1 = 0, θ2; η, ν) = uj(r, θ1 = 1, θ2; η, ν) ,

uj(r, θ1, θ2 = 0; η, ν) = uj(r, θ1, θ2 =
1

N
; η, ν) . (2.73)

Φ(r = Rout, θ1, θ2) = ϕRout , Φ(r = Rin, θ1, θ2) = ϕRin ,

Φ(r, θ1 = 0, θ2) = Φ(r, θ1 = 1, θ2) ,

Φ(r, θ1, θ2 = 0) = Φ(r, θ1, θ2 =
1

N
) . (2.74)

2.2.2 Approximation of infinite series in governing equations

The governing equations as posed above, contain series sums over infinite numbers of terms

which need to be truncated for the purposes of numerical implementation. Such infinite

3The use of Rin > 0 is well justified for tubes with large enough radii (based on wavefunction decay effects
or the nearsightedness principle (84), for example), such as the ones considered in this work. This has the
added benefit of being able to computationally avoid the coordinate singularities in the Laplacian at the
origin, without incurring any performance or accuracy issues.
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sums not only appear explicitly while summing over an infinite number of electronic states

(eqs. 2.71, 2.72), but also implicitly in the calculation of quantities such as the net pseu-

docharge (eqs. 2.70, 2.43) and the nonlocal pseudopotential operator (eqs. 2.69, 2.54, 2.37).

We now describe our strategies for dealing with such quantities.

In order to truncate sums involving an infinite number of electronic states, we may

assume — as is commonly done in the literature (85; 86), that the electronic occupation

numbers decay to zero beyond the lowest Ns electronic states. In effect, this implies that

sums over the index j in equations 2.71 - 2.72 run from 1 to Ns (instead of 1 to ∞), and

that a set of Ns eigenvalue problems for each value of η and ν, as posed in eq. 2.69, have to

be considered. In practical calculations when the electronic temperature is less than a few

thousand Kelvin, the number of states Ns can be related to the number of electrons per unit

cell Ne as Ns =
⌈
cs ×

Ne

2

⌉
, with the constant cs chosen to be between 1.05 and 1.20 (86).

The infinite sums involved in calculation of the net pseudocharge and the non-local pseu-

dopotential operator both arise due to summations over individual atoms in the fundamental

domain, as well as their repeated images under the group G (eqs. 2.43, 2.54, 2.37). However,

we observe that the functions being summed in these cases are always centered about the

atoms in question, and they have the property of being compactly supported in a small

spherical region of space around the atom (i.e., the functions bk(·) in eq. 2.43 and χk;p(·) in

eq. 2.37 all have this property). Thus, the contribution of such terms to the fundamental

domain is zero beyond a few terms of the series expressed in eqs. 2.43 and 2.37, and the

infinite summations in these expressions can be reduced to a set of values of m and n that

are near zero.4

4This typically involves m = ±1,±2,±3, etc., from the helical symmetry operations, and n = 1, 2, 3,N−
1,N− 2,N− 3, etc. from the cyclic symmetry operations.
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2.2.3 Discretization Strategy

The equations above need to be discretized in real space (i.e., over the fundamental domain

D) as well as in reciprocal space (i.e., over the set Ĝ). We now describe our strategies for

addressing each of these issues.

2.2.3.1 Real space discretization of the fundamental domain

We use a higher order finite difference scheme (87; 88; 89; 90; 69; 70; 7; 4) for real space

discretization. Since helical coordinates have the property of “unwrapping” the fundamental

domain D to a cuboid, a convenient meshing of the computational domain can be attained

by choosing equispaced points in the r, θ1 and θ2 directions. Accordingly, we choose Nr, Nθ1

and Nθ2 grid points along these directions (respectively), and observe that the corresponding

mesh spacings hr, hθ1 , hθ2 satisfy:

Nr hr = Rout −Rin , Nθ1 hθ1 = 1 , Nθ2 hθ2 =
1

N
. (2.75)

We will often refer to the quantity h = Max.
(
hr, τhθ1 , 2π

(
Rin+Rout

2

)
hθ2

)
as the overall mesh

spacing for a particular level of discretization. We index each finite difference node using a

triplet of natural numbers:

(i, j, k) ∈ {1, 2, . . . ,Nr} × {1, 2, . . . ,Nθ1} × {1, 2, . . . ,Nθ2} , (2.76)

and we use f (i,j,k) to denote the value a function f at the grid point i, j, k. The grid point with

indices (i, j, k) is associated with the radial coordinate ri = Rin + (i − 1) ∗ hr, θ1 coordinate

θ1j = (j− 1) ∗ hθ1 and θ2 coordinate θ2k = (k− 1) ∗ hθ2 . The total number of real space grid

points is ND = Nr × Nθ1 × Nθ2 .

To discretize equations 2.69 - 2.72 using the finite difference scheme, we require expres-

sions for first and second order derivatives, as well as a quadrature rule to compute integrals

over the fundamental domain (e.g., to evaluate the action of Vnl on a given function). The
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expressions for the first order derivatives are:

∂f

∂r

∣∣∣∣(i,j,k) ≈ no∑
p=1

(
wfirst

p,r

(
f (i+p,j,k) − f (i−p,j,k)

))
,

∂f

∂θ1

∣∣∣∣(i,j,k) ≈ no∑
p=1

(
wfirst

p,θ1

(
f (i,j+p,k) − f (i,j−p,k)

))
,

∂f

∂θ2

∣∣∣∣(i,j,k) ≈ no∑
p=1

(
wfirst

p,θ2

(
f (i,j,k+p) − f (i,j,k−p)

))
. (2.77)

The expressions for the second order derivatives are:

∂2f

∂r2

∣∣∣∣(i,j,k) ≈ no∑
p=0

(
wsecond

p,r

(
f (i+p,j,k) + f (i−p,j,k)

))
,

∂2f

∂θ21

∣∣∣∣(i,j,k) ≈ no∑
p=0

(
wsecond

p,θ1

(
f (i,j+p,k) + f (i,j−p,k)

))
,

∂2f

∂θ22

∣∣∣∣(i,j,k) ≈ no∑
p=0

(
wsecond

p,θ2

(
f (i,j,k+p) + f (i,j,k−p)

))
,

∂2f

∂θ1∂θ2

∣∣∣∣(i,j,k) ≈ no∑
p=1

wfirst
p,θ2

[{ no∑
p′=1

wfirst
p′,θ1

(
f (i,j+p′,k+p) − f (i,j−p′,k+p)

)}

−
{ no∑

p′=1

wfirst
p′,θ1

(
f (i,j+p′,k−p) − f (i,j−p′,k−p)

)}]
. (2.78)

In the above expressions, no denotes half the finite difference order, s denotes r, θ1 or θ2,

and the finite difference weights wsecond
p,s and wfirst

p,s can be expressed as (91):

wsecond
0,s = − 1

h2s

no∑
q=1

1

q2
,

wsecond
p,s =

2(−1)p+1

h2s p
2

(no!)
2

(no − p)!(no + p)!
for p = 1, 2, . . . , no ,

wfirst
p,s =

(−1)p+1

hs p

(no!)
2

(no − p)!(no + p)!
for p = 1, 2, . . . , no . (2.79)

Finally, the expression for evaluating integrals over the fundamental domain is:∫
x∈D

f(x) dx ≈ hrhθ1hθ2

Nr∑
i=1

Nθ1∑
j=1

Nθ2∑
k=1

2πτri f
(i,j,k) . (2.80)
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2.2.3.2 Reciprocal space discretization

As is evident from the governing equations, many quantities of interest (including the electron

density, for example) involve accumulating sums from each of the characters ζ ∈ Ĝ. Since

this is equivalent to computing sums of the form
1

N

N−1∑
ν=0

and integrals over the set I, we need

a suitable scheme for discretizing the set Ĝ. Accordingly, we perform quadratures over the

set Ĝ using:

1

N

N−1∑
ν=0

∫
I

f(η, ν) dη ≈ 1

N

N−1∑
ν=0

Nη∑
b=1

wb f(ηb, ν) . (2.81)

In the above expression, in accordance with the Monkhorst-Pack scheme (92), the quadra-

ture nodes ηb are equi-spaced, while the corresponding quadrature weights wb are uniform.

Effectively, the above scheme discretizes the set G using NK = Nη × N representative re-

ciprocal space points. By use of time reversal symmetry (93; 7; 4), it is possible to reduce

the number NK by a factor of 2, which helps in cutting down computational wall time in

practical calculations.

2.2.4 Solution strategies for the discretized equations and MATLAB implemen-

tation

The governing equations for the twisted structure represent a set of coupled nonlinear eigen-

value problems. We use self consistent field (SCF) iterations accelerated via Periodic-Pulay

extrapolation (94) to solve them in this work. The total effective potential (i.e., Vxc + Φ) is

used as the mixing variable. Solution of the Poisson equation associated with the electrostatic

field (eq. 2.70) is carried out using the Generalized Minimal Residual method (GMRES) (95),

and an incomplete LU factorization based preconditioner (96) is used to accelerate conver-

gence of the GMRES iterations. Solution to eq. 2.72 is carried out using a nonlinear equation

root finder (97).

As a consequence of the discretization choices and other simplifications outlined previ-
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ously, there are NK linear eigenvalue problems, each of dimension ND, that have to be solved

on each SCF iteration step. Furthermore, for each of these eigenvalue problems, the lowest

Ns eigenstates have to be determined via a suitable diagonalization process. Due to our use

of finite differences, the discretized Hamiltonian operators (at each value of η and ν) are

non-Hermitian, even though the original infinite dimensional operators they represent are

not. This is a well known issue that arises while approximating differential operators such as

the Laplacian in curvilinear coordinates using finite differences (98; 55; 7). In practice, this

issue is mitigated by a combination of factors. First, as the mesh spacing h is made finer,

and/or the degree of the finite difference discretization no is made larger, the discretized

operators approximate their infinite dimensional counterparts more closely. Consequently,

the discretized operators become more Hermitian (i.e., the norm of the difference between

the operator and its Hermitian conjugate goes to zero), the eigenvalues have small imagi-

nary components, and conventional iterative methods for obtaining the spectrum of a sparse

symmetric Hamiltonian (99; 100; 101) can be employed for diagonalization. Indeed, for the

discretization parameters used to produce the results in this work, the imaginary parts of

the Hamiltonian eigenvalues are small enough that they can be ignored without any delete-

rious effects on the stability or quality of the simulations. Second, by choosing eigensolvers

that can handle non-Hermitian problems in a robust manner, even calculations involving

relatively coarse meshes (i.e., for which the Hamiltonian is well conditioned, but might have

some eigenvalues with non-vanishing imaginary parts), or problems with poorly conditioned

Hamiltonian matrices (which can arise if a system with a large amount of prescribed twist

is being studied) can be performed.

Keeping the above factors in mind, our implementation employs a combination of the

Generalized Preconditioned Locally Harmonic Residual (GPLHR) method (102), as well

as iterative diagonalization based on Chebyshev polynomial filtered subspace iterations

(CheFSI) (99; 103; 104). Due to the ability of GPLHR to employ preconditioners (based

on incomplete LU factorization, e.g.), the method can be particularly effective in handling
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poorly conditioned Hamiltonian matrices — i.e., for problems in which the CheFSI method

tends to use relatively large polynomial filter orders. For such problems, we have also ob-

served that GPLHR generally requires fewer iterations to reach SCF convergence, when

compared to CheFSI, and between 5 to 8 iterations of the method are sufficient per SCF

step. Nevertheless, for the systems considered in this work, we found that Chebyshev polyno-

mial filter orders in the range 60 to 80 were adequate in guaranteeing stable, well converged

simulations, and in this scenario the CheFSI method generally required shorter wall-times-

to-solution overall. Thus, for the bulk of the simulations presented in this work, CheFSI was

the method of choice. We show examples of the SCF convergence behavior for two example

systems using CheFSI and GPLHR in Figure 2.2.
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Figure 2.2: Examples of SCF convergence using CheFSI and GPLHR methods in Helical

DFT. The armchair silicon nanotube has radius 0.96 nm, and was subjected to a twist of

5.67 degrees/nm. The zigzag carbon nanotube has radius 0.70 nm, and was subjected to a

twist of 4.27 degrees/nm.

We have implemented the above methods and algorithms in a computational package

called Helical DFT. The current version of the code is largely written in MATLAB (105),
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with certain key routines (including Hamiltonian matrix-vector products, sections containing

multiple nested loops, etc.) written in C to alleviate speed and/or memory footprint issues.

The code makes use of MATLAB’s vectorization capabilities, and achieves parallelization by

performing diagonalization of the Hamiltonian for different values of η and ν simultaneously

over multiple computational cores. Helical DFT is capable of performing structural relax-

ation by use of the Fast Intertial Relaxation Engine (FIRE) algorithm (106) as well as ab

initio molecular dynamics simulations by use of a velocity Verlet integrator (107).
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CHAPTER 3

Application of Helical DFT to torsional deformation in

group-IV nanotubes

3.1 Simulations and Results

3.1.1 Computational Platform

All simulations involving Helical DFT were run using a dedicated desktop workstation (Dell

Precision 7920 Tower) or single nodes of the Hoffman2 cluster at UCLA’s Institute for Digital

Research and Education (IDRE). The desktop workstation has an 18-core Intel Xeon Gold

5220 processor (24.75 MB cache, running at 2.2 GHz), 256 GB of RAM and a 1 TB SATA

Class 20 Solid State Drive (SSD). Each compute node of the Hoffman2 cluster has two 18-

core Intel Xeon Gold 6140 processors (with 24.75 MB cache, running at 2.3 GHz), 192 GB of

RAM and local SSD storage. MATLAB version 9.7.0 (R2019b) was used for the simulations.

Compilation of C language routines was carried out using MinGW (on the workstation)

and GCC (on the Hoffman2 nodes) software suites. Interfacing between MATLAB and C

language routines was carried out by means of MATLAB’s MEX and Coder frameworks,

while parallelization was achieved by use of using MATLAB’s Parallel Computing Toolbox.

3.1.2 Simulation Parameters

We used an SCF iteration convergence tolerance of 10−6 in the total effective potential

(relative residual). The Periodic Pulay mixing scheme (94) used a history of 7 iterations, the
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mixing parameter was set at 0.2, and Pulay extrapolation was performed on every alternate

SCF step. GMRES iterations for the Poisson problem was carried out till the residual

dropped below 10−9 on every SCF step. We employed an electronic temperature of Te =

315.77 Kelvin in the Fermi-Dirac function (this corresponds to about 1 milli-Hartree of

smearing), and included 2 extra states at each value of η and ν to accommodate fractional

occupancies. We used Troullier-Martins norm conserving pseudopotentials (71) and Perdew-

Wang parametrization (108) of the Local Density Approximation (72). We used a 12th order

finite difference discretization scheme (i.e., no = 6 in eqs. 2.77, 2.78, 2.79) and diagonalization

via CheFSI used filters of order 60 to 80. Determination of spectral bounds within the CheFSI

method used MATLAB’s eigs function (109) with a relatively loose tolerance of 10−2. For

the nanotube simulations described here, we ensured a gap of 10 to 11 Bohrs between the

atoms located within the fundamental domain, and the boundary surfaces ∂Rin and ∂Rout,

in order for the electron density and the wavefunctions to decay sufficiently in the radial

direction1. Real space and reciprocal space discretization parameters were chosen on a case

by case basis, as described later.

3.1.3 Materials Systems: Group IV Nanotubes

Nanotubes and other similar systems are particularly well suited for study using the methods

described in this work. We choose single walled nanotubes of carbon, silicon, germanium,

and tin as materials systems for investigation here. These systems are used for carrying

out numerical validation studies, and due to their technological importance, also for gaining

insights into their properties by the use of our method. Such one-dimensional nanostructures

from Group IV of the periodic table can be described in terms of a “roll-up” procedure (110),

1We have carried out tests regarding the effect of the amount of vacuum padding (i.e., distance between
Rin or Rout and the atoms of the structure) on the energies and forces, and have observed the deviations in
these quantities drop to 10−5 or so (in atomic units) at a vacuum padding of about 8 Bohr, for the systems
considered here. In our actual simulations, we use a somewhat larger vacuum padding of 10− 11 Bohrs and
the tube radii are also chosen accordingly.
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starting from their two-dimensional sheet counterparts (i.e., graphene, silicene, germanene

and stanene). We collectively refer to these one- and two-dimensional materials as X (X =

C, Si, Ge, Sn) nanotubes, and Xenes, respectively. Both these classes of materials have been

intensely studied in recent years through both experimental and computational methods, due

to their association with fascinating materials properties (111; 112; 113; 114; 115; 116; 117;

118; 119; 120; 121; 122; 123; 124; 125; 126; 127; 128; 129; 130; 131; 132; 133; 134; 135; 136;

137; 138; 139; 140; 141; 142; 143; 144; 145; 146; 147; 148; 149; 117; 115; 150). In particular,

the electronic properties of deformed carbon nanotubes have received extensive treatment in

the literature through theoretical and computational means (143; 151; 3; 152; 153; 1; 154;

155; 156; 157). Although a few computational studies on the electronic structure of the

larger class of Group IV nanotubes are also available (140; 7; 158; 159; 160), as far as we can

tell, this work is the first to investigate from first principles, the behavior of these materials

under torsional deformations, and to extend some well known results for carbon nanotubes

to the broader class of Group IV nanotubes.

By using the roll up construction on the Xene sheets (see Figure 3.1), we can represent

untwisted tubes using just four atoms in the fundamental domain (7; 32; 45), and a twist can

be prescribed on the system by choosing a non-zero value of α. Depending on the direction

of rolling, the untwisted tubes can be classified as armchair or zigzag, and the fundamental

period τ of the untwisted tubes in these cases are
√
3 a and 3 a , respectively, with a denoting

the (planar) interatomic distance among the X atoms. Furthermore, the cyclic group order

N can be expressed in terms of the nanotube radius via the relation NL = 2πRavg.. Here

L =
√
3 a and 3 a, for armchair and zigzag cases, respectively, and Ravg. denotes the average

radial coordinate of the atoms in the fundamental domain. For subsequent simulations, we

adopted the values of the parameter a, as well as the out of plane buckling parameter δ, as

reported in (7). We include the values of the parameters in Table 3.1 for the sake of having

a self contained presentation here.2

2To compute these parameters, the relaxed ground state structure of the Xene sheets (single layer)
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Figure 3.1: Roll-up construction of untwisted X nanotube, starting from Xene sheet. Atoms

in the fundamental domain are shaded and are the same ones conventionally used for carrying

out simulations of (planar) Xenes using orthogonal unit cells. The parameter a represents the

planar interatomic distance, δ represents the out of plane buckling parameter, and in-plane

and out-of-plane atoms are shown in alternate colors.

3.1.4 Convergence, accuracy and efficiency studies

We begin with a discussion of the convergence properties of our numerical implementation

with respect to discretization parameters. We choose armchair nanotubes of carbon (radius

= 1.07 nm, N = 16), silicon (radius = 0.97 nm, N = 9), germanium (radius = 1.73 nm,

N = 16) and tin (radius = 0.99 nm, N = 8), as example systems. We apply a twist to

was computed using the plane-wave DFT code ABINIT (42; 161). The same pseudopotentials, exchange
correlation functional and electronic temperature were used between ABINIT and Helical DFT. Energy
cutoffs between 40 and 60 Ha, 30× 30× 1 k-points, and a cell vacuum of 25 Bohr in the direction orthogonal
to the sheets, were employed. At the end of the geometry relaxation procedure, the atomic forces and the
cell stress were of the order of 10−5 Ha/Bohr and 10−8 Ha/Bohr3, respectively. The agreement of these
parameters with existing literature is quite good (7), thus lending confidence to the physical properties of
the X nanotubes as revealed via our simulations.
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Material a (Angstrom) δ (Angstrom)

Graphene 1.407 -

Silicene 2.200 0.404

Germanene 2.232 0.566

Stanene 2.522 0.699

Table 3.1: Equilibrium lattice parameters of Xene sheets, as obtained from (7), and used in

subsequent Helical DFT simulations.

each of these systems by setting α between 0.003 and 0.006 (this corresponded to between

2.47 and 8.86 degrees/nm of imposed rate of twist). With all the other parameters of the

computational method fixed to values described earlier, the only remaining quantities that

can dictate the accuracy of the numerical solutions are fineness of the real and reciprocal

space discretizations. Accordingly, we study the convergence behavior of the ground state

energy and the atomic forces as a function of the mesh spacing h, and the number of reciprocal

space points Nη used in the calculations. The results are shown in Figure 3.2. For the mesh

convergence study, we used h = 0.15 Bohr to evaluate the reference value while computing

errors, while for studies involving convergence with respect to reciprocal space discretization,

we used Nη = 21 as reference.

From the figures, we see that the numerical method converges systematically in each of

the cases under study. By fitting straight lines to the convergence data with respect to h,

we observed slopes between 5.5 and 6.5 which are somewhat lower than values observed for

finite difference calculations using (untwisted) cylindrical coordinates (7). We are also able

to estimate that a mesh spacing of about h = 0.3 Bohr, and a value of Nη = 15 are more

than sufficient to reach chemical accuracy thresholds in all cases (i.e., 10−3 Ha/atom in the

energies and 10−3 Ha/Bohr in the atomic forces), and we used these discretization choices in

structural relaxation calculations in subsequent sections. Figure 3.3 shows the consistency

of the forces and the energies as computed by Helical DFT at this level of discretization
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Figure 3.2: Convergence behavior of the numerical method for X nanotubes, with respect

to real space and reciprocal space discretization parameters. The error in the forces is the

magnitude of the maximum difference in all the force components on all the atoms. Dotted

lines indicate straight line fits.
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(i.e., numerical derivatives of the free energy per unit cell as computed via eq. 2.29, yield

the atomic force as computed via eq. 2.61). To compute the energies and band structures of

relaxed structures, we employed the finest discretization parameters that we could reliably

afford within computational resource constraints. This corresponded to the choices h = 0.25

Bohr and Nη = 21.
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Figure 3.3: Consistency of the energies and forces as calculated by the Helical DFT code.

For this test, a relaxed configuration of an armchair silicon nanotube (radius = 0.96 nm)

subjected to a rate of twist = 5.67 degree/nm was chosen. One atom in particular was then

translated along eX, eY and eZ directions (one direction at a time). The force components

on the atom were obtained both via computing the derivative of a spline fit of the energy

at each configuration, and direct evaluation of eq. 2.61. The absolute value of the difference

is shown in each case. The agreement is O(10−4) Ha/Bohr or better in all configurations,

giving us confidence the results produced by the code.

Next, we come to a discussion of verification of the numerical method against results

produced by standard, widely used plane-wave codes such as ABINIT (42; 161). As described

earlier, this can be an arduous endeavor since such codes may require a very large number of
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atoms to be included in the periodic unit cell, in order to mimic the systems being simulated

via Helical DFT. Moreover, in order to accurately accommodate the boundary conditions

implemented in Helical DFT, a large amount of vacuum padding has to be often employed

in the plane-wave code unit cell, and nanotube-like structures tend to encase a large amount

of vacuum as it is. These factors together can result in slow convergence of the electrostatics

problem, as well as, poor conditioning of the systems of equations being solved by the plane-

wave code. The latter issue, in turn, leads to SCF convergence problems which tend to

worsen if calculations at high accuracies are required (i.e., upon using a large value of Ecut

for the plane-wave code). With these factors in mind, we chose the armchair carbon and

silicon nanotube systems described above for comparison against ABINIT. For the former,

we did not prescribe any twist and use a 64 atom unit cell. For the latter, we prescribed

a twist of α = 0.1, and used a 360 atom unit cell. While dealing with these systems in

ABINIT, periodicity was naturally enforced along the Z axis, Dirichlet boundary conditions

were enforced along the X and Y axes by padding with a large amount of vacuum, and an

SCF preconditioner (diemac option in ABINIT) was used to deal with instabilities associated

with spatial inhomogeneities in the periodic unit cell. Helical DFT was made to use four

atom unit cells for both examples. For each of these model systems, we observed that the

energies (in Ha/atom) and the forces (in Ha/Bohr), from ABINIT and Helical DFT agreed

with each other to O(10−4), thus giving us confidence in the accuracy of the results produced

by our method.3

Based on the above tests, we were also able to observe that even a well optimized plane-

wave code like ABINIT can take up to orders of magnitude more in simulation time (mea-

sured in c.p.u. hours) compared to Helical DFT, when simulations of nanotube structures

3Convergence and accuracy properties of the Helical DFT code have also been discussed in our earlier
contribution (4). However, the materials systems considered in this work are different from (4), and so, we
include this discussion here for the sake of a self-contained presentation. In particular, carbon is known to
be associated with somewhat hard pseudopotentials and these studies helped us determine the appropriate
discretization parameters for this element, so that numerically accurate predictions of electromechanical
properties of carbon nanotubes could be made.
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(particularly, ones with imposed twist) are desired. This makes our computational method

a particularly attractive choice in the first principles characterization of such systems. The

relative efficiency of our method stems from the use of a coordinate system and a computa-

tional domain that are well adapted to the geometry of the twisted structure, and also from

the appropriate use of symmetry. To highlight the latter aspect, we considered again the sil-

icon nanotube system subjected to a twist of α = 0.1. We used Helical DFT to calculate the

ground state electronic structure of this system by considering the following four equivalent

scenarios:

(a) No helical or cyclic symmetries (360 atom unit cell with α = 0 and periodicity along

eZ, Nη = 1 and only ν = 0 considered).

(b) Only cyclic symmetries (40 atom unit cell with α = 0 and periodicity along eZ, Nη = 1

and ν = 0, 1, . . . , 8 considered).

(c) Only helical symmetries (36 atom unit cell with α = 0.1, Nη = 10, and only ν = 0

considered).

(d) Both cyclic and helical symmetries considered (4 atom unit cell with α = 0.1, Nη = 10

and ν = 0, 1, . . . , 8 considered).

The single core wall times required for each SCF step, and computation of the atomic forces

at the end of the SCF iterations are compared in Figure 3.4.

From these plots, it is clear that the SCF wall time is approximately 20 times lower

for the case with full symmetry adaptation, when compared to the case in which no cyclic

or helical symmetries were used. Even more drastically, the computational wall time for

the calculation of the force is about 3 orders of magnitude lower for the former case, when

compared to the latter. These computational advantages tend to be even more dramatic for

simulations in which the angle of twist is relatively low (e.g. α = 0.0005 to 0.005), and such
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Figure 3.4: Influence of symmetry adaptation on computational wall times (single core).
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time for computation of the forces (both quantities normalized).
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cases tend to arise routinely while probing the torsional response of the nanotubes in the

linear elastic regime, as described in the next section.

Finally, we show in Figure 3.5 the strong scaling behavior of the numerical implementa-

tion. We use case (d) described above for this study. We see that up to 16 computational

cores, the code has a strong scaling efficiency of about 60%. This follows the strong scaling

efficiency of the CheFSI step closely, since this forms the dominant computational cost in

every SCF step (see Figure 3.4(a)). The scaling of the force computation step is far worse,

dropping to about 10% at 16 cores. In general, the scaling behavior is expected to improve

for problems with a larger number of η and ν points (e.g. for simulations of nanotubes of

large diameter) since the current version of the code only uses parallelization over different

values of η and ν. Improvement of the scaling behavior of the code, particularly by use of

domain decomposition and band parallelization techniques in conjunction with the MAT-

LAB Parallel Server framework (to enable deployment over distributed memory computers)

is the scope of future work.4

3.1.5 Computation of torsional stiffness from first principles

We now turn to demonstrations of the use of our computational method for evaluation of

materials properties from first principles. We first concentrate on the mechanical response

and evaluate the torsional stiffness of the X nanotubes in the linear elastic regime, ab initio.

We choose 9 to 10 nanotubes of each material, about half of which are of zigzag type and

4As pointed out to us by an anonymous reviewer, these scaling performance figures suggest that the
Helical DFT code is heavily memory bound in the regime in which the data was collected, and therefore,
perhaps a better metric might be to estimate the percentage of total peak performance. However, estimating
this number involves calculation of the number of floating point operations performed during the operation
of the code, and this can be somewhat challenging due to the use of both MATLAB and C source code.
Furthermore, due to the lack of internal MATLAB routines for estimating flops, only tools developed by
the MATLAB user community can be employed. We ran tests using the Lightspeed suite (162) and we
focused only on one the core routines of the code, i.e., the matrix vector-product implementation. Our
tests suggest that on the 18-core Intel Xeon Gold 5220 processor, the core routines reached about 10.7 % of
the peak performance (peak performance data obtained from the Intel website (163)), which is not entirely
unexpected due to the large amount of data movement operations associated with the calculation (164).
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Figure 3.5: Strong scaling behavior of the Helical DFT code.

the other half armchair. The nanotubes all had radii in the range 1 to 3 nm, approximately.

To carry out these simulations, we choose a four atom unit cell for the untwisted nanotube

in each case, and perform structural relaxation using the FIRE algorithm (106) till all force

components on all the atoms in the simulation cell dropped below 10−3 Ha/Bohr. We then

successively increase α to impose twist, and in each case re-perform structural relaxation

(see Figure 3.6 for some examples of the relaxation procedure).

To avoid the appearance of torsional instabilities, we ensured that the prescribed rate

of twist on the system was less than about 4.5 degrees per nanometer (45), and this corre-

sponded to choosing α between 0.0005 and 0.005. We express the amount of applied twist

per unit length of the tube (i.e., the rate of twist) as β =
2πα

τ
, and compute the twisting

energy per unit length of the structure as the difference in the ground state free energy per

unit fundamental domain between the twisted and untwisted configurations (after atomic

relaxation is carried out in both cases), i.e.:

Utwist(β) =
N

τ

(
FGround

State
(P∗∗,D,G|β)−FGround

State
(P∗,D,G|β=0)

)
. (3.1)
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Figure 3.6: Examples of ab initio structural relaxation of twisted structures using Helical

DFT.

Here, G|β and G|β=0 denote the symmetry groups associated with the twisted and untwisted

structures, respectively. Also, P∗∗ and P∗ denote the collections of positions of the atoms

in the fundamental domain, after relaxation in each case. For each of the nanotubes, we

verified that mechanical response was in the linear regime, by fitting Utwist(β) to a function

of the form Utwist(β) = c× βq and observing that q ≈ 2.0 holds. We show a few examples in

Figure 3.7.

Next, using the above data, we estimated the twisting stiffness of each nanotube, defined

as:

ktwist =
∂2Utwist(β)

∂β2

∣∣∣∣
β=0

. (3.2)

For each category of nanotube (i.e., armchair or zigzag, and type of material), we then

studied the variation of ktwist with the nanotube radius (computed as the average of the

radial coordinates of all atoms in the fundamental domain), by using a fit of the form:

ktwist = κ×Rp
tube . (3.3)
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Figure 3.7: Dependence of twist energy per unit length on angle of twist per unit length (i.e.,

rate of twist) for two representative classes of nanotubes. Dotted lines indicate straight line

fits of the data to an ansatz of the form Utwist(β) = c× βq.

The results from this procedure are shown in Figure 3.8 and the values of κ and p obtained

in each case are displayed in Table 3.2. Note that generation of this torsional response data

required hundreds of individual simulations, which would not have been possible without the

use of a specialized computational method such as the one presented here.

A few comments are in order at this stage. First, we observe that the value of the

exponent p is nearly 3 in every case. This suggests that the torsional response of the tubes

is consistent with linear elasticity theory, in which ktwist for a thin elastic tube with unit

length, radius Rtube, thickness t, and shear modulus G can be expressed as GtπR3
tube (165).

From this, it is possible to estimate the thickness-normalized shear modulus (i.e., Gt) of the

Xene sheets as κ/π. Second, by comparing the different values of κ, we see that they span

an order of magnitude across the different elements. In particular, for a given radius, ktwist is

the highest for carbon nanotubes and the lowest for those of tin, while nanotubes of silicon

and germanium have intermediate values of this quantity close to each other. Third, for

each material, the torsional response is quite similar in the armchair and zigzag directions
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Figure 3.8: Variation of torsional stiffness ktwist (eV-nm) with tube radius Rtube (nm). Both

axes are logarithmic. Dotted lines correspond to ktwist = κ × Rp
tube with fitted parameters

for κ (eV/nm2) and p (Table 3.2).

with variations less than about 1.5%, except for the case of tin, in which case the variation

is more substantial. This largely isotropic torsional response for the Xene nanotubes is

quite distinct from the bending response of their sheet counterparts, which show strong

anisotropic behavior that is correlated with the value of the normalized buckling parameter

(i.e., δ/a) for each material (7). Our findings on the mechanical response of carbon nanotubes

under torsion are broadly consistent with earlier studies for this material that used empirical

potentials or tight-binding calculations (45; 47), although the value of κ reported here is

lower from (45), where Tersoff potentials were used (166).

Finally, we mention in passing, the effects of atomic relaxation. In general, if relaxation

is not performed after the imposition of twist, the value of ktwist for the system tends to be

higher. The degree of variation can be quite different depending on the material involved.

For carbon nanotube systems, we observed that ktwist for an unrelaxed system was typically

higher by a factor of about 1.08, whereas for silicon nanotubes, this factor had the higher

value of about 1.38. Generally, these higher values of ktwist also imply higher values of κ by
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X Type κ (eV/nmp−1) p

C Armchair 5905.76 2.992

C Zigzag 5859.81 2.990

Si Armchair 909.34 3.026

Si Zigzag 923.78 2.986

Ge Armchair 837.12 3.018

Ge Zigzag 829.57 3.012

Sn Armchair 418.23 3.144

Sn Zigzag 508.83 2.984

Table 3.2: Torsional stiffness parameters for the X nanotubes, with ktwist = κ×Rp
tube

the same factors, although the value of the exponent p continues to be about 3, when the

fitting in eq. 3.3 is used.

3.1.6 Investigation of electronic properties of nanotubes undergoing torsional

deformation

We now discuss the variation in electronic properties of nanotubes as they are subject to

twisting. Due to the ability of our computational method to use symmetries connected with

the system, electronic band-diagrams along both η and ν can be obtained from Helical DFT.

Moreover, the eigenvalues λj(η, ν) as j is held constant and η, ν are varied, can be plotted

as a two-dimensional surface. Since η and ν serve to label the set of characters, and are

natural quantum numbers for twisted structures, they serve to provide a clean and intuitive

interpretation of the electronic states of the system, and allow easy identification of the size

and type of band-gaps. In contrast, the traditional band diagram for a quasi-one-dimensional

system using a periodic method can be far more complicated, even for an untwisted structure.

We show some examples of this contrast in Figures 3.9 and 3.10.

Armed with the above tools, we study the variation in the bandgaps of nanotubes as
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Figure 3.9: Conventional band diagram for an untwisted armchair Si nanotube of radius 2.96

nm.

they are subjected to twisting. For reasons explained later, we mainly concentrate on inves-

tigations related to armchair X nanotubes, although we also briefly comment on our findings

related to zigzag X nanotubes subsequently. The behavior of carbon armchair nanotubes

in particular, has received much attention in the literature (143; 151; 3; 1), and serves as

an important benchmark against which our results can be validated. Such nanotubes are

known to be metallic (3; 167; 151) although in practical calculations, a vanishingly small

bandgap at the location η = 1
3
, ν = 0 (or equivalently, η = −1

3
, ν = 0) may be observed

(7). Upon twisting, armchair carbon nanotubes undergo a metal-to-semiconductor transi-

tion, with the characteristic feature that the bandgap-versus-rate-of-twist plot has a slope

of 3 t0Rtube in the linear regime (i.e., in the neighborhood of zero twist). Here t0 is the

tight-binding hopping parameter for carbon (1). Here, the metal-to-semiconductor transi-

tion is referring to the opening of the energy bandgap, which in DFT calculation is defined

as the difference between the highest occupied state (HOMO) and lowest unoccupied state

(LUMO). Using armchair carbon nanotubes of radii 1.08, 1.48 and 1.88 nm as examples, we

used Helical DFT to compute the slope of the bandgap-versus-rate-of-twist plot in the linear
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Figure 3.10: Visualization of electronic states for the untwisted armchair Si nanotube (radius

2.96 nm) using results from Helical DFT. Compare this to Figure 3.9.
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regime and obtained values of t0 between 2.6 and 3.0 eV (see Figure 3.11). These agree well

with the literature (1; 2; 3), giving us confidence in the quality of our subsequent simula-

tions. Upon twisting these nanotubes further, the band gap is known to further increase and

then decrease, as the tube alternates between metallic and semiconducting states, and the

period of oscillation (of the band gap versus rate of twist plot) is theoretically known to be

(143; 151; 3; 1):

ξtheory
period =

a

R2
tube

. (3.4)

Here a denotes the carbon-carbon bond length (see Table 3.1). Using Helical DFT, we were

able to compute the electronic density of states near the Fermi level and qualitatively verify

the metal-to-semiconductor transitions in the armchair carbon nanotubes as they are twisted

(see Figure 3.13(a)). To verify that Helical DFT also reproduces the quantitative aspects

of the variation, we fit the band gap data from Helical DFT, to a general sine curve of the

form:

band gap = s1 sin

(
2πα

s2
+

2π

s3

)
+ s4 , (3.5)

from which, the period of oscillation may be computed as:

ξfit
period =

2πs2
τ

=
2πs2√
3a

. (3.6)

We verified that ξfit
period and ξtheory

period are in close agreement in all cases under study (see Figure

3.11 for a specific example). An alternate means of quantifying this agreement, following

(1), is to equate ξfit
period and ξtheory

period , and estimate the bond length a, from this instead. In

other words, by writing:

s2 =

√
3 a2

2πR2
tube

, (3.7)

or more generally,

s2 = σ ×Rµ
tube , (3.8)

54



0.0 1.0 2.0 3.0 4.0 5.0

0.10

0.20

0.30

0.40

0.50

Rate of twist (degree/nm)

B
an

d-
G

ap
(e

V
)

Data points computed using Helical DFT
Sine-curve fit
Linear fit near zero twist

Figure 3.11: Analysis of the variation of band-gap with applied twist, using an armchair

carbon nanotube example (Radius = 1.07 nm). The straight line fit near zero enables the

evaluation of the tight-binding hopping parameter t0, which comes out to be 2.897 eV, in

close agreement with (1; 2; 3). The sine curve fit (in the non-linear response region) enables

evaluation of the periodicity in the band gap variation and yields ξfit
period = 0.1154 rad/nm.

The theoretical value from eq. 3.4 is ξtheory
period = 0.1217 rad/nm, in close agreement.

we may evaluate the exponent µ and the constant σ from a plot of s2 versus Rtube, and from

this, we may further estimate the bond length as:

afit =

√
2πσ

3
1
4

. (3.9)

Using this procedure, we arrived at µ = −1.98, and afit = 1.37 angstrom, both of which are

very close to the expected values of −2.00 and 1.40 angstrom, respectively. These results

give us further confidence in the quantitative results obtained using Helical DFT.

Turning to the broader class of armchair group IV nanotubes (i.e., X = Si, Ge, Sn)

we make the following observations using the data obtained from Helical DFT. In general,

these nanotubes are semiconducting, with a direct band gap located at the same position

55



as the armchair carbon nanotubes, i.e., η = 1
3
, ν = 0 (or equivalently, η = −1

3
, ν = 0) for

untwisted tubes. Upon twisting, these tubes also undergo periodic oscillations in their band

gaps,5 although the amplitudes of the oscillations are generally more muted than the case of

armchair carbon nanotubes, and we did not observe metal-to-semiconductor type transitions

for most tubes. For tubes with larger radii however, the untwisted states can be associated

with vanishingly small band gaps to begin with — owing to the decay relations obeyed by the

band gaps (7; 140), and these tubes are likely to be practically metallic at room temperature.

Therefore, changes to the band gap upon application of twist can be more easily discerned

(See Figures 3.10 and 3.12 for an example involving an armchair silicon nanotube). To

quantify the periodic changes in the band gaps, we obtained the period of oscillation in each

case using the sine curve fitting procedure outlined above (eq. 3.5), and computed the power

law dependence of the period on the tube radius by means of eq. 3.8 (see Figure 3.14). The

values of c and µ so obtained are shown in Table 3.3.

The results are clearly suggestive of the fact that the period of variation of the band gap

scales in an inverse quadratic manner with the tube radius for all armchair X nanotubes.

We also observed that evaluation of eq. 3.9 using the values of σ shown in Table 3.3 leads

to quantities that are fairly close to the values of a shown in Table 3.1, for each armchair X

nanotube, suggesting that the theoretical relation in eq. 3.4 is generally valid for this entire

class of nanotubes.

Finally, we touch upon our investigations related to zigzag X nanotubes. These can be

of different “types” (7; 151), i.e., Type I, II or III, depending on whether mod(N, 3) = 1, 2

or 0. In general, zigzag X nanotubes, barring Type III carbon variants, are semiconducting

(7; 168), and the untwisted tubes have direct bandgaps located at the following values of η

5The location of the band gap initially continues to be the same as that of the untwisted tube, but then
it transitions to small values in ν (i.e. ν = 1, 2, etc.), while remaining at the same location in η (i.e., η = 1

3 ).
Thus, for relatively small twists, the band gap continues to be a direct one. Upon further application of
twist however, the band gap becomes indirect and the eigenvalue just above the Fermi level is associated
with a different value of ν as compared to the eigenvalue just below the Fermi level, although the value of η
associated with these eigenvalues continues to be 1

3 .
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(a) 2D surface plot of the eigenvalues λj(η, ν), for j = 8.
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(b) Symmetry adapted band diagram in η, along

ν = 1. Location of band gap highlighted by blue

rectangle.
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(c) Zoomed in view of band gap and its location.

Figure 3.12: Visualization of electronic states for twisted armchair Si nanotube (radius =

2.96 nm), for 0.94 degree per nanometer of applied twist. A small bandgap of about 0.11 eV

opens up in this case. Location of band gap (η = 1/3, ν = 1) has been highlighted by blue

rectangle in sub-figure (b) and a zoomed in view is available in sub-figure (c). The surface

plot in sub-figure (a) also looks noticeably different from Figure 3.10 (a).
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Material σ (Å−µ) µ

Carbon 0.52 -1.98

Silicon 1.86 -2.10

Germanium 1.91 -2.09

Tin 1.34 -1.91

Table 3.3: Parameters for the scaling law s2 = σ × Rµ
tube for armchair X nanotubes. Here,

s2 is the bandgap oscillation parameter as defined in eq. 3.5. The value of µ in each case is

close to −2.00, suggesting that the period of variation of the band gap scales in an inverse

quadratic manner with the nanotube radius for these tubes.
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(a) Carbon nanotube, radius = 1.07 nm
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(b) Silicon nanotube, radius = 2.96 nm

Figure 3.13: Variation in the electronic density of states near the Fermi level, for some

armchair X nanotubes, when subjected to twist. The carbon nanotube undergoes a clear

metal-to-semiconductor type transition upon twisting, as evidenced by the value of ℵTe(·)
falling to zero at the Fermi level. Other armchair Xene nanotubes (including the silicon

nanotube shown here) do not show such stark variations, although changes in the electronic

structure are clearly induced by the application of twist.

and ν – Type I carbon nanotubes: η = 0, ν = N−1
3

; other Type I nanotubes: η = 0, ν = N+2
3

;

Type II nanotubes: η = 0, ν = N+1
3

; Type III nanotubes: η = 0, ν = N
3
. We found that
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(d) Investigation of scaling laws in periodicity

of band gap variation

Figure 3.14: Variation of band gap with applied twist for armchair X (= Si, Ge, Sn) nan-

otubes. Sub-figures (a), (b) and (c) include data from Helical DFT, as well as sine curve fits

(dotted lines) used to determine the band gap oscillation parameter s2 (eq. 3.5). Sub-figure

(d) explores the variation of this parameter with the tube radius (eq. 3.8). The slope of each

of the straight line fits is close to −2.00, suggesting that the period of variation of the band

gap scales in an inverse quadratic manner with the nanotube radius.
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the band gaps of Type I and II zigzag X nanotubes tend to have a rather limited response

to torsional deformations, consistent with earlier observations made regarding zigzag carbon

nanotubes specifically (143; 151; 3). For most of these types of materials, the band gaps are

non vanishing at zero twist for even relatively large radii tubes and the subsequent changes

to their band gaps due to twisting are fairly small at the levels of torsional deformation we

considered. This tends to cause issues in discriminating between actual changes to the band

gaps due to deformation, and the numerical noise associated with the simulations. Therefore,

although we did observe oscillatory patterns in the band gap versus rate of twist plots (see

Figure 3.15 for an example) we found it difficult to extract scaling laws from this data

unambiguously. Out of all the different zigzag X nanotubes however, the Type III variants

of carbon are metallic, especially at larger radii (i.e., when curvature effects are minimal)

(7; 169), and we observed such tubes to be quite sensitive to torsional deformations. Similar

to the case of armchair nanotubes, we observed these tubes to show oscillatory behavior

between metallic and semiconducting states (see Figure 3.15), and an analysis of the period

of variation of the band gap (using eq. 3.5 and 3.8) yielded µ = −1.98, thus suggesting an

inverse quadratic dependence on the radius. A thorough re-investigation of scaling laws in

the electronic response of zigzag X nanotubes, by making use of more accurate numerical

techniques (based on spectral methods (170; 171), for instance) remains the scope of future

work.
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(b) Type III zigzag carbon nanotubes

Figure 3.15: Variation of band gap with applied twist for some zigzag nanotubes. Data

from Helical DFT, as well as sine curve fits (dotted lines) are included. For most zigzag X

nanotubes, particularly of Types I and II, the band gap changes little with twist. Sub-figure

(a) shows examples of this using Type II tin nanotubes. In contrast, Type III zizag carbon

nanotubes (sub-figure (b)) are metallic in the absence of twist and show more pronounced

oscillatory changes between metallic and semiconducting states upon being twisted.
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CHAPTER 4

Nanotubes reimagined: Carbon Kagome nanotubes

4.1 Introduction

Over the past two decades, the design, discovery and characterization of nanomaterials and

nanostructures with special features in their electronic band structure has gained prominence.

Exemplified famously by the case of linear dispersive relations in graphene (associated with

massless Dirac fermions (135; 172)), such features often point to the existence of exotic

electronic states, and the possibility of realizing unconventional electromagnetic, transport

and optical properties in real systems. In recent years, materials and structures featuring

dispersionless electronic states or flat bands have been heavily investigated due to the fact

that electrons associated with such states have quenched kinetic energies1 (are spatially lo-

calized), and interact in the strong correlation regime(173; 174; 175; 176). This manner of

interaction leads to a variety of fascinating materials phenomena, including superconductiv-

ity (173; 177), ferromagnetism (178), Wigner crystallization (179; 180), and the fractional

quantum Hall effect (181; 182; 183; 184).

Along these lines, moiré superlattices in twisted bilayers (185; 186; 35; 178; 187; 36) and

materials with tailored atomic lattices (188; 189; 190; 191) have received much attention

since they feature flat bands and rich electron physics. In order to observe and maintain

desirable electronic properties, such systems usually involve some degree of engineering,

and more often, a fine control over important system parameters (e.g. bilayer twists at

1While linearly dispersive states are associated with extremely high charge carrier mobilities, flat band
electrons are massive and effectively have zero group velocity.
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specific magic angles (192), or a critical magnetic field strength in quasi-two-dimensional

(2D) network structures (193; 194)). Therefore, a strand of recent investigations has focused

on the synthesis and characterization of materials which feature electronic flat bands due

to their natural atomic arrangements (195; 196; 197; 198; 199; 200; 201; 202; 203). Exotic

electronic states hosted by such materials can be stable with respect to perturbations such

as changes in temperature or applied strains, and they can often display such states without

external fields — features which make them suitable for device applications. Alongside

these experimental studies, computational investigations have also probed elemental versions

of such materials, i.e., stable bulk or 2D nanomaterials made of a single species of atom

that can feature unusual electronic states by virtue of their atomic arrangements alone

(204; 205; 206; 8; 9; 207; 8). The present study extends this particular line of work to the

important case of quasi-one-dimensional (1D) nanomaterials featuring flat bands, which have

generally received far less attention in the literature.2

The possibility of realizing flat band physics and exotic states of electronic matter in

wire-like geometries is particularly exciting. While well known theoretical considerations

(211; 212) appear to preclude the existence of long range order in low dimensional systems

(necessary, e.g. in realizing superconducting states), such restrictions do not necessarily ap-

ply to the quasi-one-dimensional structures considered here (213). In fact, there are reasons

to expect that the screw transformation symmetries and quantum confinement effects often

associated with such systems can actually result in enhancement of collective or correlated

electronic properties (214; 32; 215), and that such properties are likely to be manifested in

manners that are quite different from bulk phase materials. In particular, materials such

as the ones considered in this chapter can be chiral — due to intrinsic or applied twists —

and therefore, feature anomalous transport (the Chiral Induced Spin Selectivity, or CISS

2There has been recent work (see e.g. (208; 176; 209; 210)) on quasi-two-dimensional systems and
heterostructures, featuring one-dimensional flat bands, or flat bands along specific directions of a two-
dimensional Brillouin zone. In contrast, the systems studied here are all elemental quasi-one-dimensional
(1D) nanostructures that feature flat bands throughout the entirety of their (one-dimensional) Brillouin zone.
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effect (216; 217)). The exploration of simultaneous manifestations of such effects along with

correlated electron physics has begun fairly recently (218; 219; 220; 221). We posit that the

carbon nanostructures explored here are likely to emerge as a possible material platform for

such studies in the future.

Due to its unique allotrope forming features and versatility (222; 223; 224), carbon is

particularly attractive as a building block of novel materials. A large number of computa-

tional studies have recently been devoted to 2D and bulk allotropes of carbon displaying

Dirac cones, flat bands and non-trivial topological states (225; 226; 205; 227; 228; 229; 230;

231; 232). On the other hand, although several 1D allotropes of carbon are well known

(29; 137; 233; 234; 235; 236; 237; 238; 239; 240; 241; 242), none of these systems are usually

associated with flat band physics. As far as we can tell, there have been only a few earlier

attempts at producing and investigating flat bands in realistic 1D nanomaterials of carbon:

partially flat bands in zigzag graphene nanoribbons (243), spin polarized flat bands in hydro-

genated carbon nanotubes (244), and moiré type flat bands in chiral carbon nanotubes with

collapsed structures (245; 246) or incommensurate double wall geometries (247). Our contri-

bution aims to address this particular gap in the literature by studying a family of realistic

1D carbon nanostructures that naturally feature flat bands throughout their Brillouin zone.

The flat bands in the structures presented here arise out of geometric and orbital frustration

and without the aid of dopant or major structural instability effects, as employed in the

aforementioned studies. Moreover, as we demonstrate, these dispersionless electronic states

show fascinating transitions as the structures are subjected to strains, while also proving to

be robust and retaining many desirable characteristics in some respects.

To obtain a 1D carbon nanostructure with flat bands, our starting point is a planar sheet

of Kagome graphene. We then “roll up” this 2D material along different directions to obtain

Carbon Kagome Nanotubes (CKNTs). Kagome graphene and related bulk structures have

recently received much attention in the materials literature (9; 8; 207; 204; 206; 248; 249),

and also in the physics literature, where the material is often identified as a “decorated
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honeycomb” or “star lattice” structure (250; 251; 252; 253; 254; 255; 191). Although Kagome

graphene remains to be experimentally synthesized, successful synthesis of a variant of this

material, i.e., nitrogen-doped graphene on a silver substrate — a 2D material with a Kagome

pattern, has been carried out recently (256; 257). Moreover, synthesis of novel complex

nanotube structures in general (see e.g. (258)) and through the roll-up of 2D sheets in

particular, is fairly common (see e.g. (259)), thus suggesting that CKNTs can be synthesized

in the near future.

In this chapter, we introduce CKNTs, and carry out a thorough and systematic first

principles characterization of this material in terms of its structural, mechanical and elec-

tromechanical properties. Wherever relevant, we provide comparisons of the properties of

CKNTs against those of conventional carbon nanotubes (CNTs). All CKNTs studied here

are metallic and feature flat bands (throughout their Brillouin zone) near the Fermi level,

along with an associated singular peak in the electronic density of states. We show in partic-

ular that CKNTs appear to be more mechanically compliant when compared against CNTs,

and that their electronic properties undergo significant electronic transitions — with emer-

gent partial flat bands and Dirac points — when subjected to torsional strains. Our studies

are made possible largely due to a suite of recently developed symmetry adapted electronic

structure calculation techniques (54; 4; 5; 7; 55; 62; 260), that allow ab initio calculations of

1D materials and their deformed states to be carried out accurately and efficiently. We also

develop a π-electron based tight binding model that includes up to next-nearest-neighbor in-

teractions, which is able to capture many of the electronic properties of CKNTs, as revealed

via first principles data.

4.2 Material and Methodology

In this section, we introduce the geometry of Carbon Kagome nanotubes (CKNTs) and their

construction from Kagome graphene through the "roll up" procedure commonly employed
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in other similar types of nanomaterials (261; 45). We also provide an outline of the various

computational and theoretical methods used in our study.

4.2.1 From Kagome Graphene to Carbon Kagome Nanotubes

Several recent studies have explored the structure of Kagome graphene sheets and related

bulk structures (206; 8; 248; 207; 204; 191). As a starting point, we first consider the geom-

etry of Kagome graphene. The hexagonal unit cell of this 2D material consists of 6 carbon

atoms that form a pair of equilateral triangles, as shown in Fig. 4.1. We used the planewave

A

B

DP

d1
d2

θ1 θ2

a

Figure 4.1: Unit cell of Kagome Graphene with various structural parameters indicated. The

angle θ1 is 150◦, while θ2 is 60◦. The other parameters can be found in Table 4.1.

code ABINIT (42; 262; 161) to optimize the geometry of this structure. Our calculations

employed norm conserving Troullier Martins pseudopotentials (263), an energy cutoff of 50

Ha, 21× 21× 1 k-point sampling and Fermi-Dirac smearing of 0.001 Ha. These parameters

were sufficient to produce accurate energies, forces and cell stresses for the pseudopotentials

chosen (5). We employed both Perdew-Wang (108) local density approximation (LDA) and

Perdew-Burke-Ernzerhof (PBE)(264) generalized gradient approximation (GGA) exchange

correlation functionals. At the end of the relaxation procedure, the atomic forces were typi-

cally of the order of 10−5 Ha/Bohr, while the cell stresses were of the order of 10−8 Ha/Bohr3.

Table 4.1 shows that the optimized structural parameters obtained by us are in very
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good agreement with the literature. As expected (265), the LDA bond lengths are somewhat

shorter than those obtained through functionals involving gradient corrections, although the

variations observed are quite minor overall. Notably, the intertriangle C-C bond length

was found to be slightly smaller than the bond length corresponding to the triangle sides.

Additionally, the calculated bond angles were found to be 60◦ (in-triangle) and 150◦ (inter-

triangle) almost perfectly, consistent with the literature. Next, following the construction

Parameters Current work Literature

a (Å) 5.1370a(5.1662)b 5.2085c, 5.2087d, 4.46e

d1 (Å) 1.3402a(1.3400)b 1.3559c, 1.3567d, 1.50e

d2 (Å) 1.4078a(1.4206)b 1.4305c, 1.4299d, 1.53e

Dp (Å) 5.3090a(5.3331)b 5.3817c, 5.3829d

Table 4.1: Optimized structural parameters of Kagome graphene. Superscripts denote pa-

rameters obtained using: (a) LDA functional (this work), (b) GGA functional (this work),

(c) SGGA-PBE functional (reference (8)), (d) SGGA-PBE functional with Grimme D3 cor-

rection (reference (8)), and (e) GGA functional using the bulk structure (reference (9)).

of carbon nanotubes from graphene (266; 267; 261), we rolled up the optmized flat Kagome

graphene structures into seamless cylinders and arrived at carbon Kagome nanotubes (see

Fig. 4.2). Depending on the direction of rolling, the tubes maybe armchair, zigzag or chiral,

with non-negative integers (n,m) denoting the chirality indices. In this work, we focus ex-

clusively on armchair (i.e., (n, n)) and zigzag (i.e., (n, 0)) nanotubes (illustrated in Fig. 4.3).

The index n for such achiral tubes indicates the degree of cyclic symmetry about the tube

axis. An investigation of chiral CKNTs is the scope of future work. Notably, the replacement

of hexagons in conventional CNTs, by dodecagonal rings in CKNTs, results in a structure

with more porous sidewalls, and suggests the use of this material in filtration (268), desali-

nation (269) and electrochemical storage aplications (270; 271; 272).
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z
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armchair

8.897Å

5.137Å

θ
z

Figure 4.2: Roll-up construction of CKNTs, starting from a sheet of Kagome graphene. θ

denotes the direction of roll up, while z denotes the tube axis direction. The 12 atoms

shown in the shaded region are the representative atoms in the fundamental domain used for

Helical DFT (4; 5) calculations. The domain size parameters illustrated above correspond

to calculations based on LDA exchange-correlation.

z

(a) Armchair (6,6) CKNT

z

(b) Zigzag (9,0) CKNT

Figure 4.3: Two varieties of CKNTs investigated in this work: (a) Armchair (n, n) and (b)

Zigzag (n, 0) tubes. The tube radii are 0.85 nm and 0.74 nm, respectively for the above

examples. n is the cyclic symmetry group order about the tube axis.
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4.2.2 Plane-wave DFT calculations

While the majority of the first principles calculations in this work have been carried out

using Helical DFT, we used plane-wave DFT (16; 273) for carrying out a few additional

first principles calculations of CKNTs. Specifically, we investigated the dynamic stability of

undistorted CKNTs by performing ab inito molecular dynamics (AIMD) simulations. The

highly scalable PWDFT code (274; 275; 276; 277) was used for this purpose. We investi-

gated two generic CKNTs — one each of the zigzag and armchair varieties — with radii of

0.75 and 0.85 nm for our simulations. In order to capture long range deformation modes,

we considered atoms beyond the minimal periodic unit cell and chose multiple layers of the

tubular structures along the axial direction. This resulted in supercells containing 144 and

216 atoms for the armchair and zigzag variety tubes respectively. Periodic boundary condi-

tions were enforced along the axial direction and a large amount of vacuum padding (∼ 35

Bohr) was included in the other two directions to prevent interactions between periodic im-

ages. Optimized Norm Conserving (ONCV) pseudopotentials (278; 279), and LDA exchange

correlation were employed. An energy cutoff of 40 Ha was employed and only the gamma

point of the Brillouin zone was sampled. The structures were first relaxed using the Broy-

den–Fletcher–Goldfarb–Shanno (BFGS) algorithm (280) following which AIMD simulations

were performed at temperatures of 315.77 K, 631.55 K and 947.31 K using the Nosé–Hoover

thermostat (281; 282). Time steps of 1.0 fs were employed for integration and 5.0 − 7.0 ps

of trajectory data were collected for analysis.

Finally, we used the Quantum Espresso code (43; 283; 284) for computing the projected

density of states (PDOS) of undistorted armchair and zigzag CKNTs. Pseudopotentials

from the Standard Solid State Pseudopotentials (SSSP) library (285; 286), along with an

energy cutoff of 40 Ha, LDA exchange correlation and Gaussian smearing (corresponding

to an electronic temperature of 315.77 K) were employed. Keeping in mind the geometry

of the nanotube, the PDOS were calculated in the local atomic coordinate frame, i.e., the

projections were taken on atomic orbitals that had been rotated to a basis in which the
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occupation matrix appears diagonal.

4.3 Properties of CKNTs

In this section, we discuss the structural, mechanical and electronic properties of CKNTs as

revealed by our simulations.

4.3.1 Structural properties: Cohesive energy, sheet bending modulus and dy-

namic stability

Fig. 4.4 shows the cohesive energy of armchair and zigzag CKNTs as the tube radius varies

in the range 1 to 3 nm (approximately). Owing to the contribution from the elastic sheet

bending energy, the cohesive energy of both types of tubes decrease monotonically as the

tube radius increases, i.e., the tubes are energetically more favorable with decreasing sheet

curvature. In our calculations, the energy of an atom in Kagome graphene, as calculated in

terms of the large radius limit of the energies of CKNTs, agrees with direct calculations of the

sheet to better than 1 milli-eV, thus ensuring overall consistency of the results. For a given

radius, the zigzag and armchair CKNTs appear nearly identical energetically, similar to the

behavior of conventional CNTs, also shown in Fig. 4.4. Assuming a quadratic dependence

of the bending energy on curvature, i.e., Euler-Bernoulli behavior, we evaluated the area-

normalized sheet bending modulus of Kagome graphene to be 0.506 eV and 0.502 eV in the

armchair and zigzag directions, respectively (also see Fig. 4.2). This is about a third of

the sheet bending modulus of conventional graphene, estimated to be about 1.5 eV through

similar first principles calculations (7).

From Fig. 4.4, it is also evident that for a similar value of the radius, CNTs are ener-

getically more favorable compared to CKNTs (i.e., CNTs have larger cohesive energies). We

remark however that this observation in of itself does not preclude the synthesis of CK-

NTs. Indeed, fullerenes can be readily produced, although they have long been known to

70



have cohesive energies that are somewhat lower than other common allotropes of carbon

(261; 287; 288; 289). More recently γ-graphyne, which has a significantly lower cohesive

energy compared to graphene (290) has also been chemically synthesized (291; 292; 293).

Notably, there has also been success in synthesis of other unusual quasi-one-dimensional al-

lotropes of carbon starting from conventional carbon nanotubes (236), which may be adopted

for producing CKNTs. The phonon stability of Kagome graphene sheets has been investi-
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Figure 4.4: Cohesive energy of zigzag and armchair CKNTs. Inset: Cohesive energy of

conventional zigzag and armchair carbon nanotubes (CNTs) presented for comparison.

gated earlier (207). Based on band-folding considerations (294; 295; 296), such calculations

are also likely to be indicative of the stability of CKNTs at zero temperature. To investigate

the finite temperature structural stability of CKNTs, we carried out AIMD simulations at

three different temperatures — 315.77 K, 631.54 K and 947.31 K. The system energy is ob-

served to be stable throughout each of these simulations (Fig.4.7). We conclude that CKNTs

are able to maintain their overall structural integrity at room temperature, and beyond, thus

making them physically realistic nanostructures. Notably, during the course of the simula-

tions, the structures appear to undergo dynamic distortions similar to conventional CNTs

(297; 45; 298), and show a propensity for developing transitory ellipsoidal cross sections,
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(a) Armchair CKNT (Unit cell with 144

atoms)

(b) Zigzag CKNT (Unit cell with 216

atoms)

Figure 4.5: Snapshot of AIMD simulations at 315.77 K for both types of CKNTs.

especially at elevated temperature (Fig. 4.6 (a)). Nevertheless, the dodecagonal rings which

make up CKNTs and which are crucially related to their fascinating electronic properties

(discussed in Section 4.3.3), continue to be maintained (Fig. 4.6 (b)). Given the relatively low

sheet bending stiffness of Kagome graphene (as compared to conventional graphene, e.g.),

it is quite possible that large diameter CKNTs, like their CNT counterparts (299; 300; 301)

have a tendency to collapse. From this perspective, the distorted cross sections described

above are possible indicators of this kind of structural transition, and warrant further inves-

tigation in the future. Snapshots of the AIMD simulations is provided in Figs. 4.5 and 4.6,

and the entire simulation trajectories at 315.77 K are available as Supplementary Materials.

4.3.2 Mechanical properties: Torsional and extensional stiffness

We focus on mechanical properties of CKNTs, namely their torsional and extensional re-

sponses in the linear elastic regime. As described earlier, Helical DFT allow such calcula-

tions to be carried out by introducing changes in the nanotube symmetry group parameters.
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(a) Transitory ellipsoidal cross section of Zigzag

CKNT at elevated temperature

(b) Side view of the same structure showing over-

all structural integrity and persistence of do-

decagonal rings

Figure 4.6: Snapshot of AIMD simulations of a Zigzag CKNT at an elevated temperature

of 631.554 K. The cross-section shows a propensity for developing transitory distortions

(left image). However, the overall structural integrity and the 12-fold rings continue to be

maintained (right image).

We consider (12, 12) armchair (radius 1.7 nm) and (12, 0) zigzag (radius 0.98 nm) CKNTs

as representative examples. For both these tubes, we start from the undistorted, relaxed

configurations.

For simulations involving torsion, we increment the parameter α in regular intervals,

imposing up to about β = 4.5◦ of twist per nanometer, the limit of linear response for

conventional CNTs (45). For each twisted configuration, we relax the atomic forces and

compute the twisting energy per unit length of the nanotubes as the difference in the ground

state free energy (per fundamental domain) of the twisted and untwisted structures, i.e.:

Utwist(β) =
N

τ

(
FGround

State
(P∗∗,D,G|β)−FGround

State
(P∗,D,G|β=0)

)
. (4.1)

In the equation above, G|β and G|β=0 denote the symmetry groups associated with the

twisted and untwisted structures, respectively and (as before) N denotes the cyclic group

order. Additionally, P∗∗ and P∗ denote the collections of relaxed positions of the atoms in
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(a) Energy variation over ab-initio molecular dy-

namics trajectories over 7 ps of simulation time

at 315.77 K (blue), 631.54 K (red) and 947.31 K

(yellow) of an armchair CKNT. Black broken line

represent the mean energy.
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(b) Energy variation over ab-initio molecular dy-

namics trajectories over 5 ps of simulation time,

at 315.77 K (blue), 631.54 K (red) and 947.31 K

(yellow), of a zigzag CKNT. Black broken line

represent the mean energy.

Figure 4.7: System energy variation over ab-initio molecular dynamics (AIMD) trajectories

at three different temperatures for (a) an Armchair CKNT and (b) a Zigzag CKNT. The

AIMD simulations reveal that the nanotubes maintains their overall structural integrity far

above room temperature.

the fundamental domain in each case. Thereafter, the torsional stiffness is computed as:

ktwist =
∂2Utwist(β)

∂β2

∣∣∣∣
β=0

. (4.2)

We observed that for the range of torsional deformations considered here, the behavior

of Utwist(β) is almost perfectly quadratic with respect to β, consistent with linear elastic

response (see Fig. 4.8). Moreover, the value of ktwist is estimated to be 3156.1 eV-nm and

979.51 eV-nm for the armchair and zigzag tubes, respectively. In the linear elastic regime,

the torsional behavior of nanotubes is well approximated by continuum models which suggest

that ktwist should vary with the tube radius in a cubic manner (5; 45; 165). By use of this

scaling law, we were able to estimate that conventional CNTs with radii comparable to the

CKNTs considered above are expected to be significantly more rigid with respect to twisting
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Figure 4.8: Twist energy per unit length as a function of angle of twist per unit length for

two representative nanotubes (both axes logarithmic). Dotted lines indicate straight line fits

of the data to an ansatz of the form Utwist(β) = c× βq. The exponent q is nearly 2 in both

cases, suggesting linear elastic behavior.

(with ktwist values equal 2.8977×104 eV-nm and 5525.0 eV-nm for 1.7 nm and 0.98 nm radius

conventional CNTs, respectively).

Next, for simulations involving axial stretch and compression, we proceed in a manner

similar to the torsion simulations. For a given value of axial strain ϵ, we modify the pitch of

the helical symmetry group as τ = τ0(1 + ϵ), with τ0 denoting the equilibrium, undistorted

values. Subsequent to this kinematic prescription, we relax the atomic forces, and compute

the extensional energy per unit length of the nanotubes as the difference in the ground state

free energy per fundamental domain, between stretched and unstretched structures, i.e.:

Ustretch(ϵ) =
N

τ0

(
FGround

State
(P∗∗,D,G|τ=τ0(1+ϵ))−

FGround
State

(P∗,D,G|τ=τ0)

)
. (4.3)

In the equation above, G|τ=τ0(1+ϵ) and G|τ=τ0 denote the symmetry groups associated with
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Figure 4.9: Extensional energy per unit length as a function of axial strain for two repre-

sentative CKNTs. Dotted curves indicate parabolic fits of the data to an ansatz of the form

Ustretch(ϵ) = c× ϵ2.

the stretched and unstretched structures, respectively. Additionally, P∗∗ and P∗ denote the

collections of relaxed positions of the atoms in the fundamental domain in each case. The

stretching stiffness of the nanotubes may be then calculated as:

kstretch =
∂2Ustretch(ϵ)

∂ϵ2

∣∣∣∣
ϵ=0

. (4.4)

In our simulations, we restricted ϵ to be between +3.6% and −3.6%. In this range,

Ustretched(ϵ) is found to depend in a quadratic manner on ϵ, consistent with linear elastic

behavior (see Fig. 4.9). We also observed a small Poisson effect, which we have ignored in

subsequent analyses. For armchair (12, 12) and zigzag (12, 0) CKNTs, we estimated kstretch

to be 5220.9 eV/nm and 2093.4 eV/nm respectively. Based on scaling laws arising from

continuum theory (165), we also estimated that conventional armchair CNTs with the same

radii as the CKNTs considered above would be noticeably stiffer to axial deformations (kstretch

values equal to 1.2213 × 104 eV/nm and 7048.2 ev/nm for 1.7 nm and 0.98 nm radius
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conventional CNTs, respectively).

Overall, these results suggest that CKNTs are significantly more pliable with respect

to torsional and axial deformations, as compared to their conventional CNT counterparts.

Coupled with the lower bending stiffness of Kagome graphene as compared to conventional

graphene, they are indicative of the fact that Kagome graphene has a lower value of in-plane

(thickness normalized) Young’s modulus and shear modulus.

4.3.3 Electronic properties

We discuss the electronic properties of CKNTs as revealed by first principles simulations. We

start from a discussion of the properties of undistorted tubes, following which we discuss the

electronic response of the tubes when subjected to torsional and axial strains. Conventional

CNTs can be metallic or semiconducting depending on whether they are armchair (all tubes

metallic) or zigzag (tubes with cyclic group order N divisible by 3 are metallic), and the

electronic band diagrams of these materials prominently feature Dirac points near the Fermi

level (7; 5; 302; 261; 151). In contrast, our simulations reveal all CKNTs to be metallic,

with their electronic band diagrams prominently featuring dispersionless electronic states,

or flat bands, close to the Fermi level. Figs. 4.10a and 4.12a show complete band diagrams of

undistorted CKNTs (i.e., all electronic states corresponding to allowable values of reciprocal

space parameters η, ν are plotted), while Fig. 4.11 and 4.13 show symmetry adapted versions

of these plots (i.e., band diagrams with chosen reciprocal space parameters along cyclic or

helical directions). Notably, a CKNT of cyclic group order N is found to feature 2N nearly

degenerate flat bands near the Fermi level. An associated singular peak in the electronic

density of states (Figs. 4.10b, 4.12b) is also observed3, and both zigzag and armchair tubes are

found to feature quadratic band crossing (QBC) points at η = 0 (corresponding to the gamma

3Our simulations suggest that the singular peak in the DOS of CKNTs occurs very close to the Fermi
level — about 0.006 Ha away for the examples discussed here. In experimental situations, the peak in the
DOS can be brought to the Fermi level exactly, by application of an external electric field or by doping (207),
thus making the associated electronic states more readily accessible.
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point of the flat sheet). These features make CKNTs striking examples of realistic quasi-

one-dimensional materials that are likely to exhibit strongly correlated electronic states. The

detailed investigation of exotic materials phenomenon in CKNTs resulting from such strong

electronic correlations — including e.g., Wigner crystallization, flat-band ferromagnetism

and the emergence of superconducting, nematic or topological phases (303; 207; 304) — is

the scope of future work. Considering that such phenomena have been studied primarily in

bulk and two dimensional materials, the role that the quasi-one-dimensional morphology of

CKNTs might play in them makes these investigations particularly interesting.
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a zoomed-in view of flat bands and quadratic

band crossing point.
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(b) Electronic density of states of the same material.

Figure 4.10: (a) Complete band diagram and (b) Electronic density of states near the Fermi

level of an undistorted zigzag CKNT (radius 0.98 nm). λF denotes the Fermi level.

The dispersionless states in CKNTs are caused by destructive interference, resulting from

geometric and orbital frustration, as has also been shown to occur in other Kagome lattice
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Figure 4.11: Symmetry adapted band diagrams of an undistorted zigzag CKNT (radius 0.98

nm) obtained using Helical DFT (4; 5). λF denotes the Fermi level.

systems (305; 306; 307). The electron effective mass is arbitrarily large at the flat band

and the diminished electronic kinetic energy allows the Columbic interactions to dominate,

resulting in strong electronic correlation. In turn, this causes electron localization4 and the

emergence of a sharp peak (i.e., van Hove singularity (310)) in the electronic density of

states (DOS) near the Fermi level (as shown in Figs. 4.10b and 4.12b). The localized states

corresponding to an undistorted armchair CKNT are shown in Fig. 4.14a. A plot of the

electron density distribution for that system is also shown (Fig. 4.14b).

At this point, it is worth mentioning some similarities of the electronic properties of CK-

NTs with their conventional counterparts. Like conventional CNTs, the fascinating electronic

properties of CKNTs are largely connected to π electrons formed from radially oriented pz

orbitals, while the px and py orbitals form in-plane σ bonds and are largely electronically

inactive (207). This is supported by projected density of states (PDOS) calculations for CK-

4The localization mechanism described above is different from Anderson localization, where electronic
waves become diffusionless due to disorder/impurities in the system (308; 309).

79



-0.5 -0.3 -0.1 0.1 0.3 0.5
-0.7

-0.6

-0.5

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

En
er

gy
 (H

a)

�F

Normalized wave-vector along Z-direction

-0.15 0 0.15
-0.1

-0.05

0

0.05

0.1

En
er

gy
 (H

a)

�F

Normalized wave-vector along Z-direction

(a) Complete band diagram for an undis-
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with zoomed-in view of flat bands and

quadratic band crossing point.
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Figure 4.12: (a) Complete band diagram and (b) Electronic density of states near the Fermi

level for the undistorted armchair CKNT (radius 1.70 nm). λF denotes the Fermi level.

NTs (Fig. 4.15), which show that the singular peak in the (total) electronic density of states

near the Fermi level is largely attributable to the contributions of the individual (radially

oriented) pz (l = 1,ml = 0) orbitals, while px and py orbital contributions lie well below the

Fermi level. Moreover, the band diagrams of CKNTs have some similarities in appearance

with those of conventional CNTS, e.g., the presence of Dirac points at η = 0 for zigzag

tubes and at η = ±1
3

for armchair ones (Figs. 4.10a, 4.12a). However, unlike conventional

CNTs, these Dirac points do not appear at the Fermi level in undistorted CKNTs, but are

prominently featured as a part of the excited states of the system.
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Figure 4.13: Symmetry adapted band diagrams of an undistorted armchair CKNT (radius

1.70 nm) obtained using Helical DFT (4; 5). λF denotes the Fermi level.
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Figure 4.14: Valence Band Maximum (VBM) wavefunction and the electron density of an

undeformed armchair (12, 12) CKNT. A slice of the electronic fields at the average radial

coordinate of the atoms in the computational domain (represented using helical coordinates

(4)) is shown.
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zigzag CKNT (N = 9)

Figure 4.15: Projected density of states (PDOS) for undistorted armchair and zigzag CKNTs.

The largest contribution to the sharp peak near the Fermi level is seen to arise from pz

orbitals.

4.3.3.1 Electromechanical response of CKNTs: Effect of torsional and axial

strains on electronic properties

We discuss the changes to electronic properties of CKNTs to applied deformations. First, we

discuss the effect of torsional strains. We use the (12, 12) armchair CKNT as a prototypical

example; zigzag CKNTs are found to have similar behavior. As shown in Fig. 4.16a, appli-

cation of twist to the CKNT destroys the in-plane C6 symmetry of the underlying Kagome

graphene lattice structure, while maintaining its C2 symmetry. Consequently (311; 312; 313),

the quadratic band crossing (QBC) point at η = 0 splits into a pair of Dirac points

(Fig. 4.17a)5. Furthermore, the degeneracy in the 2N flat bands at the Fermi level ap-

pear to be lifted, and a number of dispersionless states appear to give way to bands that

are only partially flat. The change of completely flat bands to ones which have some dis-

persion near η = 0 is also evidenced by the electronic density of states plot in Fig. 4.17b,

5The “tilted” nature of the linearly dispersive electronic bands near these Dirac points appears to suggest
connections with (quasi-one-dimensional) Weyl semimetals (312; 314).

82



which shows that the sharp peak near the Fermi level decays as the rate of applied twist

increases. Despite these twist induced changes, a number of dispersionless states survive

(Fig. 4.16a) and spatially localized wavefunctions associated with such states continue to

be hosted by the nanotube (Fig.4.16b). Notably, the application of twist results in energy

dispersion relations that feature rather dramatic changes in the electronic effective mass as

the Brillouin zone is traversed — from infinitely massive carriers near η = 0, to massless

ones as the Dirac points are reached, and then re-appearance of infinitely massive ones as

the edge of the Brillouin zone is approached (i.e., closer to η = ±1
2
). Overall, these observa-

tions suggest that torsional strains provide a way of controlling correlated electronic states

in CKNTs. Moreover, twisted CKNTs, being chiral, are likely to show asymmetric transport

properties (216; 217). Therefore, they provide an interesting, realistic material platform

where the combined manifestations of anomalous transport phenomena (the Chiral Induced

Spin Selectivity effect (315)) and flat band physics may be realized and studied.

Next, we discuss the case of axial strains. In general, such deformations also tend to

introduce some degree of dispersion into the flat bands of CKNTs near η = 0, while lifting

their degeneracies near the Fermi level. However, their influence appears to be less dramatic

than the case of torsional deformations described above. Nevertheless, the axial compression

case deserves particular mention. Considering the zigzag (12, 0) CKNT for example, we

observe (see Fig. 4.18a) that the dispersion introduced in the flat bands near η = 0 results

in curvature of these states in a manner that is opposite (i.e., convex vs. concave) of the

situation encountered while twist is applied (i.e., Fig. 4.17a). Thus, a scenario akin to

the touching of a pair of parabolic bands (316; 313) emerges. Upon subjecting the tube

to larger values of compression, we observed that the parabolic bands near η = 0 give

way to linear dispersion, i.e., the emergence of Dirac points. Commensurate with these

changes, the sharp peak in electronic the density of states (Fig. 4.18b) also diminishes with

increasing magnitude of axial strain, although the decrease appears to be less dramatic than

the situation encountered with torsion (i.e., Fig. 4.17b).
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(a) Armchair (12, 12) CKNT with 4.5◦/nm twist
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Figure 4.16: Atomic configuration, Valence Band Maximum (VBM) wavefunction and the

electron density of an armchair (12, 12) CKNT with β = 4.5◦/nm applied twist. A slice

of the electronic fields at the average radial coordinate of the atoms in the computational

domain (represented using helical coordinates (4)) is shown.

Overall, the above observations are consistent with literature that suggests that quadratic

band crossing points are unstable with respect to strains (317; 318). It is also worthwhile

at this point to contrast the electromechanical response of CKNTs to conventional CNTS.

Zigzag CNTs with cyclic group order divisible by 3 and armchair CKNTs are both metallic

(7), and they are known to be more sensitive to axial and torsional strains respectively.

The effect of such deformations, at least for small strains, is to open up a gap at the Dirac

points of these materials, resulting in metal-semiconductor transitions (3; 151; 1; 143; 5;

156). As described above, CKNTs appear to show more dramatic electronic transitions
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Figure 4.17: (a) Complete band diagram and (b) Electronic density of states near the Fermi

level for the twisted armchair CKNT (radius 1.70 nm). λF denotes the Fermi level.

when subjected to such strains. At the same time, the simulations above suggest that at

least some dispersionless states in CKNTs are robust and continue to be available when the

tube is subjected to small torsional and axial strains.

4.3.4 Possible routes to the synthesis of CKNTs

Our calculations suggest that CKNTs are kinetically stable, which is often taken to be a

promising sign of the synthesizability of carbon allotropes (207; 319). In the past, a wide

variety of metastable carbon allotropes have been fabricated (320), often with significantly

lower cohesive energies than other common stable counterparts. Examples of successful
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and an axial strain of −3.57%.
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Figure 4.18: (a) Complete band diagram and (b) Electronic density of states near the Fermi

level for the stretched Zigzag CKNT (radius 0.98 nm). λF denotes the Fermi level.

synthesis of such unusual carbon allotropes include γ-graphyne (291; 292; 293; 290) , T-

carbon (236; 321) and nitrogen-doped Kagome graphene (257; 256). In particular, various

methods of synthesis of conventional carbon nanotubes, including laser ablation and chemical

vapor deposition have been explored (322; 323). Some of these techniques have also been

successfully used in manufacturing other 1D carbon allotropes, e.g. T-carbon nanotubes,

which can be created from conventional carbon nanotubes through a picosecond pulsed-laser

irradiation induced first order phase transition. Such techniques provide additional routes for

synthesizing CKNTs. Irrespective of the method, we anticipate that the analysis presented

in this paper is likely to be instrumental in realizing CKNTs experimentally.

Since a variety of routes have been exploited for synthesizing different allotropes of car-

bon, multiple avenues also possibly exists for realizing CKNTs. We suggest two possibilities

86



here, both based on the organic synthesis of Kagome graphene and subsequent roll-up of

this material to form CKNTs. One possibility is to use silver adatoms to transform tetra-

bromobocyclopropene to intermediate organometallic complex and to then form Kagome

graphene on the surface of SiO2 substrate with etchant sensitive gold layer in between (256),

as represented in left panel of Fig. 4.19a. The second possibility is through the use of cy-

clopropane or bicyclopropane (207; 319), wherein tailoring of ligand chemistry can be used

to form self-assembled kagome graphene on the surface of gold (111), deposited on a SiO2

substrate (shown in right panel of Fig. 4.19a). This latter method is similar to recently

demonstrated self-assembly procedures in metastable carbon nanowiggles (324; 325). After

the synthesis of Kagome graphene, targeted etching of the gold layer (326) can result in the

curling of the 2D material into CKNTs, as desired. The lower bending stiffness of kagome

graphene in contrast to conventional graphene (Section 4.3.1) will likely assist in this step

(Fig.4.19b).
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Figure 4.19: Possible routes of synthesis of CKNTs. (a) Two possible routes to synthesis

Kagome graphene. (b) Rolling up of a layer of Kagome graphene by target itching to form

CKNTs.
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CHAPTER 5

Nanotubes reimagined: Double Kagome P2C3 nanotubes

5.1 Introduction

A significant amount of research interests are currently directed towards nanomaterials and

nanostructures because of their exotic electronic structure and diverse technological appli-

cations (327). The linearly dispersive Dirac cones crossing in graphene (135) and flat band

touching quadratically the Dirac band in Kagome (328) are unconventional electronic bands.

The former is associated with the massless fermions with very high mobility and exhibits

unconventional electronic (329), transport (330), optical (331) and topological properties

(332; 333). In latter electrons possess quenched kinetic energy and become spatially local-

ized, thus existing in the strongly correlated regime. This phenomenon leads to fascinating

collective electronic phases (173; 175) such as superconductivity(173; 177), ferromagnetism

(334; 178), Wigner crystallization (179) and fractional quantum Hall effects (182; 183). While

materials in kagome lattice can hosts both types of unorthodox bands, but the Dirac and

flat bands do not appear simultaneously at the Fermi level. However, the lattices such as

Lieb (335) and honeycomb-kagome (honeycomb split graph lattice) (336; 337; 338) possess

flat bands with triply degenerate point at the Fermi level.

In this work, we introduce a quasi-one-dimenional P2C3 nanotubes (NTs) formed by mapping

the optimized 2-dimensional lattice of P2C3 into seemless cylinders using the helical group

of isometries as shown in the Fig. 5.1. It contains two sublattices comprising of gray carbon

atoms which form kagome structure and orange phoshphorus atoms which link the carbon

atoms occupy the hexagonal lattice sites. The nanotube can be classified by the non-negative
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integers as chiral (n,m) and non-chiral - armchair (n, n) and zigzag (n, 0) - depending on

the direction of rolling. Here, we exclusively investigate armchair and zigzag nanotubes (see

Fig. 5.1b & 5.1c) using first-principles calculations and also presented the second nearest

neighbor tight-binding model. The nanotubes are not only kinetically stable but also show

fascinating electronic structure properties.

𝑧

𝜃
zigzag

𝜃

𝑧
armchair

5.5963Å

9.
69

31
Å

(a) Two-dimensional lattice of P2C3

Z

(b) Armchair (6,6) P2C3NT

Z

(c) Zigzag (9,0) P2C3NT

Figure 5.1: (a) Two dimensional lattice of P2C3 which is rolled up to form nanotubes. Two

types of P2C3NTs is investigated in this work: (b) Armchair (n, n) and (c) Zigzag (n, 0)

nanotubes. The atoms in orange color are phosphorous and in grey color are carbon. The

tube radii are 0.85 nm and 0.74 nm, respectively for the above examples. n is the cyclic

symmetry group order about the tube axis.
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5.2 Methodology

We employed specialized real-space based symmetry adapted Kohn Sham density functional

theory (Helical DFT) (4; 5) for characterizing P2C3NTs. The plane-wave based codes - Quan-

tum Espresso and Abinit are used to augment Helical DFT. The Helical DFT framework

gives us an advantage to efficiently simulate quasi-one-dimensional materials such as nan-

otubes in pristine or deformed configuration by exploiting the global structural symmetries of

the structure, which reduces the calculations to just a few atoms in the fundamental domain.

In all the Helical DFT calculations we used 12th order finite difference with vacuum distance

of 10 bohr in the radial direction, 1 mili-Hartree of smearing using the Fermi–Dirac distri-

bution and Perdew-Wang (PW) parametrization of the local density approximation (LDA)

for the exchange correlation functional. To efficiently handle numerous electronic structure

calculations for various P2C3NTs and investigate their electromechanical response to applied

deformations, Helical DFT simulations were conducted in three successive phases. Initially,

the atomic positions optimization is carried out, with mesh spacing h = 0.3 bohr and 15 η-

point sampling, using limited memory Broyden–Fletcher–Goldfarb–Shanno (LBFGS) algo-

rithm. These simulations are continued until the forces per atom are below 0.001 Ha/bohr.

Subsequently, for ensuring precise calculation of energetics and stiffness parameters, we per-

formed calculation on optimized structure with finer mesh of h = 0.25 bohr and 21 η-points.

Finally, utilizing the self-consistent outcome from the previous step, we executed a singular

Hamiltonian diagonalization step with 45 η-points. We used Abinit to optimize the geometry

of two-dimensional (2D) hexagonal unit cell. To achieve this, we utilized norm-conserving

Troullier–Martins pseudopotentials, PW-LDA exchange correlation functional, set an energy

cutoff at 50 Ha, used 21× 21× 1 k-point sampling, and applied Fermi–Dirac smearing with

a value of 0.001 Ha. We also use Quantum Espresso code to calculate the projected density

of states (pDOS) for undeformed nanotubes and to examine the thermal stability of the

nanotubes we carried out ab-inito molecular dynamics (AIMD) simulations.
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5.3 Properties of P2C3NTs

The conventional kagome-like structures has been observed as a central layer within bulk

AB3V5 type materials. However, innate tendency of most elements to form a conventional 2D

or even quasi -1D Kagome lattice is exceedingly limited. To achieve kaogme energy dispersion

bands in nanotubes, we propose a P2C3NTs. Here, structurally relaxed single sheet of 2D

P2C3 (339), with hexagonal lattice parameters (a = b = 5.69Å), is spontaneously rolled up

into seemless cylinder. Specifically, the hexagonal unit cell comprises of two phosphorous

and three carbon atoms which are strategically positioned at the corners of hexagonal lattice

and the center of the hexagons’ edges, respectively, thus stabilizing carbon atoms to exhibit

kagome-like electronic structure. These nanotubes can be classified by the non-negative

integers as chiral (n,m) and non-chiral - armchair (n, n) and zigzag (n, 0) - depending on the

direction of rolling. The natural number n in the achiral nanotubes denotes the cyclic group

order, N, around the tube axis. In this letter, we exclusively investigate armchair and zigzag

nanotubes (see Fig. 5.1b & 5.1c). We considered orthogonal unit cell (fundamental domain)

which contains 10 representative atoms as shown in Fig. 5.1a. The parameter τ , which is

associated with the pitch of screw transformation is 5.5963Å and 9.6931Å for undeformed

armchair and zigzag nanotubes, respectively1. The angle of rotation of the cyclic symmetry

group is defined as Θ = 2π/N accompanied by an additional scalar parameter α representing

the applied or intrinsic twist in the structure. The amount of twist per unit length measured

as β = 2πα/τ , where α varies from 0 to 1, with α = 0 being untwisted nanotube.

We analysed various structural properties to assess the stability of the P2C3NTs. The co-

hesive energy depicted in Fig. 5.2a shows monotonically decreasing behavior from −5.350eV

to −5.457eV as the radius of both zigzag and armchair nanotubes is increased from 5 Å

to 35 Å . This suggests that tubes of larger radius are energetically more favourable due

to the elastic bending energy of the 2D sheet. These values are intermediate between -4.22

1Changes in τ allow to examine the effects of uniaxial extensions and compressions on the electronic
structure.(62)
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Figure 5.2: (a) Cohesive energy of zigzag and armchair P2C3 NTs. (b) Extensional energy

per unit length as a function of axial strain for two representative P2C3 NTs. Dotted curves

indicate parabolic fits of the data to an ansatz of the form Ustretch(ϵ) = c × ϵ2. (c) Twist

energy per unit length as a function of angle of twist per unit length for two representative

nanotubes (both axes logarithmic). Dotted lines indicate straight line fits of the data to an

ansatz of the form Utwist(β) = c× βq. The exponent q is nearly 2 in both cases, suggesting

linear elastic behavior.

eV of conventional phosphereneNTs and -8.80 eV of CNTs, suggesting thatP2C3NTs can be

synthesized. The bending modulus of the P2C3 sheet comes out to be 0.1404 eV and 0.1520

eV when the sheet is bent in the armchair and zigzag directions, respectively. Notably, these

findings indicate that the sheet bending modulus of P2C3 is approximately one-tenth of that

observed for conventional graphene, estimated to be around 1.5 eV (7). Building upon the

band-folding considerations of previous phonon stability calculations conducted on 2D sheets

(339), we anticipate the structural integrity of P2C3NTs at zero temperature.

To understand the mechanical properties of P2C3 NTs, particularly their torsional and uni-

axial strains response, we conducted HelicalDFT simulations by varying symmetry group

parameters (τ and α) defining the nanotube. Particularly, we computed the torsional and

stretching stiffness of the P2C3NTs which is defined as:

k =
∂2Udeformed(x)

∂x2

∣∣∣∣
x=0

, (5.1)
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where, Udeformed is the energy per unit length of the deformed system calculated as the differ-

ence between the ground state free energy of the relaxed deformed and pristine nanotubes:

Udeformed =
N

τ0

(
FGround

State
(P∗∗,D,G|deformed)−FGround

State
(P∗,D,G|pristine)

)
. (5.2)

Here, G|deformed and G|pristine represent the symmetry groups pertinent to the configurations

under strain and without strain , correspondingly. Concurrently, N signifies the order of

the cyclic group, as stated previously and τ0 represents the equilibrium undistorted pitch

of helical group. P∗∗ and P∗ are utilized to denote the sets of equilibrium atomic positions

within the fundamental domain in each scenarios, respectively. For torsional simulations,

we systematically vary the parameter α in regular intervals, enforcing twists of up to about

β = 4.5◦ per nanometer—the acknowledged limit of linear response for conventional Carbon

Nanotubes (CNTs). Our investigation shows that within the defined domain of torsional

deformations, the Utwist(β) shows quadratic behavior with respect to β, aligning with the

expectations of linear elastic theory as depicted in Fig. 5.2. The torsional stiffness constant,

ktwist, was estimated to attain values of 956.10 eV/nm for armchair configurations and 207.53

eV/nm for zigzag structures. This observation is in concordance with the predictions of con-

tinuum mechanics, which suggests cubic relationship between ktwist and the nanotube radius

within the linear elastic regime. (5; 45) By use of this cubic relationship, we estimate that

conventional CNTs with radii comparable to the P2C3NTs considered above are expected

to be significantly more rigid with respect to twisting (with ktwist values equal to 15809

eV/nm and 3021.2 eV/nm for 1.39 nm and 0.82 nm radius conventional armchair and zigzag

CNTs, respectively). Subsequently, our approach to simulate axial stretching and compres-

sion closely mirrors that employed in torsion simulations. Specifically, for a specified value of

axial strain ε, we adjust the pitch of the helical symmetry group according to τ = τ0 (1 + ε).

We constrained ε to a range spanning from +3.3% to -3.3% within our simulations. Within

this specified interval, the dependence of Ustretched(ε) exhibits a quadratic trend with ε, con-

sistent with the anticipated linear elastic response, as depicted in Fig. ??. Notably, for

armchair (12,12) and zigzag (12,0) P2C3NTs, the estimated values of kstretch are determined
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to be 2711.3 eV/nm and 1257.4 eV/nm respectively. Utilizing scaling laws derived from

continuum theory (165), we also estimated that conventional armchair and zigzag CNTs

with the same radii as the P2C3NTs considered above would be noticeably stiffer to axial

deformations (kstretch values equal to 13318 eV/nm and 7678.1 eV/nm for 1.85 nm and 1.07

nm radius CNTs, respectively). In summary, our findings indicate a notable increase in the

flexibility of P2C3NTs concerning both torsional and axial deformations when compared with

conventional Carbon Nanotubes (CNTs). This heightened pliability aligns with the observed

lower bending stiffness of P2C3 sheet relative to conventional graphene. Collectively, these

observations imply a reduced value of the in-plane (thickness-normalized) Young’s modulus

and shear modulus for P2C3 sheet.

The electronic structure calculations reveals that all the P2C3NTs are metallic. The

electronic band diagram of pristine armchair nanotube has a dispersion-less flat bands right

below the Fermi level (denoted by λF ) which touches a lower Dirac point near the η = 0 point

and it is separated from the upper Dirac point with a small gap. Additionally, the other two

sets of Dirac points at η = ±1
3

close to λF along with the bunch of quasi-flatbands resembles

Kagome energy bands produced by next-nearest neighbor tight binding model (Fig. 5.3a).

Similarly, the zigzag P2C3NT also exhibits flat bands with Dirac points crossing near λF .

Notably, the kagome-like Dirac points which appears in the armchair nanotube are folded

to η = 0 point while rolling the sheet to form zigzag nanotube as shown in Fig. 5.4a. These

arrangement of additional Dirac points has similarities in appearance with band structure

of armchair and zigzag carbon nanotubes (CNTs), respectively. Remarkably, as noted in

our previous study on carbon kagome nanotubes (CKNTs)(63), we also observe that the

P2C3NT characterized by cyclic group order N is discovered to possess 2N nearly degenerate

flat bands with an associated peak in the electronic density of states (eDOS) plots as illus-

trated in Figs. 5.3b & 5.4b. These characteristics of P2C3NTs renders a noteworthy instance

of another realistic quasi-one-dimensional materials that are inclined to display strongly cor-

related electronic states such as superconductivity, flat band ferromagnetism, and Wigner
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(a) Conventional band diagram for an

pristine (9, 9) armchair P2C3NT .
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Figure 5.3: (a) Band diagram of (9, 9) undeformed armchair P2C3NT. (b) Electronic density

of states (eDOS) plot showing sharp peak near λF . From (c) to (e) shows the wavefunction

square distribution of at P1, P2 and P3 points shown in (a). (f) Electronic density. A slice

of electronic fields at an average radial distance of atoms in computational domain is shown

in terms of helical coordinates

crystallization.

In order to elucidate the orbital source of the electronic band structure of the two princi-

ple nanotubes studied, we illustrate the pDOS depicting different orbitals of P and C atoms

(Fig. 5.5). It is evident that the intriguing electronic characteristics of the P2C3NTs pre-

dominantly originate from the participation of π electrons derived from radially oriented

pz (l = 1,ml = 0) orbitals of both C and P atoms. Specifically, the flat bands arise from
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Figure 5.4: (a) Band diagram of (12, 0) undeformed zigzag P2C3NT. (b) Electronic density

of states (eDOS) plot showing sharp peak near λF . From (c) to (e) shows the wavefunction

square distribution of at P1, P2 and P3 points shown in (a). (f) Electronic density ρ. A slice

of electronic fields at an average radial distance of atoms in computational domain is shown

in terms of helical coordinates

the individual π-electrons of C atoms and the Dirac points situated at η = 0 in armchair

and zigzag nanotubes are derived from the mixture of pz orbitals of both P and C atoms

(see Fig. 5.5). This can also be visualized in the wavefunction distribution represented in

Fig. 5.3c, 5.3d, 5.4c & 5.4d at the points P1 and P2 in the band diagrams (Fig. 5.3a & 5.4a)

showing electrons localized at pz atomic orbitals. Hence, the pz orbitals in this arrangement

create a bipartite lattice, also recognized as a honeycomb split graph 2(338). On the other

2The split graph operation applied to the bipartite honeycomb lattice (graphene) introduces additional
sites at the center of each edge, resulting in the lattice depicted in Fig. 5.1.
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Figure 5.5: Projected density of states for undistorted armchair and zigzag P2C3NTs.

hand, in-plane pxy orbitals of C atoms play a role in forming set of three kagome-like bands

shown in Fig. 5.3e & 5.4e. These group of bands include distorted flat bands and Dirac

bands positioned near the Fermi level at η = ±1/3 in armchair nanotube and at η = 0 in

zigzag nanotubes.

On investigating the impact of external strain on the electronic structure, we observd that

both torsion and axial deformation applied to the nanotubes disrupts the 2N degeneracy

of the flat band below the Fermi level. Further increasing the applied strain leads to an

increase in the energy width of the flat bands, accompanied by a decrease in the flatness, as

demonstrated by the electronic density of states plots of twisted and uniaxially compressed

nanotubes shown in Fig. 5.6c and Fig. 5.7b, respectively. The height of the sharp peak

decreases and its width broadens near λF . Specifically, when torsional deformation applied

to the armchair nanotube with group order N = 9, the flat bands become slightly dispersive

close to the η = 0 point, exhibiting partial flatness (Fig. 5.6b). While the gap diminishes

between the top Dirac point and the flat bands, a small gap emerges between the flat bands

and the lower Dirac points situated at η = 0 and η = ±1/3. Interestingly, the wavefunction

distribution at point D1 in Fig. 5.6d is now concentrated only at the pz atomic orbital
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of carbon atoms, at state D2 in the flat band it is shifted to other set of carbon atoms

(Fig. 5.6e). The uniaxial strain also induces some degree of dispersion in the flat bands. As

illustrated in the band structure of (12, 0) zigzag nanotube under longitudinal compression

of 3.28%, the flat bands shows no drastic deformation near η = 0 point, comparatively, but

a tiny gap opens (Fig. 5.7a). There is no significant effect of compression is observed on

the electron cloud distribution in zigzag case (see Fig 5.7c to 5.7d) Overall, this suggests

that the flat bands in both the principle nanotubes, although show some dispersion but

they are more or less robust against the torsional and uniaxial strain, thus the P2C3 helical

structure preserves the strongly correlated electronic states. This behavior is in contrast

with CKNTs (63) where the quadratic band touching the flat band states protected by the

local C6 rotation symmetry of the unit cell evolves into tilted Dirac cones upon perturbing

the system by external deformation. This makes P2C3NTs a realistic quasi-one dimensional

material platform where stable strongly correlated physics can be studied.

Drawing insights from the pDOS calculations (Fig. 5.5), we constructed a next-nearest

neighbor symmetry-adapted tight bindging (TB) model 3 to capture the salient feature of

the electronic structure properties of P2C3NTs (see Fig. 5.8). The TB model considered here

has contributions from the two sets of orthogonal orbitals, that are, three in-plane orbital

pxy of C atoms and three radially oriented orbitals pz of C and two of that of P atoms. Since

the interactions between the pxy and pz orbitals is negligible, the 8 bands TB Hamiltonian

is written as direct product of pxy kagome bands and pz honeycomb split graph bands:

H =
∑
i,γ

εiγa
†
iγaiγ +

∑
γ

∑
⟨i,j⟩

t(iγ,jγ)a
†
iγajγ +

∑
γ

∑
⟨⟨i,j⟩⟩

t̃(iγ,jγ)a
†
iγajγ + h.c. .

Here, the annhilation and creation operators are denoted by aiγ, a†iγ, respectively. The onsite

energy of site i and orbital γ is εiγ, t(iγ,jγ) and t̃(iγ,jγ) are the hopping amplitudes between or-

bitals γ of the nearest-neighbors (NNs) ⟨i, j⟩ and the next-nearest-neighbors (NNNs) ⟨⟨i, j⟩⟩,

3We utilize the Dresselhaus approach, which entails developing a TB formulation for the flat sheet of
P2C3, followed by mapping the atoms of the two-dimensional lattice onto a cylinder to apply boundary
conditions suitable for the nanotube.
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respectively, and h.c. is the hermitian conjugate. The on-site energy of pz orbitals of car-

bon and phosphorous atoms is εCpz
= 0 and εPpz

= 0.05eV, respectively. While, the NN

hopping amplitude between pz orbitals both the types of atoms is tCPpz
= −2.6eV. The

interactions between three pxy orbitals for carbon is given by tCpxy
= 0.6eV with the on-site

energy εCpxy
= −0.6eV. The partially flat band of pxy character is due to the consideration of

NNN interaction of magnitude t̃Cpxy
= 0.1eV between the pxy electrons. To incorporate the

influence of deformation on the nanotubes,we also considered the NNN hopping amplitudes

for pz honeycomb split graph bands, denoted as t̃Cpz
= 0.01eV and t̃Ppz

= 0.001eV, respec-

tively. The outcomes of our TB calculations for pristine P2C3NTs are illustrated in Fig. 5.8a

& 5.8b, and for twisted armchair nanotube and uniaxially compressed zigzag nanotube are

showcased in Fig. 5.8c & 5.8d. It is evident from these figures that there is a remarkable

qualitative agreement between these results and the first principles data presented.
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(a) Twisted armchair

P2C3NT

(b) Band diagram for twisted (9,0)

armchair P2C3NT .
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Figure 5.6: (a) Twisted armchair P2C3NT. (b) Band diagram of (9, 9) twisted armchair

P2C3NT at 3.86◦/nm. (c) Electronic density of states (eDOS) plot for different rate of

twists. From (d) to (f) shows the wavefunction square distribution of at D1, D2 and D3

points shown in (b). (g) Electronic density ρ. A slice of electronic fields at an average radial

distance of atoms in computational domain is shown in terms of helical coordinates
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(a) Band diagram for an uniaxially

compressed (12,0) zigzag P2C3NT .
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Figure 5.7: (a) Band diagram of (12, 0) compressed zigzag P2C3NT by 3.28%. (c) Elec-

tronic density of states (eDOS) plot for different rate of twists. From (d) to (f) shows the

wavefunction square distribution of at D1, D2 and D3 points shown in (b). (g) Electronic

density ρ. A slice of electronic fields at an average radial distance of atoms in computational

domain is shown in terms of helical coordinates
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(a) Tight binding band diagram of

(9,9) armchair P2C3NT .

(b) Tight binding band diagram for

(12,0) zigzag P2C3NT .
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(c) Tight binding band diagram of

twisted (9,9) armchair P2C3NT .
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(d) Tight binding band diagram of

uniaxially compressed (12,0) zigzag

P2C3NT .

Figure 5.8: Tight binding band diagram of pristine and deformed armchair (a) and (c), and

zigzag (b) and (d) P2C3NTs, respectively.
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CHAPTER 6

Machine learning based prediction of the electronic

structure of nanotubes under strain

6.1 Introduction

Over the last decade, machine learning (ML) models have percolated into all areas of science

and engineering. Indeed, data-driven research is already an important part of the medical

sciences (340; 341; 342), chemistry (343; 344), and engineering fields like manufacturing

(345; 346), applied thermodynamics (347; 348), and miscellaneous others (see e.g. (349; 350;

351; 352)). The recent interest in these techniques has been driven by the improvement in the

machine learning algorithms themselves, as well as an exponential growth in computation

power, and the abundance of data. Additionally, data analysis tasks such as regression,

classification and dimensionality reduction, which are commonly used across all areas of

science, are easily handled by machine learning algorithms by their innate design (353; 354),

and this has contributed to the wide applicability of machine learning techniques.

Machine learning methods have also shown great promise for various materials physics

problems (355; 356; 357; 358; 359; 360; 361; 362). In particular, the use of high-throughput

Density Functional Theory (DFT) (72; 363) calculations in conjunction with machine learn-

ing techniques, has attracted much attention as a powerful tool for materials discovery

(364; 365; 366; 367; 368). A large section of the research in this direction so far, has been

aimed at predicting specific material properties and screening novel materials for targeted

applications such as energy storage. This includes electronic properties like the band gap,
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chemical properties like adsorption and formation energies, and mechanical properties like

Young’s modulus and fracture toughness (369; 370; 371; 372; 373; 374; 375; 376; 350). A com-

mon feature of most of these predicted material properties is that they are low–dimensional

— usually, simple scalars. An alternative to these approaches is to use machine learning to di-

rectly predict electronic fields such as the ground state electron density for atomic configura-

tions of interest. This is appealing since such fields contain all the information for predicting

various material properties — at least in principle, and the machine learning model provides

a way to bypass expensive DFT calculations which can compute these fields. Recent work in

this direction includes (377; 378; 379; 380; 381; 382; 383; 384; 385; 386; 387; 388; 389). The

large majority of these contributions have focused on molecular systems (e.g. hydrocarbon

chains and clusters), while a few have considered bulk materials. The current contribu-

tion can be viewed as an extension of the aforementioned efforts of machine learning based

prediction of electronic fields to broader classes of nanomaterials — specifically, quasi-1D

nanostructures. Notably, a separate strand of work has also explored improving Density

Functional Theory predictions themselves, by trying to learn the elusive Hohenberg-Kohn

functional (363) or by improving exchange correlation functionals used in Kohn-Sham theory

(378; 390; 391; 392; 393). This latter class of developments will not have much bearing on

the discussion that follows below.

Although machine learning based prediction of the electronic fields appears to be an

attractive option for the aforementioned reasons, the high–dimensional nature of the fields

usually makes it necessary to generate large amounts of data for model training and validation

purposes. Additionally, since the models require a description of the atomic environments as

input, it becomes necessary to choose a cutoff radius for limiting the size of the environments,

or to focus on small sized systems, in order to make the models tractable. Furthermore, a

careful choice of the atomic environment descriptors needs to be made to enforce symmetry

and locality properties (384). From this perspective, the current contribution is quite distinct

in that global structural symmetries in lieu of environmental descriptors are utilized here,
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and strains are employed as model inputs. Our approach is related in spirit to (388) where

the authors investigated machine learning models for the electronic fields in a hexagonal

close packed crystalline material.

We present here a machine learning model that can predict the electronic structure of

quasi-one-dimensional materials as they are subjected to strains commensurate with their

geometries. One of the key motivations of our work is that the complex interplay of elec-

tronic fields and mechanical deformations in low–dimensional materials is an active area of

investigation in the literature (394; 395; 23; 19; 24; 396; 20; 396), and therefore, it is desir-

able to have machine learning models where strain parameters can be mapped to electronic

fields for such systems. Additionally, the techniques described here are likely to find use in

the discovery of novel phases of low–dimensional chiral matter (33) and multiscale modeling

(397). The data generation process for the ML model here is based on a recently formulated

electronic structure calculation technique, that exploits the global symmetries of quasi-one-

dimensional structures, and enables Kohn-Sham DFT calculations for such systems using a

few representative atoms in a symmetry adapted unit cell (54; 4; 55; 398; 5; 171; 399). This

computational method, called Helical Density Functional Theory (Helical DFT), solves the

symmetry adapted Kohn-Sham equations in so-called helical coordinates to yield electronic

fields of interest, and is able to accommodate deformation modes such as extension, com-

pression and torsion, commonly associated with tubular or wire-like nanostructures. Atomic

relaxation effects as a response to the applied strains are automatically included, by driving

the Hellman-Feynman forces (273) to zero. In order to map strain parameters to resultant

electronic fields, we utilize a two-step machine learning model, motivated by recently de-

veloped techniques used to predict the high–dimensional deformation fields of multi walled

carbon nanotubes (400). Specifically, we use Principal Component Analysis (PCA) to per-

form dimensionality reduction of the electronic fields, and a neural network to learn in the

reduced space. Using armchair single-wall carbon nanotubes as an example, we demonstrate

that the ML model accurately predicts the ground-state electron density and the nuclear
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pseudocharge fields when the radius of the nanotube, its axial stretch, and the twist per

unit length are provided as inputs. We have also developed a novel technique based on

clustering that allows us to determine the nuclear coordinates from the ML model predicted

nuclear pseudocharge field, and we demonstrate the superior performance of this method

when compared to alternatives. Other quantities of interest, including ground state energies

and symmetry-adapted band diagrams can be readily computed from the ML model pre-

dicted fields through low-overhead postprocessing steps. The strategy of predicting smoothly

varying ground state fields such as the electron density, and obtaining energies from this field,

instead of predicting the latter directly, appears to work better in practice (378; 388). In

a similar manner, computation of the electronic bands using a non-self-consistent calcula-

tion involving the machine-learning based Hamiltonian (i.e., diagonalization of a symmetry

adapted Kohn-Sham Hamiltonian, with the effective potential arising from machine learning

predicted fields) is more straightforward when compared to prediction of the band diagram

directly, as a function of the inputs. This is due to the complexities in the structure of the

latter (401; 402), including e.g., the appearance of band crossings associated with insulator-

metal transitions.

In our example, only about 160 simulations were performed, out of which around 120

are used for training purposes. Yet, ground state energies could be typically predicted to

chemical accuracy (i.e., to better than 1.6 milli-Hartree per atom, or 1-kcal/mol), band gap

predictions were generally accurate to 0.02 eV, while the band gap location was predicted

accurately every time. This suggests that the predictions of three-dimensional electronic

fields themselves are rather accurate even with this limited training data, a fact also directly

borne out by the low normalized root mean square errors in these quantities. The high

accuracy of the present ML model is likely related to (i) the constraints imposed by symme-

try in the problem setup, (ii) efficient exploration of the input space through quasi-random

low-discrepancy sequences, and (iii) significant reduction in the dimensionality of the elec-

tronic fields. Indeed, only 7 and 15 principal component modes were found to be sufficient

107



to capture most of the variations in the ground state electron density and the nuclear pseu-

docharge fields, respectively, which reinforces points (i) and (iii) above. We also observed

that the electronic fields and post-processed quantities are accurately predicted for inputs

whose values were not used during training, thus suggesting that our model can predict

anywhere in the input space, even beyond the training data. Notably, the machine learning

surrogate model is much cheaper computationally — while the DFT calculation can take up

to hundreds of CPU hours (in order to include atomic relaxation effects through ab initio

geometry optimization), the machine learning model prediction can be done in a fraction of

a second, and the subsequent post-processing steps (including prediction of band diagrams)

can be typically performed in about 30 to 40 minutes of wall time.

6.2 Machine learning model methodology

This section describes the proposed Machine Learning (ML) model that aims to predict the

electronic structure (high–dimensional) of quasi–one–dimensional materials under torsional

and axial loads. The tubular structures considered in this work can be characterized by their

radius — which is related to the degree of cyclic symmetry present in the structure, and the

position of the atoms within the fundamental domain. Given strain parameters related to

axial and torsional loads that the structure might be subject to, these atomic positions can

be determined by minimizing the system’s energy with respect to them. Thus, the trio of

parameters Ravg — the nanotube radius (or equivalently, the average radial coordinate of

the atoms in the fundamental domain), α — the twist parameter, and τ — the axial pitch

parameter, serve to specify a particular nanotube, along with the imposed torsional and

axial strains. Accordingly, we let H denote the map from the space consisting of system and

loading parameters (Ravg, α, τ) to the electronic fields ρ, b of the deformed nanotubes:

H : {Ravg, α, τ} → {ρ, b} (6.1)
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The objective of this work is to approximate this map H using a machine learning model.

Inputs of this map Ravg, α and τ are scalars, while the outputs ρ (r, θ1, θ2) and b (r, θ1, θ2)

are high–dimensional discretized scalar fields (expressed in helical coordinates).

Approximating the map H directly through a supervised machine learning algorithm

(such as a Neural Network (NN)) is infeasible since the output quantities ρ (r, θ1, θ2) and

b (r, θ1, θ2) are very high–dimensional. For instance, with the discretization choices adopted

in this work, the field ρ (r, θ1, θ2) is represented by a vector of dimension close to 60,000

(see Section ??). The difficulty in predicting such high-dimensional outputs using machine

learning models is referred to as curse of dimensionality. Specifically, the number of discrete

cells required to discretize the output space grows exponentially with its dimensionality, and

an exponentially large quantity of training data is then needed to ensure that the cells in

the output space are accurately mapped from the input space (353).

In the present work, we circumvent this problem by using Principal Component Analysis

(PCA) to reduce the dimensions of the electronic fields. Subsequently, the low–dimensional

representation of the electronic fields is learned via neural networks in a supervised manner.

This two-step approach, i.e., dimensionality reduction followed by learning in the reduced

space, allows the prediction of the high-dimensional quantities such as electronic fields while

reducing the data required for training. Schematic of the two-step ML model introduced

above is given in Fig. 6.1. Recently, a similar approach has been found to have excellent

accuracy in high-dimensional predictions related to purely mechanical problems (400; 403).

In the following sections, we detail various important aspects of the above ML model and

also describe an auxiliary clustering based technique that allows us to determine the nuclear

coordinates from the ML model predicted nuclear pseudocharge field.
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Figure 6.1: Schematic of the present Machine Learning (ML) model and the data generation

process via DFT simulations. The firm arrows show the steps for data generation and

training, and the dashed arrows show the steps for prediction via the ML model.

6.2.1 Design of experiments to explore the input space

We now describe the use of Design of Experiments (DoE) (404; 405) techniques for effi-

cient sampling in the input space. As described above, the triplet of input parameters

{Ravg, α, τ} specify a particular nanotube and the applied strains. The number of possi-

ble combinations with these three input variables can be quite large even if finite bounds

are emplaced for these variables. Given the relatively high cost of DFT simulations for

the deformed nanotubes, it is infeasible to simulate nearly all possible combinations in the

input space. Purely random sampling of the input space is not desirable either, since it

may require a large number of sampling points to learn the pattern in the data accurately

(406; 407; 408). To address this challenge, we generate sequences of quasi-random sampling

points in the input space to reduce the number of simulations required for training an ac-

curate ML model. Quasi-random sampling: Space-filling designs can be used to explore the

input domain effectively since they sample the space uniformly without assuming any prior

knowledge of the problem (409; 406). Commonly used space-filling designs include low dis-
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crepancy sequences (410; 411), good lattice points (412), Latin Hypercube Sampling (413)

and Orthogonal Latin Hypercube sampling (414). These methods are often evaluated based

on their measure of uniformity (407; 415; 416), and such criteria suggest that Optimal Latin

hypercube sampling (417) and Sobol sequences (418; 411) offer a great balance between uni-

form and random sampling. In this work, we have chosen Sobol sequences (low discrepancy

quasirandom sequences), to sample the input space. The main advantage of this technique

is that the samples generated via this procedure are spread out over the input variables

space non-uniformly, but cover the space evenly (419), thus allowing efficient exploration of

the input space. An additional benefit is that as the Sobol sequence progresses, the input

variables space is refined successively. This latter feature allows us to add simulations to the

training in a systematic manner, till the desired accuracy is achieved in the ML model.

6.2.2 Dimensionality reduction of the electronic fields and regression in the

reduced dimension

Dimensionality Reduction of the Electronic Fields: We reduce the high dimensionality of the

electronic fields using Principal Component Analysis (PCA) (420; 421; 422; 423). PCA re-

duces the dimensionality of the data in an unsupervised manner. PCA reduces the dimen-

sionality of the data by projecting it onto a lower–dimensional space such that the maximum

statistical information within the data is retained. From a geometric perspective, PCA can

be viewed as finding a new coordinte system where the data is aligned along the directions

of maximum variance. By projecting the original data onto these principal components, we

effectively reduce the dimensionality of the data while preserving most of its variability. In

other words, the principal components are ordered in such a way that the first few compo-

nents capture the majority of the variability in the data, and dimensionality reduction can

be done by neglecting the components that capture the least variability. The basis vectors

for this low-dimensional space are uncorrelated with each other and are called the principal

components. Thus, PCA enables dimensionality reduction while minimizing the informa-
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tion loss. To elaborate further, given the data points, PCA allows one to obtain a lower

dimensional approximation x̃i ∈ RK , such that, K < d, and:

x̃i =
K∑
j=1

cijvj + µ . (6.2)

Here, µ =
1

n

n∑
i=1

xi is the sample mean, the orthonormal vectors vj are the principal com-

ponents (PCs) and the scalars cij are the coefficients of the principal components (CoPCs).

Importantly, the PCs (vj) depend on the entire dataset rather than being associated with a

particular data point; therefore, all the points in the original dataset can be defined in terms

of distinct cij values, but the same vj. The value of K depends on the degree of variance of

the data that needs to be captured. We perform PCA on the electronic field (ρ and b) – data

generated by the DFT simulations. Specifically, in Helical DFT, the discretized grid of the

fundamental domain of electronic fields has 89 points along the radial direction, 19 points

along the θ1 direction and 35 points along the θ2 direction. Given this discretization, the

total number of grid points in the fundamental domain is 59,185. The electronic fields are

therefore represented as a nearly 60,000 dimensional vector by the DFT simulations. PCA

enables us to represent these high-dimensional electronic fields in terms of a few CoPCS only

(7 and 15 for ρ and b, respectively, as described in Section 6.4.1).

Regression for the Electronic Fields in the Reduced Dimension: We employ Neural Net-

works (NN) (353; 424) to perform regression for the electronic fields in the reduced dimension.

The choice of NN is motivated by our previous work on the ML based modeling of complex

rippling deformation fields of low-dimensional nanostructures (400). The NN architecture

consists of the input layer, multiple hidden layers, and the output layer. The neurons of

the hidden layers contain a weighted linear transform of neurons in the previous layer acted

upon by a nonlinear activation function. During the training phase of the model, the neural

network learns (in a supervised manner) the map between input and output spaces by finding

the weights of these linear transforms such that it can accurately predict output for a given

input. We use NNs to predict the coefficients of the principal components (CoPCs) of the
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electronic fields for a given system and loading parameters. We deploy two different neural

networks N1 and N2 to predict CoPCs for ρ and b respectively, which use the same input

parameters. In the input layer, we have three neurons, for the input parameters (i) Ravg, (ii)

α and (iii) τ . The neurons of the output layer correspond to the CoPCs (cij). Note that the

number of CoPCs depends on the desired variance to be captured in the data. Inference via

the trained ML model involves the following two steps. First, the CoPCs are predicted for a

given input using the neural network. Second, the predicted CoPCs are used to obtain the

higher dimensional electronic fields using the principal components following Eq. 6.2. These

two steps inference procedure via the ML model are shown in Fig. 6.1.

6.2.3 Prediction of nuclear coordinates from pseudocharge fields

As mentioned earlier, calculation of the Kohn-Sham Hamiltonian arising from ML predicted

fields requires knowledge of the nuclear coordinates so that the non-local part of the pseu-

dopotential operator may be constructed. In this section we deal with the problem of ob-

taining these coordinates as a function of the tube geometry and loading parameters, i.e.,

{Ravg, α, τ}.

One possible approach (388) is to directly train a neural network with these parameters

as inputs and the desired nuclear coordinates as outputs. In our experience, however, this

approach does not appear to work particularly well, and the amount of training data that

was found to be adequate for predicting the electronic fields ρ and b accurately, was found to

result in unacceptable levels of error while predicting the nuclear coordinates. This led us to

devise a new strategy for determining the nuclear coordinates from the ML predicted nuclear

pseudocharge field b(x), since this field is readily predicted with relatively high accuracy

(Section 6.4.2), and it already contains the nuclear coordinate information in principle. Our

proposed strategy to find nuclear coordinates is based on a clustering approach and identifies

the nuclear coordinates from the nuclear pseudocharge field in an unsupervised manner.

We make the observation that the nuclear pseudocharge field over the fundamental do-
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main is a superposition of the individual atomic pseudocharges i.e., b(x) =
M∑
i=1

bi(x). Fur-

thermore, each atomic pseudocharge field is spherically symmetric and atom centered (i.e.

bi(x) ≡ bi(|x−ri|)), and under usual circumstances, also non-overlapping. This suggests that

a clustering based approach that can identify agglomerations of positive charges arising from

individual atoms might be fruitful, and the desired nuclear coordinates can then be deter-

mined as cluster centers. Clustering algorithms are widely employed to divide datasets into

smaller subgroups in an unsupervised manner, such that the data points in each subgroup

share some common attributes (353).

One of the most widely used and successful clustering algorithms is DBSCAN (Density-

Based Spatial Clustering of Applications with Noise) (425; 426). This technique creates

clusters for volumes with a high density of points, and treats the points which lie in very

low-density volumes as outliers. DBSCAN offers advantages over other clustering algorithms

like k−nearest neighbors, since it does not require prior knowledge of the number of clusters

present in the data, it can find out any arbitrarily shaped clusters and it is robust against

errors induced by the outliers. In the present case, this means that when applied to the

nuclear pseudocharge data, DBSCAN should be able to form clusters around every nucleus in

the fundamental domain, without the total number of nuclei being specified apriori. However,

we found that a direct application of DBSCAN to the pseudocharge field fails to determine

the nuclear coordinates accurately. In the following, we identify two reasons for this failure

and develop procedures to overcome them.

First, the fundamental domain is effectively periodic in the θ1 and θ2 directions. How-

ever, clustering algorithms are not typically aware of domain boundary conditions, as a result

of which, pseudocharges associated with atoms close to the domain edges may result in the

identification of clusters for which the cluster centers are not at the nuclear coordinates. This

issue is readily addressed by expanding the fundamental domain into a supercell, applying

the clustering procedure to the periodically replicated pseudocharge field in the supercell,
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Figure 6.2: Atomic pseudocharge as a function of distance (in Bohr) from the atom for

the Troullier-Martins pseudopotential for Carbon used in this chapter. The dashed red line

indicates the truncation level employed before the DBSCAN procedure is used.

and finally, retaining the cluster centers found to lie within the fundamental domain. Second,

some atomic pseudocharges (such as the one associated with the Troullier Martins pseudopo-

tential for Carbon used in this chapter), while being radially symmetric, may exhibit multiple

peaks, when plotted as a function of atom center distance (see Figure 6.2). This can cause

the clustering algorithm to identify multiple clusters near a single nucleus and the centers

of these clusters will not coincide with the nuclei. To overcome this challenge we propose

a map (T ) that truncates the pseudocharge field b to retain only the data around the first

peak (see Figure 6.2):

T : b(r, θ1, θ2) → b̄(r, θ1, θ2), b̄(r, θ1, θ2) =


b(r, θ1, θ2), if b(r, θ1, θ2) > ct

0, if b(r, θ1, θ2) ≤ ct

(6.3)

The only quantitative information needed for implementing this map is the height of the

second peak ct, which is readily available for the pseudopotentials used to produce the

training data. The DBSCAN procedure, when applied on the truncated field b̄ can readily

identify the nuclear pseudocharge density cluster around each nucleus. Nuclear coordinates

are subsequently computed as centers of these clusters.

Together, the above set of strategies leads to a robust and efficient method for obtaining
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the nuclear coordinates as a function of the ML model inputs. The entire procedure outlined

above executes within a few seconds of wall time on a desktop and is able to determine the

nuclear coordinates to acceptable levels of accuracy in every case (see Table 6.2).

1-1 0

Figure 6.3: Cluster formation from nuclear pseudocharge field to determine nuclei position.

A slice of the pseudocharge field at the average radial coordinate of the atoms in the funda-

mental domain is shown. Red clusters show the positive charge around the nucleus and the

black dots are nuclei. The pseudocharge field on the fundamental domain is expanded to

a supercell to avoid domain edge effects, a truncation is implemented to discard secondary

peaks in the atomic pseudocharges, the DBSCAN procedure is then applied on the supercell

and finally, the nuclear coordinates within the fundamental domain are identified.

6.3 Post-processing of ML predicted electronic fields

In this section, we describe the postprocessing steps used for computing quantities of interest

from the machine learning model predicted fields and atomic coordinates. The machine

learning model produces electronic fields ρML(x) and bML(x) that includes self-consistency

and atomic relaxation effects. Within the ML model, however, we do not explicitly enforce

any constraints regarding the net charges associated with these fields. Although in practice

these constraints seem to be automatically obeyed by the model — at least approximately

(see Table 6.1 within the section on Results), we find it useful to scale the ML predicted
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fields for postprocessing purposes (427), as shown below:

ρScaled(x) = ρML(x)× Ne∫
D ρ

ML(x) dx
,

bScaled(x) = bML(x)× −Ne∫
D b

ML(x) dx
. (6.4)

Using these scaled fields, we compute the net electrostatic potential Φ via iterative solution

of eq. ?? using preconditioned GMRES (95) iterations. The exchange correlation potential

Vxc is directly computed from the electron density. Next, we use a clustering based un-

supervised learning technique (see Section 6.2.3) to pick out the nuclear coordinates from

the nuclear pseudocharge field and use it to set up the non-local pseudopotential opera-

tor Vnl. Thereafter, we diagonalize the Kohn-Sham Hamiltonian (eq. ??) resulting from

these machine learning predicted quantities, to obtain the Kohn-Sham eigenstates. We use a

combination of Generalized Preconditioned Locally Harmonic Residual (GPLHR) (102) and

Arnoldi Iterations (428) to carry out the diagonalization, and initialize the calculations us-

ing random wavefunction vectors. The Fermi level of the system is subsequently determined

from the Kohn-Sham eigenvalues by enforcing the constraint of having a fixed number of

electrons within the fundamental domain. From all this information, band structure depen-

dent quantities, such as the value of the band gap and its location in (η, ν) space, can be

calculated.

Using the aforementioned post-processed quantities, the ground state free energy per unit

fundamental domain may be calculated as (5):

F = Ekin + Exc + Enl + Eel − TeS , (6.5)

with the terms on the right hand side denoting the electronic kinetic energy, the exchange

correlation energy, the non-local pseudopotential energy, the electrostatic energy and the

electronic entropy contribution at temperature Te, respectively. Alternately, a more accurate

estimate for the ground state free energy per unit fundamental domain may be obtained using
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the Harris-Foulkes functional (79; 80):

FHF = Eband + Exc − Ẽxc + Ẽel + Esc − Te S . (6.6)

In the above, the first term on the right hand side is the electronic band energy:

Eband = 2

∫ 1
2

− 1
2

1

N

N−1∑
ν=0

∞∑
j=1

λj(η, ν) gj(η, ν) dη , (6.7)

in which gj(η, ν) denotes the electronic occupations. The term Exc denotes the exchange

correlation energy, while:

Ẽxc =

∫
D
Vxc(ρ(x))ρ(x) dx . (6.8)

The term Ẽel is related to electrostatic interactions and has the form:

Ẽel =
1

2

∫
D

(
b(x)− ρ(x)

)
Φ(x) dx . (6.9)

Finally, Esc accounts for nuclear pseudocharge self-interactions and overlap corrections (55),

while the last term is related to the electronic entropy contribution. Notably, in the above

breakdown for the Harris-Foulkes energy, Exc and Ẽxc depend solely on the electron density

field, Esc depends on the nuclear coordinates and the nuclear pseudocharge field, the electro-

static term Ẽel depends on both the electron density and nuclear pseudocharge fields, while

Eband depends on the Kohn-Sham operator eigenvalues (i.e., its dependence on ρ and b is

implicit). Therefore, monitoring these terms in addition to FHF allows us to estimate the ac-

curacy of the machine learning based predictions of ρ, b and other post-processed quantities

(such as the eigenstates), in the energetic sense.

6.4 Machine learning predictions

We now present the predictions of the machine learning (ML) model for armchair carbon

nanotubes under torsional and axial loading. These are compared against Helical DFT
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simulations to quantify the ML model’s accuracy and efficacy. Notably, the inference process

from the trained ML model is orders of magnitude faster compared to the cost of the ab

initio simulations using Helical DFT. While the ML model requires 0.003 seconds and 0.009

seconds to predict the ρ and b fields respectively (average times on a desktop with a 2.2

GHz Intel Xeon Gold processor), a typical ab initio structural relaxation calculation using

Helical DFT can stretch into hundreds of CPU hours. Post-processing of the ML predicted

electronic fields (to calculate band structures, energies, etc.) can be typically performed in

about 30 to 40 minutes of wall time. Training of the neural networks for ρ and b requires

about 12 and 15 minutes, respectively, measured using the same hardware setup.

6.4.1 Principal component analysis and neural networks

Principal Component Analysis Results: As the first step in our two-step ML model, we utilize

PCA to obtain reduced dimensional representations for the outputs of the map H. To

reconstruct the original electronic fields with minimum reconstruction error, we capture

99.99% variance of the data. As shown later (Section 6.4.3), this is generally sufficient

for obtaining electronic ground state energies to chemical accuracy and also adequate for

reproducing band structures correctly. For capturing this level of variance in the data, we

required only 7 PCs in case of ρ and 15 PCs in case of b (Figure 6.4).

Figure 6.4: Cumulative percentage of variance vs Principal components for ρ (left) and b

(right). The red dashed line shows 99.99% variance.
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Neural Network: As the second step in our two-step ML model, two Neural Networks N1

and N2 are trained to predict CoPCs corresponding to ρ and b, respectively. Since 7 PCs in

case of ρ and 15 PCs in case of b are required to capture 99.99% variance of the data, the

number of neurons in output layers is 7 for N1 and 15 for N2. Following our architecture

optimization strategy we choose 6 hidden layers of 150 neurons each for N1 and 2 hidden

layers of 150 neurons each for N2. We use Rectified Linear Unit (ReLU) as an activation

function for both networks. Mean Squared Error(MSE) is utilized as a loss function along

with the elastic net regularization (429), and the Adam optimizer (430) with a learning rate

of 0.001 was employed. Before the training phase, each input parameter column was scaled

to zero mean and unit variance, thus standardizing the input features. 75% of the total data

points were utilized for training (123 data points), 10% were utilized for validation (16 data

points), and the remaining 15% were utilized for testing (25 data points).

6.4.2 Prediction of electronic fields by the ML model

We now discuss the overall performance of the machine learning model for the prediction

of the electronic fields. The Pearson correlation coefficient (R) between the predicted and

actual electronic fields at each point of the discretized domain for the test data was found to

be 0.9949 and 0.9983 for ρ and b, respectively. In addition to the test data points described
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Figure 6.5: Parity plots for (a) test data of ρ (R = 0.9949), (b) test data of b (R = 0.9983).
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above, we have chosen three additional test data points where the input parameters were

partially unseen during the training (i. Ravg = 49.51Bohr, α = 0.002, τ = 4.5052Bohr;

ii. Ravg = 35.55Bohr, α = 0.00125, τ = 4.6052Bohr; iii. Ravg = 53.32Bohr, α = 0.0015,

τ = 4.5552Bohr). For each of these three test cases, there is one input variable whose value

was not used in the training data (e.g. data point with τ and α values present in the training

data but the value of Ravg not present in the training data).

Finally, we have randomly selected two additional test data points where none of the

three input variables were seen by the ML model during training (i. Ravg = 49.51Bohr,

α = 0.00125, τ = 4.5552Bohr; ii. Ravg = 30.46Bohr, α = 0.00075, τ = 4.6552Bohr).

These additional test data points with partial or wholly unseen input parameters help assess

the ML model’s capability to generalize beyond training data. Machine Learning predicted

and actual (DFT) electronic fields for one of the test data points with all unknown input

parameters are compared in Fig. 6.6.

We quantify the error in the predicted electronic fields through the normalized root mean

square error (NRMSE) (388):

NRMSE =

√
1
d

∑d
i=1 (ρ

DFT
i − ρML

i )
2

|max(ρDFT)− min(ρDFT)| (6.10)

Here max(·) and min(·) denote maximum and minimum over the fundamental domain and d

is the dimension of the data (∼ 60, 000). NRMSE for b is calculated similarly. The NRMSE

for various categories of test data points, including cases with partial or wholly unseen inputs,

are presented in Table 6.1. The low NRMSE values on the test data are indicative of the

general accuracy of the ML model. In particular, low NRMSE values for the input conditions

beyond the training data establish the generalization capacity of the model.

In addition to evaluating the NRMSE values, we monitored the integrals of ρML and bML

over the fundamental domain. For a neutral system with Ne electrons within the computa-

tional unit cell, the electron density and the nuclear pseduocharge fields obey the normaliza-

tion conditions
∫
D
ρ(x) dx = Ne and

∫
D
b(x) dx = −Ne respectively. Since these constraints
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Figure 6.6: Comparison between ML predicted and DFT simulation obtained electronic fields

for a test data point with all unknown input parameters (Ravg = 49.51Bohr, α = 0.00125,

τ = 4.5552Bohr). A slice of the electronic fields at the average radial coordinate of the atoms

in the fundamental domain is shown. The error is computed as |ρDFT−ρML|
|max(ρDFT)−min(ρDFT)| , similarly

for b. Here, max(·) and min(·) denote maximum and minimum over the fundamental domain.

were not built into the ML model, they allow additional quality checks on the ML predicted

fields to be performed. As shown in Table 6.1, the errors associated with deviations from

these constraints are quite low (0.000625 particles or lower, per electron), indicating high

quality predictions of the electronic fields by the ML model.
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Case NRMSE (ρ)
∣∣Ne −

∫
D ρ

ML(x)dx
∣∣ NRMSE (b)

∣∣(−Ne)−
∫
D b

ML(x)dx
∣∣

Average for test data set 2.8× 10−4 3.2× 10−3 5.6× 10−4 5.4× 10−3

Random test data point

Ravg = 40.64 , α = 0.0015, τ = 4.7052
2.8× 10−4 9.2× 10−3 2.8× 10−4 8.6× 10−3

Test data point with unknown Ravg

Ravg = 49.51 , α = 0.002, τ = 4.5052
1.3× 10−4 5.2× 10−4 2.1× 10−4 2.5× 10−3

Test data point with unknown α

Ravg = 35.55 , α = 0.00125, τ = 4.6052
2.5× 10−4 1.2× 10−3 1.9× 10−4 5.6× 10−3

Test data point with unknown τ

Ravg = 53.32 , α = 0.0015, τ = 4.5552
1.6× 10−4 4.2× 10−3 2.5× 10−4 8.6× 10−3

Test data point with unknown Ravg, α, τ

Ravg = 49.51 , α = 0.00125, τ = 4.5552
2.1× 10−4 4.3× 10−3 4.8× 10−4 3.1× 10−3

Test data point with unknown Ravg, α, τ

Ravg = 30.46 , α = 0.00075, τ = 4.6552
2.3× 10−4 3.0× 10−3 2.8× 10−4 2.8× 10−3

Table 6.1: Table showing NRMSE for ML predicted ρ and b for various test cases. Also

shown are errors in the integrals of electronic fields over the fundamental domain. Ravg and

τ values are in Bohr.

6.4.3 Prediction of nuclear coordinates, energies and band structure

Finally, we post-process the ML predicted electronic fields for various test data points to

obtain nuclear coordinates, electronic properties and energy components of interest. We

compute the errors in these quantities for a random test data point, as well as the afore-

mentioned five test cases for which the inputs were partially or wholly unseen by the ML

model during training (Table 6.2). In general, the errors in the total ground state energy, as

computed through the Harris-Foulkes functional (eq. 6.6) are found to be appreciably smaller

than the chemical accuracy threshold (1.6×10−3 Ha/atom), except for one of the cases which

had an unseen value of α. Considering the various components of the Harris-Foulkes energy,

we see that the highest accuracies in the ML predictions are associated with the exchange

correlation term Exc, possibly due to the sole dependence of this quantity on the electron

density, which itself is predicted rather accurately. The energy component Ẽxc (eq. 6.6) also
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has a very similar behavior and is not shown in Table 6.2. The nuclear self-energy and cor-

rection terms which depend only on the nuclear pseudocharge field are also predicted with

high accuracy. The electrostatic term which depends on both the nuclear pseudocharge field

and the electron density, and the electronic band energy, which depends on the Kohn-Sham

eigenvalues are seen to be associated with somewhat lower accuracy predictions, particularly

for the test data points which had values of α and/or τ unseen by the ML model. However,

even in these cases, the errors are less than 3.0 × 10−3 Ha/atom, and error cancellation

leads to overall accurate ground state energy predictions. The ability to predict ground-

state energies of deformed quasi-one-dimensional structures (while having atomic relaxation

effects already included) with first principles accuracy, at a small computational cost is one

of the great advantages of the proposed ML model, thus leading to its potential use in the

multiscale modeling of low-dimensional systems (397).

The unsupervised learning procedure used for picking out nuclear coordinates is also

found to be quite accurate, with typical errors (measured as the maximum error in the

Cartesian coordinate components of all atoms in the fundamental domain) of the order of

0.02 to 0.03 Bohrs. The accuracy in the prediction of these coordinates is also reflected in

the overall accuracy of the ML predicted Kohn-Sham Hamiltonian, which in turn, affects

the quality of electronic band diagrams and other eigenstate-dependent quantities computed

from the Hamiltonian. We found strikingly good agreement between ML predicted and

Helical DFT band diagrams for the test data points considered here, with a typical case

(associated with wholly unseen inputs) demonstrated in Fig 6.7. Undeformed armchair

carbon nanotubes are metallic (7; 151) but develop an oscillatory band gap as a function

of imposed twist (151; 5). The band gap (computed here as the difference between the

smallest eigenvalue above the Fermi level and the largest eigenvalue below the Fermi level

as the symmetry indices (η, ν) are varied) is particularly error prone since it is the difference

of two quantities. Additionally, as the tube is deformed, the location and nature (i.e.,

direct vs. indirect) of the band gap is expected to change (5). However, the ML predicted
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location of the band gap was correct for every test case and its value was correct to about

0.02 eV or better, in almost every test case. In this regard, our approach to predicting

band structure dependent quantities by means of a post-processing step applied to the ML

predicted electronic fields appears to be especially effective. Overall, the ability of our

approach to accurately and efficiently predict the electronic structure of low-dimensional

materials as a function of imposed deformation, opens up the use of such techniques for

strain-engineering applications (394; 395; 396).

Case

Ground state Exch. Corr. Electrostatic Nuclear self energy & Band Band Atomic

energy energy term correction term Energy gap coordinates

FHF Exc Ẽel Esc Eband ri

(Ha/atom) (Ha/atom) (Ha/atom) (Ha/atom) (Ha/atom) (eV) (Bohr)

Random test data point
9.0× 10−4 4.1× 10−5 7.1× 10−5 1.5× 10−4 9.9× 10−4 0.017 0.026

Ravg = 40.64 , α = 0.0015, τ = 4.7052

Test data point with unknown Ravg:
6.7× 10−4 1.9× 10−5 4.2× 10−4 4.3× 10−4 6.7× 10−4 0.018 0.028

Ravg = 49.51 , α = 0.0020, τ = 4.5052

Test data point with unknown α
3.6× 10−3 8.9× 10−5 2.1× 10−3 3.2× 10−4 1.2× 10−3 0.042 0.019

Ravg = 35.55 , α = 0.00125, τ = 4.6052

Test data point with unknown τ
2.2× 10−4 5.4× 10−5 2.7× 10−3 4.7× 10−5 2.9× 10−3 0.008 0.023

Ravg = 53.32 , α = 0.0015, τ = 4.5552

Test data point with unknown Ravg, α, τ
6.5× 10−4 7.4× 10−5 1.9× 10−3 1.8× 10−4 1.4× 10−3 0.008 0.022

Ravg = 49.51 , α = 0.00125, τ = 4.5552

Test data point with unknown Ravg, α, τ
1.35× 10−4 8.0× 10−5 1.8× 10−3 4.1× 10−4 1.3× 10−3 0.002 0.034

Ravg = 30.46 , α = 0.00075, τ = 4.6552

Table 6.2: Errors in various post-processed quantities. Refer to eq. 6.6 and related discussion

for interpretation of the various energetic terms. Ravg and τ values are in Bohr.

We attribute the high accuracy of the model here to the accuracy in both dimensionality

reduction and learning through NNs. The fact that during training, the model uses only

about 120 data points and that chemical accuracy requirements are met during prediction

even for unseen input test cases, are particularly noteworthy and prove the effectiveness and

generalizability of our model. Also, as pointed out earlier, in addition to being accurate, the

proposed ML model is significantly more computationally efficient than DFT simulations. We

also anticpate that the approach described here, i.e., obtaining complex electronic structure
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Figure 6.7: Comparison of symmetry adapted band diagrams produced by the original DFT

method and the machine learning model (with post processing) for the unknown test data

point with Ravg = 49.51 Bohr, α = 0.00125 and τ = 4.5552 Bohr. The agreement appears

excellent and the post–processed ML model is also able to precisely predict the location of

the band–gap (at η = 1
3
, ν = 2) as well as its value (0.128 eV from Helical DFT) to about

6% accuracy in this case. Note that λF denotes the system’s Fermi level.
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dependent quanties through post-processing of ML predicted electronic fields, instead of

predicting such quantities through ML directly, is going to find utility in computational

studies related to the polarization and transport properties of low-dimensional systems.

6.4.4 Interpretation of PCA modes

The number of PCs required in this problem is significantly less than the original dimensions

of the electronic fields data (∼ 60,000), thus indicating that these quantities are mostly con-

fined to subspaces of much lower–dimension. The presence of these hidden lower–dimensional

features, and the significant reduction of dimensionality of the data through PCA, in turn,

implies that just a few CoPCs have to be predicted as a function of the input parameters by

the second step of the ML model. This helps account for the fact that such predictions can

be made with relatively little training data, as discussed earlier. Remarkably, just the first

couple of PCs appear sufficient to capture well over 90% of the variance in both ρ and b.

Figure 6.8 shows these two PCA modes for each quantity visualized using helical coordinates,

specifically in a θ1 − θ2 plane located at the center of the simulation domain. As expected,

the PCs of ρ and b capture the most significant aspects of the variations in these quantities,

with the modes of ρ reflecting changes in charge density along the carbon-carbon bonds, and

those of b capturing shifts in the nuclear positions.

To elaborate on the above interpretations, we first recall that in the absence of relaxation

effects, an atom within the fundamental domain has the same values of θ1 and N θ2, regardless

of the tube radius or the level of axial/torsional strain imposed (as before, N denotes the

cyclic symmetry group order). Consequently, for all values of the input parameters, the

nuclei are expected to be located in the same relative positions in a θ1 − θ2 planar plot,

if atomic relaxation effects can be ignored. In the practice, upon imposition of strain, the

nuclei re-adjust their positions to minimize the system energy during the structural relaxation

procedure, leading to somewhat different values of the helical coordinates associated with

their pseudocharge centers, than would be suggested by purely geometrical considerations.
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Figure 6.8: First two principal components for ρ (top) and b (bottom). A slice of the PCA

modes at the average radial coordinate of the atoms in the fundamental domain is shown.

The PCA modes for b illustrated in Figure 6.8 appear to be capturing this “motion” of the

pseudocharge centers (i.e., nuclear coordinates) associated with the relaxation procedure.

Furthermore, due to the changes in the nuclear positions, the carbon-carbon bond lengths

change, and the PCA modes for ρ appear to be capturing changes in the electron density along

these bonds while they are stretched or compressed due to the imposed strains. Notably,

these bonds are at angles with respect to the θ1−θ2 axes, leading to the tilted appearance of

the electron density lobes observable in Figure 6.8. Finally, the presence of more wiggles in

the plots for the PCA modes for b, as compared to those for ρ can be explained by observing

that at a discrete level, the latter is a smoother quantity. Specifically, the discretized b field

can have sharper local jumps since it is the sum of individual atom centered pseudocharges,

while ρ is more smeared out (also see top row of Figure 6.6). Indeed, this difference in relative

degrees of smoothness at the discrete level probably contributes to the different number of

PCA modes for these quantities needed to capture the same level of variance in the data

(Figure 6.4).
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CHAPTER 7

Beyond nanotubes: Gaussian curvature

7.0.1 Introduction

Gaussian curvature is a fundamental geometrical property that plays a crucial role in deter-

mining the behavior and characteristics of nano-scale materials and structures. The Gaussian

curvature modulus, along with the mean curvature modulus, can govern the dominant de-

formation modes of two-dimensional (2D) materials such as graphene, nanotubes, fullerenes,

and lipid bilayer membranes (431; 432). Some slected example of such geometry is shown in

Fig.7.1 These curvature elastic moduli are intimately linked to important physical processes

like pore formation, structural deformations, cellular transport, and topological changes ac-

companying events such as membrane fusion and fission.(433) Despite its significance, the

Gaussian curvature modulus has proven remarkably difficult to evaluate accurately through

experiments or computational simulations. (434; 435) Unlike the relatively straightforward

mean curvature modulus, the Gaussian curvature modulus is not directly accessible from the

well-established thermal fluctuation spectra analysis that has been successfully applied to

extract the former property. The key challenge arises from the profound geometrical result

known as the Gauss-Bonnet theorem (436), which states that the integral of the Gaussian

curvature over a closed surface is an invariant, independent of any deformations that do

not change the topology. To circumvent this longstanding obstacle, several approaches have

been proposed, however often involve restrictive assumptions. (437; 438; 439) Common

limitations include zero-temperature conditions, small system sizes susceptible to finite-size

effects, or inherent inconsistencies between the underlying theoretical models and the simu-
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lated systems at finite temperatures. Overcoming these challenges necessitates a more com-

prehensive and accurate first-principles approach capable of capturing the intricate interplay

between geometry, temperature, and electronic interactions. In this work, we introduce a

novel computational framework that amalgamates the power of DFT with the concept of

ellipsoidal coordinate systems and symmetries. By adapting revised periodic boundary con-

ditions tailored to ellipsoidal geometries within a real-space finite difference DFT formalism,

our method enables efficient simulations of nanoscale systems exhibiting Gaussian curvature

while the ellipsoidal symmetry elegantly circumvents the limitations imposed by the Gauss-

Bonnet theorem, allowing for the direct evaluation of the Gaussian curvature modulus within

a finite-sized simulation domain.

Figure 7.1: The four different geometries considered in this study for the graphene dot with

R = 50 and their respective equations: (a) sphere; (b) one-sheet hyperboloid; (c) x-cylinder;

(d); y-cylinder. Images generated with GaussView 6 and published in this paper (6)
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7.0.2 Problem setup and simplification

To effectively model systems with Gaussian curvature within a finite-domain simulation, we

employ the ellipsoidal coordinate system as the basis for our geometric reformulation. The

ellipsoidal coordinates are a set of orthogonal curvilinear coordinates that naturally describe

ellipsoidal geometries. In this system, a point in three-dimensional space is specified by the

following relations (440):

x2 =
(a2 + λ)(a2 + µ)(a2 + ν)

(b2 − a2)(c2 − a2)

y2 =
(b2 + λ)(b2 + µ)(b2 + ν)

(a2 − b2)(c2 − b2)

z2 =
(c2 + λ)(c2 + µ)(c2 + ν)

(a2 − c2)(b2 − c2)

(7.1)

where a, b and c are scaling factor related to the semi-major axes of the ellipsoid, and

−λ < c2 < −µ < b2 < −ν < a2 are the ellipsoidal coordinates. The coordinate surfaces are

confocal ellipsoids (λ = constant), hyperboloids of two sheets (ν = constant), and hyper-

boloids of one sheet (µ = constant).

By exploiting the separability of the ellipsoidal coordinate system, we can reformulate

the geometric problem in terms of angular parametrizations (r, θ1, θ2) while constraining

the radial coordinate r to a finite range. This approach allows us to effectively model a finite

domain exhibiting Gaussian curvature within a computationally tractable framework:

x = ar sin θ1 cos θ2

y = br sin θ1 sin θ2

z = cr cos θ1

(7.2)

Note that the Helmholtz differential equation is separable in both approach here. We

then define a finite simulation domain ω bounded by the following constraints:
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rmin ≤ r ≤ rmax

0 ≤ θ1 ≤ π

0 ≤ θ2 ≤ 2π

(7.3)

where rmin and rmax represent the inner and outer radial boundaries of the ellipsoidal

shell, respectively. By appropriately choosing these boundaries, we can capture the desired

Gaussian curvature within the simulation domain while maintaining a finite system size.

The angular parametrizations are then discretized using a finite-difference scheme, allowing

for the numerical solution of the governing equations within the bounded ellipsoidal domain.

Periodic boundary conditions are applied along the angular directions (θ1 and θ2), effectively

representing a toroidal topology that seamlessly wraps around the ellipsoidal geometry.

This reformulation of the geometric problem in terms of ellipsoidal coordinates and an-

gular parametrizations is a key step in our approach, as it enables the efficient modeling of

Gaussian curvature within a finite-domain simulation while circumventing the limitations

imposed by the Gauss-Bonnet theorem. By exploiting the revised periodic boundary condi-

tions tailored to the ellipsoidal geometry, we can directly evaluate the Gaussian curvature

modulus and other curvature-dependent properties within the bounded simulation domain.

7.0.3 Ellipsoidal symmetry-adapted Laplacian operator

In the pursuit of understanding density functional theory within the framework of ellipsoidal

coordinates, we embark on deriving the Laplacian coefficient, a crucial element for comput-

ing the kinetic energy of the electrons and more. Notably, the angular parametrization of

ellipsoidal coordinates parallels that of the spherical system, albeit with an additional factor

of a, b and c to accommodate the ellipsoidal geometry.

To proceed, we employ the separation of variables technique, assuming solutions to the

Laplace equation in ellipsoidal coordinates can be represented as products of functions of
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individual coordinates. By invoking the properties of ellipsoidal coordinates and employing

appropriate transformations, we arrive at the expression for the Laplacian coefficient for the

diagonal elements specific to our coordinate system:

c1 =

[(
1

a2

)
sin2 θ1 cos

2 θ2 +

(
1

b2

)
sin2 θ1 sin

2 θ2 +

(
1

c2

)
cos2 θ1

]
∂2f

∂r2

c2 =

[
cos2 θ1 cos

2 θ2
a2r2

+
cos2 θ1 sin

2 θ2
b2r2

+
sin2 θ1
c2r2

]
∂2f

∂θ1
2

c3 =

[(
1
a2

)
[sin2 θ2 − sin θ2 cos θ2] +

(
1
b2

)
[cos2 θ2 − cos θ2 sin θ2]

r2 sin2 θ1

]
∂2f

∂θ2
2

(7.4)

Similarly, the off-diagonal elements and the cross-derivative terms are:

c4 =

[
cos2 θ1 cos

2 θ2 + sin2 θ2
a2r

+
cos2 θ1 sin

2 θ2 + cos2 θ2
b2r

+
sin2 θ1
c2r

]
∂f

∂r

c5 =

[−2 sin θ1 cos θ1 cos
2 θ2

a2r2
+

cos θ1 sin
2 θ2

a2r2 sin θ1

− 2 sin θ1 cos θ1 sin
2 θ2

b2r2
+

cos θ1 cos
2 θ2

b2r2 sin θ1
+

2 sin θ1 cos θ1
c2r2

]
∂f

∂θ1

c6 =

[
sin θ2 cos θ2

r2
+

sin θ2 cos θ2 cos
2 θ1 + sin θ2 cos θ2

r2 sin2 θ1

](
1

a2
− 1

b2

)
∂f

∂θ2

c7 =

[
2 sin θ1 cos θ1 cos

2 θ2
a2r2

+
2 sin θ1 cos θ1 sin

2 θ2
b2r2

− 2 sin θ1 cos θ1
c2r2

]
∂2f

∂r∂θ1

c8 =

[
(a2 − b2) cot θ1 sin 2θ2

a2b2r2

]
∂2f

∂θ1∂θ2

c9 =

[
(a2 − b2) sin θ2 cos θ2

a2b2r

]
∂2f

∂r∂θ2

c10 =

[
(a2 − b2) sin θ2 cos θ2

a2b2r

]
∂2f

∂θ2∂r

(7.5)

The Laplacian operator then can be obtained by summing up all the terms:

∇2f =
10∑
i=1

cif (7.6)
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Drawing inspiration from the methodology employed in Helical DFT, we utilized fi-

nite difference techniques to accurately calculate the Laplacian in ellipsoidal coordinates.

To validate the fidelity of our implementation, we conducted a rigorous accuracy assess-

ment. As a benchmark test case, we computed the Laplacian of a function given by

∇2
(
(r sin(θ1) cos(θ2))

2 r sin(θ1) sin(θ2)
)
= 2r sin(θ1)sin(θ2) utilizing sixth-order finite differ-

ence with 20 grid points in each of the three directions. Dirichlet boundary conditions were

applied in the radial direction, while periodic boundary conditions were enforced in θ1 and

θ2. The obtained results, demonstrating the precision of our implementation, are presented

in Figure XX. This validation not only ensures the correctness of our computational ap-

proach but also underscores its potential for applications in diverse fields reliant on accurate

Laplacian calculations within ellipsoidal coordinate systems.

In Fig.7.2, our comprehensive analysis unveils a remarkable consistency between the nu-

merical solution and the analytical counterpart across the radial (r), θ1, and θ2 directions.

Notably, owing to the utilization of a sixth-order finite difference scheme coupled with Dirich-

let boundary conditions in the radial direction, a discernible discrepancy is expected at the

initial and final three grid points, as depicted in Figure 1b. Despite this, the discrepancy

does not manifest in the θ1 and θ2 directions, owing to the imposition of periodic boundary

conditions. Interestingly, an observed spike in error at θ1 = 0 stems from the singularity

inherent at this point in equation 7.0.3. To address this singularity, a minute deviation from

zero was integrated during the computation process, with the expectation that error reduc-

tion will be achieved with the adoption of higher-order finite difference techniques. This

thorough examination underscores not only the efficacy of our computational methodology

but also highlights the intricacies involved in mitigating singularities and ensuring accuracy

in numerical simulations within ellipsoidal coordinate systems.
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7.0.4 Bound states of a quantum dot in a spherical shell

Solving the eigenfunctions of the ellipsoidal Laplacian can be likened to solving the problem

of a particle confined within a spherical shell, similar to particle in a box, albeit with certain

distinct features owing to the ellipsoidal nature of the coordinate system. The eigenfunctions

obtained from such solutions provide valuable insights into the behavior of bound states in

physical systems, such as atomic nuclei or quantum dots.

In the realm of quantum dots, which are nanoscale semiconductor structures confining

electrons in three dimensions, the eigenfunctions of the ellipsoidal Laplacian elucidate the

quantum mechanical behavior of confined electrons. By characterizing the spatial distribu-

tion of electron wavefunctions and quantizing their energy levels, these eigenfunctions dic-

tate the electronic properties of quantum dots, such as their optical and electrical behavior.

Moreover, the shape anisotropy inherent in ellipsoidal confinement manifests in the distinct

energy spectra and spatial distributions of electron states, influencing the optical and elec-

tronic properties of quantum dot devices. Utilizing the numerical framework in the previous

section 7.0.3, we delve into solving the eigenfunctions of the ellipsoidal Laplacian, treating

it akin to a particle confined within a spherical box. The implications of these eigenfunc-

tions extend beyond theoretical elucidation, informing practical applications ranging from

materials science to quantum computing. The results are shown in Fig.7.3.

As anticipated, owing to the imposition of an infinite "square" potential in the radial

direction via Dirichlet boundary conditions that gives us the spherical shell, the ground

state eigenfunction demonstrates a pronounced peak at the center of the confinement "box,"

as depicted in Fig.7.3a. This observation aligns seamlessly with the theoretical predictions

derived from spherical Bessel functions. By extracting a cross-sectional view at the peak

of the radial eigenfunction, an intuitive three-dimensional visualization of the eigenfunction

is rendered feasible. Fig. 7.3 illustrates that while the ground state eigenfunction exhibits

periodicity in the θ2 direction, it attenuates near the two poles of the spherical confinement.
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Notably, the second and third lowest eigenstates also manifest behaviors consistent with

the expectations from spherical harmonics, characteristic of a spherically symmetric infinite

"square" potential configuration.
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Figure 7.2: Benchmark test results (a-c) Comparisons between numerical and analytical

solutions. The first and last 3 grid points in radial directions are neglected. (d-f) Absolute

error between numerical and analytical solutions in r, θ1, and θ2 directions, respectively.
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CHAPTER 8

Conclusion and Future direction

8.0.1 Conclusion

In summary, we introduced a computational method for efficiently simulating systems with

twisted geometries, employing symmetry-adapted equations, higher-order finite difference

schemes in helical coordinates, and ab initio pseudopotentials. This technique facilitates

simulations of quasi-one-dimensional systems, including their deformations, with minimal

computational resources. We applied this method to study the mechanical and electronic

properties of single-wall zigzag and armchair group-IV nanotubes, ranging from 1 to 3 nm

in radius, as they undergo torsional deformation. Our extensive simulations not only ex-

tracted mechanical properties directly from first principles but also revealed variations in

electronic properties due to torsional deformation, extending known electro-mechanical in-

sights from carbon nanotubes to group IV nanotubes. The exploration of carbon Kagome

nanotubes (CKNTs) and Double Kagome P2C3 nanotubes introduces two novel allotropes

with unique electronic properties, such as flat bands and Dirac points, offering a new plat-

form for studying strongly correlated electronic phenomena in nanomaterials. Extensive

first-principles simulations suggest CKNTs nad P2C3NTs are stable and exhibit metallic be-

havior with significant pliability under torsional and extensional deformation. Parallelly,

advancements in machine learning (ML) models for predicting electronic fields of quasi-one-

dimensional materials under mechanical loads have demonstrated the potential for signifi-

cantly accelerating computational investigations and enabling efficient strain engineering in

low-dimensional systems. The specialized symmetry-adapted version of Kohn-Sham density
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functional theory (DFT) used alongside ML models underscores the symbiotic relationship

between computational efficiency and advanced material discovery. Wwe have introduced an

innovative computational framework designed to simulate systems with Gaussian curvature

efficiently and from first principles. By integrating the concepts of ellipsoidal coordinate sys-

tems with density functional theory (DFT), our method overcomes the traditional challenges

associated with the Gauss-Bonnet theorem, enabling direct evaluation of the Gaussian cur-

vature modulus within finite-sized domains. This approach, which employs high-order finite

difference schemes and ab initio pseudopotentials, allows for the convenient simulation of

quasi-one-dimensional systems and their deformations without demanding extensive compu-

tational resources. We applied this methodology to analyze the behavior of single-wall zigzag

and armchair group-IV nanotubes, uncovering insights into their mechanical and electronic

properties under torsional deformation. Our comprehensive numerical framework not only

facilitates the modeling of systems exhibiting Gaussian curvature but also extends our un-

derstanding of curvature-dependent properties, paving the way for future investigations into

nano-scale materials and structures.

8.0.2 Future Direction

Expanding on the groundwork established by the current studies, future efforts should aim

to broaden our computational framework’s application to include a diverse array of nano-

materials and intricate geometric shapes. The utilization of Gaussian curvature in both the

development and examination of cutting-edge nanomaterials, especially those characterized

by complex topological features and effects induced by curvature, offers a fertile ground

for further research. This includes probing into the deformations of nanotubes within more

elaborate geometrical configurations. Incorporating machine learning methods into our ellip-

soidal coordinate-driven DFT strategy could significantly improve simulation efficiency and

precision, aiding in the identification of materials with customized properties. With com-

prehensive simulation data, a universal principle governing nanotube deformations across
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all types might emerge. Moreover, the experimental realization and validation of the novel

nanotubes reimagined in this study are essential for translating computational theories into

tangible technological advancements.
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