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Abstract
Genre identification is a critical facet of text comprehension, but very little is known about the process and information constraints of classifying texts by genres. In this study, higher-skill and lower-skill participants read 210 sentences from three genres. The words in the sentences were presented sequentially, one at a time. With each new word, participants decided whether the sentences came from a narrative, science, or history text. Both groups were able to correctly identify the genre by the third word of the sentence. Higher-skilled readers made their genre decisions more quickly and more accurately, and were also more precise in their selection of narrative texts. The study includes a computational model that uses text features from only the first three words of the sentences. The model reflects key features of the participants’ genre classifications.
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Introduction
Reading comprehension is greatly influenced by the genre of the text. Whether a text is a narrative, history, or science text influences the characteristics of the text, how the text is read, and can have a substantial influence on how well it will be understood (Bhatia, 1997; Graesser, Olde, & Klettke, 2002; Zwaan, 1993). More skilled readers utilize different strategies depending on the genre of the text (van Dijk & Kintsch, 1983; Zwaan, 1993) and training readers to recognize text structure helps to improve their comprehension (Meyer & Wijekumar, 2007; Oakhill & Cain, 2007; Williams, 2007). Once text genre is identified, it guides the reader’s memory activations, expectations, inferences, depth of comprehension, evaluation of truth and relevance, pragmatic ground-rules, and other psychological mechanisms. For example, readers are more likely to scrutinize whether an event actually occurred in a history text, whereas that is not a particularly relevant consideration in most narrative fiction (Coleridge, 1985; Gerrig, 1993). In contrast, stylistic attributes are more important in literary narratives than expository texts (Zwaan, 1993).

Better understanding the nature of text genre and its effects on comprehension is important for theories of text comprehension as well as interventions to improve comprehension. If readers are indeed using different strategies to process different genres of text, then it is important to understand this process and potential information constraints during the course of genre identification.

We ask five questions in the current study. First, how quickly (in terms of number of words) do readers identify the genre of a text? Second, what types of errors (i.e., genre misclassifications) do readers make when identifying genres? Third, does the process of genre identification depend on reading skill? Fourth, what textual features (e.g., syntax, lexical choice) influence genre identification? And fifth, can a computational model categorize genre as humans do, using information available in only the initial words of sentences?

In McCarthy and McNamara (2007), we conducted a pilot study to provide a preliminary answer to our first two questions. Three experts (i.e. published authors) in the psychology of discourse processing were asked to identify the genre of isolated sentences culled from a corpus of narrative, history, and science texts. The experts had high inter-rater agreement (min = 90%) and required less than half the words in the sentence to accurately identify genres (accuracy as measured by F1, a standard index that considers both recall and precision: Narrative = .82; History = .84; Science = .82). The results further showed that these experts often classified many history and science sentences as narrative, suggesting that expository texts tend to be composed of a notable number of narrative-like sentences. On the other hand, science-like sentences were the least likely to be misclassified into other genres, suggesting the science-like sentences seldom occur in the non-science genres.

The current study builds on the study conducted by McCarthy and McNamara (2007) by including a larger sample of participants, an independent assessment of reading ability, a measure of time on task, and recording accuracy in terms of number of words used. We also construct a computational model based on our results. We use the model to investigate what information could be present in the initial words of sentences such that it can provide participants with sufficient information to make a genre evaluation. The question of whether or not we could
build a computational model was important because if such relatively shallow features as syntax and word frequency information are sufficient for readers to distinguish genres, then it is reasonable to assume that (at some level) readers are using this information to process and categorize input. Our computational model sheds light on the features of the text that most likely influences readers’ genre classifications.

**Corpus**

The corpus (as used in McCarthy & McNamara, 2007) comprises 210 sentences including 70 sentences from each genre (narrative, history, science). The sentences were compiled using corpora from two prior studies (Duran et al., 2007; McCarthy et al., 2007), which included 23 paragraphs each of 3, 4, and 5 sentences in length. Sentence selection from these paragraphs was guided by studies indicating that topic sentences are processed differently from other sentences in a paragraph (e.g., Kieras, 1978) and that topic sentences are more likely to occur in the paragraph initial position (Kieras, 1978, McCarthy et al., 2007). Thus, we sampled an equal number of paragraph-initial sentences and paragraph-non-initial sentences. For the latter, we used the third sentence of each paragraph because all paragraphs contained a third sentence and because third-sentences are presumably less closely related via co-reference and other semantic attributes to first-sentences than first-sentences are to second-sentences. To ensure that participants viewed sentences of approximately equal length, we included sentences that were within one standard deviation of the average length among 414 candidate sentences (M = 15.44 words; SD = 7.11). This resulted in a corpus of 210 sentences, equally representing the three genres and the initial/non-initial sentence dichotomy.

An example of a history sentence was *Because of the fragmented nature of Mayan society, the different cities frequently went to war.* An example of a narrative sentence was *The sweat from my other hand reduced the answers on my palm to a blue smudge.* An example of a science sentence was *Likewise, it’s easier to express the concentration of a solution as the number of moles of material dissolved in it.*

**Methods**

Participants. There were 22 participants (Male = 10, Female = 12; M = 24.1 years old) who received $50 in exchange for participation. All participants were native English speakers. Fifteen participants were undergraduate students, five participants were graduate students, and two participants identified themselves as non-students.

1 We modified one science sentence that was a sentence fragment, changing *Taking no joy in life, looking forward to nothing, wanting to withdraw from people and activities to* to *Examples are taking no joy in life, looking forward to nothing, wanting to withdraw from people and activities.*
Results

Subject Analysis

Our results showed that participants typically needed only a sentence’s first three words to make their decision on genre (overall words used: \( M = 3.35, SD = 1.50 \); words used in correct assessments only: \( M = 3.33, SD = 1.45 \)). The average accuracy of genre categorization was high (Recall: 0.86; Precision: 0.71; F1: 0.77), and this accuracy was consistent across the three genres (see Table 1). These results are consistent with our previous study (McCarthy & McNamara, 2007).

The magnitude of the correlation between reading skill (GM) and words used was moderate \(( r = .37, p = .09)\), as was the relationship between words used and accuracy \(( r = .37, p = .09)\). We examined the results more closely by dividing the participants into two groups based on a mean split of the Gates-MacGinitie test scores \( M = 24.00; SD = 9.14 \). Using these values, 13 participants were designated as lower-skill (LS) and 9 participants were designated as higher-skill (HS). Differences in Gates-MacGinitie test scores were analyzed using Levene’s test for equality of error variances. No significant differences between groups were detected \(( p > 0.5)\), indicating that the groups are suitable for comparison.

We conducted an exploratory Analysis of Variance (ANOVA) to determine which of 22 variables best distinguished the reading skill groups. The analysis revealed that 7 variables significantly distinguished the two skill groups \(( p < .05)\) and 4 variables were marginally significant \(( p < .1)\). The most predictive variables were narrative-precision \(( r = .606, SD = .21)\) and time on task for 3rd words of history sentences \(( r = .606, p = .01; History: r = .596, p < .01)\). These results suggest that higher-skilled readers may be able to more quickly integrate new information.

We also conducted a step-wise multiple regression analysis (Table 1), which indicated that higher-skilled readers may be better at classifying non-narrative sentences as narratives. In other words, skilled readers know better when a sentence is not a Narrative. These readers’ greater accuracy may be because they are prepared to use more words than the Lower-skilled readers. However, a t-test revealed no significant differences between the number of words required by lower-skilled readers \(( M = 2.97; SD = 1.21)\) and higher-skilled readers \(( M = 3.85; SD = 1.68)\), \( t > 1.0, p > .1 \). Despite the lack of a significant difference between the higher-skilled and lower-skilled readers in terms of words used, the direction of the difference suggests that lower-skilled readers may too easily assume the direction or nature of the sentence discourse.

Table 1: Accuracy of genre evaluation

<table>
<thead>
<tr>
<th>Genre</th>
<th>Accuracy</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Narrative</td>
<td>Recall</td>
<td>0.86</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>0.71</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.77</td>
<td>0.09</td>
</tr>
<tr>
<td>History</td>
<td>Recall</td>
<td>0.71</td>
<td>0.14</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>0.76</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.72</td>
<td>0.11</td>
</tr>
<tr>
<td>Science</td>
<td>Recall</td>
<td>0.67</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>Precision</td>
<td>0.88</td>
<td>0.09</td>
</tr>
<tr>
<td></td>
<td>F1</td>
<td>0.75</td>
<td>0.11</td>
</tr>
</tbody>
</table>

Table 1: Accuracy of genre evaluation

Item Analysis

Of the 210 sentences in this study, only 4 (2%) failed to be correctly evaluated by any of the participants. For instance, the history sentence “I had vainly flattered myself that without very much bloodshed it might be done” was evaluated by all participants as a narrative; and the science sentence “Hindi is the most widely used, but
English is often spoken in government and business” was evaluated by 20 participants as history and by 2 as narrative. A further 33 sentences (16%) were correctly categorized by all the participants. For instance, the narrative sentence “Why, I wouldn’t have a child of mine, an impressionable little thing, live in such a room for worlds” resulted in no misclassifications. For over half the sentences (55%) at least 19 of the 22 participants correctly evaluated the genre. For instance, the science sentence “In areas with hard water, many consumers use appliances called water softeners to remove the metal ions” recorded only three misclassifications. Conversely, only 10% of the sentences received less than 6 correct evaluations, an example being the narrative “The Empress of Russia looked dressed for war, Igor thought.”

The item analysis also showed that the sentences that received the highest accuracy in terms of categorization were likely to require fewer words for such categorization to be made. Thus, there was a negative correlation between the percentage of participants who correctly evaluated a sentence and the number of words needed to correctly categorize the sentence \( r = -0.639, p < .001 \). For example, “Chemical weathering processes change the chemical composition of rocks” was correctly identified as a science sentence by all of the participants and required an average of only 1.23 words to be identified. In contrast, “However, this process was too slow to satisfy the Renaissance demand for knowledge and books” was correctly categorized by only 27% \((n = 6)\) of the participants and required 10 words to be correctly identified as a history sentence.

The results of the time on task demonstrated similar results. Specifically, there was a negative correlation between the percentage of participants who correctly assessed a sentence and average time on task for assessment \( r = -0.320, p < .001 \). The results for both words used and time on task were consistent across the genres of Narrative (words: \( r = -0.613, p < .001 \); time: \( r = -0.466, p < .001 \)); History (words: \( r = -0.701, p < .001 \); time: \( r = -0.404, p < .001 \)); and Science (words: \( r = -0.578, p < .001 \); time: \( r = -0.257, p = .034 \)).

Thus, consistent with the results reported by McCarthy and McNamara (2007), viewing more words does not lead to greater genre classification accuracy. This result indicates that if a sentence does not contain genre-specific features early in its structure, then it is also unlikely to contain those features later in its structure. The results for time on task indicate that sentences that are more accurately classified are also more quickly classified. We can presume that the quicker the decision, the less the processing necessary to make the correct decision. Thus, we did not observe a time/accuracy tradeoff.

Collectively, the results suggest that most sentences from the three genres can be accurately categorized in relatively few words and relatively little time. However, the variation within this accuracy suggests a continuum of sentence-categorization difficulty. That is, the first few words of sentences can often be sufficiently non-prototypical or ambiguous to reduce the likelihood of correct reader categorization. As such, it is feasible that the construction of the initial aspects of a sentence may significantly affect sentence processing, with less prototypical constructions causing readers to activate non-optimal schema.

### Computational Model

The results of our previous experiment (McCarthy & McNamara, 2007) provided evidence that genre identification could be accomplished with less than half the words of sentences. However, given such little

<table>
<thead>
<tr>
<th>Dependent Variable</th>
<th>Narrative</th>
<th>History</th>
<th>Science</th>
<th>F</th>
<th>Effect Size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Past tense verbs incidence</td>
<td>177.3 (168.12)</td>
<td>68.18 (136.01)</td>
<td>13.33 (65.98)</td>
<td>20.01***</td>
<td>0.23</td>
</tr>
<tr>
<td>Ratio pronouns/noun phrases</td>
<td>184.04 (167.93)</td>
<td>51.14 (119.51)</td>
<td>38.33 (105.42)</td>
<td>17.29**</td>
<td>0.20</td>
</tr>
<tr>
<td>Syllables incidence</td>
<td>3.7 (0.86)</td>
<td>4.89 (1.54)</td>
<td>4.94 (1.46)</td>
<td>13.21***</td>
<td>0.16</td>
</tr>
<tr>
<td>Plural nouns incidence</td>
<td>21.28 (82.36)</td>
<td>34.09 (97.31)</td>
<td>113.33 (173.14)</td>
<td>7.62**</td>
<td>0.10</td>
</tr>
<tr>
<td>Singular proper nouns incidence</td>
<td>70.92 (169.34)</td>
<td>136.36 (209.66)</td>
<td>20.00 (79.97)</td>
<td>6.22**</td>
<td>0.08</td>
</tr>
<tr>
<td>Age of Acquisition (content)</td>
<td>42.26 (107.92)</td>
<td>60.85 (146.39)</td>
<td>146.06 (201.49)</td>
<td>5.96**</td>
<td>0.08</td>
</tr>
<tr>
<td>Mean Meaningfulness</td>
<td>362.35 (68.78)</td>
<td>305.48 (99.77)</td>
<td>312.42 (79.97)</td>
<td>5.72**</td>
<td>0.08</td>
</tr>
<tr>
<td>Nouns, singular/mass (incidence)</td>
<td>83.33 (144.34)</td>
<td>87.12 (144.85)</td>
<td>178.33 (214.29)</td>
<td>4.71*</td>
<td>0.06</td>
</tr>
<tr>
<td>Minimum Meaningfulness</td>
<td>182.32 (204.01)</td>
<td>150.27 (199.39)</td>
<td>70.28 (155.74)</td>
<td>4.65*</td>
<td>0.06</td>
</tr>
<tr>
<td>Verbs: non-3rd person incidence</td>
<td>14.18 (68.01)</td>
<td>15.15 (70.24)</td>
<td>66.67 (134.69)</td>
<td>4.59*</td>
<td>0.06</td>
</tr>
<tr>
<td>Mean Imageability</td>
<td>345.62 (68.56)</td>
<td>296.79 (92.52)</td>
<td>319.00 (79.45)</td>
<td>4.21*</td>
<td>0.06</td>
</tr>
<tr>
<td>Cardinal numbers incidence</td>
<td>14.18 (68.01)</td>
<td>53.03 (123.33)</td>
<td>6.67 (47.14)</td>
<td>4.00*</td>
<td>0.06</td>
</tr>
<tr>
<td>Verb, past participle incidence</td>
<td>0.00 (0.00)</td>
<td>0.00 (0.00)</td>
<td>26.67 (91.35)</td>
<td>3.87*</td>
<td>0.05</td>
</tr>
<tr>
<td>Verb phrases incidence</td>
<td>253.19 (199.32)</td>
<td>147.73 (187.52)</td>
<td>168.33 (196.69)</td>
<td>3.82*</td>
<td>0.05</td>
</tr>
</tbody>
</table>

Note: *** \( p < .001 \); ** \( p < .010 \); * \( p < .050 \); SD appear in parentheses; effect sizes calculated as \( \eta^2 \)
discourse information, we examined whether a computational model based on only lexical and syntactic features (i.e., the information used largely by participants) provided similar results. If the model replicated the results found with humans, then it potentially provides evidence that participants use such sentential features when processing text. More specifically, if readers utilize shallow features to identify genre, this would suggest that readers may be making such categorization extremely early in the sentence. Identifying where and how participants are making their categorization thus informs theories of reading comprehension as well as research in reading strategies.

To address our computational question, we conducted a number of basic assessments, suitable for sentence level analysis, using the first three words of each sentence in the corpus. We selected the conservative size of the first three words of the sentences because this was the lowest average number of words for any of the groups: (i.e., the lower-skill group: $M = 2.98$ words, $SD = 1.24$). Our computational assessments included word frequency values (from the Celex data base), word information values (from the MRC data base), parts of speech frequency counts (based on the Charniak parser), and a syllable count.

To guard against issues of over-fitting and colinearity caused by applying multiple predictor variables, we followed established procedures of training and testing the algorithm (see Witten & Frank, 2005; McCarthy et al., 2007). The corpus was randomly divided into a training set (67%) and a test set (33%). Using the training set, we conducted an ANOVA to identify and retain only those variables that significantly distinguished the genre groups. We then conducted correlations among these variables and eliminated variables that presented problems of colinearity using $r \geq .7$; the variable with the higher univariate F-value was retained and the lower eliminated. Of the 16 remaining variables, the 14 with the highest univariate F-values were used in a discriminate analysis; there was an item to predictor ratio of 10:1 (see Table 4, above).

When the generated algorithm was applied to the test set data, the model significantly predicted accuracy ($\chi^2 = 22.48$, $p < .001$). The model also predicted the data set as a whole $\chi^2 = 88.20$, $p < .001$ (see Table 5). The results of the discriminant analysis suggest that the first three words of a sentence hold sufficient syntactic and word level information to significantly distinguish genre. The result is particularly impressive when considering the many constraints of the algorithm as opposed to those of the participants. First, the model is based on only the first three words of each of the sentences, whereas the accuracy of the participants includes the many instances where more than three words were used (indeed, the higher-skill group averaged closer to four words, 3.85, to correctly assess genre). Second, the algorithm included no predictors of world knowledge, which we can assume the participants would have. Thus, when participants see a number such as 1776 they are presumably more able to interpret this as an historical date. Third, even though word frequency was included as a predictor, the results are based on frequencies in general rather than genre specific. We can hypothesize that word information relevant to specific genres would enhance the accuracy of the prediction. For instance, we might assume that word information associated with science.

While we cannot claim that the model matches human performance, it is worth noting that the narrative precision evaluation for the test set (.74), all data (.73), and for participants (.71) are highly similar. Given that the human narrative precision variable correlated highly with reading skill ($r = .520$, $p = .002$), it is reasonable to assume that the computational model might reflect some aspects of reader strategy, at least in its propensity to correctly reject non-narrative decisions for narrative sentences. Additionally, the model’s false alarms for narratives were similar to those decisions made by humans: that is, false alarms were less likely to be science decisions (History = 11; Science = 6).

**Discussion**

In this study, 22 participants identified the sentence genres of 210 sentences. The results indicated that both higher- and lower-skilled readers used about three words to accurately identify genres. Two primary variables related strongly to participants’ reading ability: Narrative-precision and Time on Task for the 3rd word (i.e., typically the decision making word). Thus, higher-skilled readers are less likely to think a sentence is a narrative when it is not, and they also require less time to make their decisions.

<table>
<thead>
<tr>
<th>Test set</th>
<th>Recall</th>
<th>Precision</th>
<th>F1</th>
<th></th>
<th>Recall</th>
<th>Precision</th>
<th>F1</th>
<th></th>
<th>Recall</th>
<th>Precision</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Narrative</td>
<td>0.61</td>
<td>0.74</td>
<td>0.67</td>
<td>0.23</td>
<td>0.33</td>
<td>0.27</td>
<td>0.60</td>
<td>0.38</td>
<td>0.46</td>
<td></td>
<td></td>
</tr>
<tr>
<td>History</td>
<td>0.67</td>
<td>0.73</td>
<td>0.70</td>
<td>0.46</td>
<td>0.52</td>
<td>0.49</td>
<td>0.71</td>
<td>0.59</td>
<td>0.65</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Science</td>
<td>0.85</td>
<td>0.71</td>
<td>0.77</td>
<td>0.71</td>
<td>0.76</td>
<td>0.72</td>
<td>0.68</td>
<td>0.87</td>
<td>0.76</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The results of this study combined with our pilot study (McCarthy & McNamara, 2007) provide intriguing results. The results suggest 1) that a wide range of readers can accurately categorize genres at the sub-sentential level; 2) that as few as the first three words of a sentence may be all that is required for that assessment to occur; 3) that genre recognition may be indicative of reader ability; and 4) that features such as time on task, accuracy, and word count may be the indicators of reading ability. Further, the computational modeling results suggest that lexical and structural sentence features of just the first three words can also significantly classify sentences by genre. This result may help better identify prototypical and non-prototypical sentences in text. Such a model would also be useful for various computational procedures such as text mining, automatic summarization, and automatic web-genre classification.

The research presented here offers an interesting and promising direction toward a better understanding of how genre knowledge is represented and subsequently activated. We plan to use this knowledge to better establish our genre identification paradigm as an assessment of reading skill, and even as a possible intervention for reading development. This future research will need to consider such aspects as prior knowledge as well as consideration of which words in the sentences are selected for assessment; that is, do sentence endings have the same effect as sentence beginnings? While much remains to be done, the results presented here offer an exciting new perspective on the nature of text and the possibilities of reading skill assessment.
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