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1 Introduction

As scientific communication of uncertainty information intended for a broad audience becomes increasingly common, researchers frequently utilize visualizations to communicate that uncertainty [93]. Although the term uncertainty has varying meanings across domains (for an expanded discussion, see [85]), in this paper, we focus on quantified uncertainty, such as in distributions. Unfortunately, reasoning with uncertainty presents difficulties for many people [55]. Correctly interpreting even common uncertainty visualizations, such as confidence intervals, is challenging for novices and trained experts alike [8].

With the rising interest in uncertainty communication, researchers have conducted a growing number of empirical studies to identify which uncertainty visualization techniques best support decisions with uncertain data (for reviews, see [43, 73]). This research provides evidence both that uncertainty visualizations support numerous types of judgments (e.g., [19, 20, 42, 53, 57, 84]) and that uncertainty visualizations can produce systematic biases (e.g., [8, 46, 75, 77]). Recently, however, prominent scholars in the field have questioned the utility of uncertainty visualizations compared to textual expressions of uncertainty [46]. As criticisms, they cite studies that find no difference between textual and visualized expressions of uncertainty (e.g., [45, 62, 65]), differences that are ameliorated with a longer time to complete the task [17], and biases that uncertainty visualizations produce (e.g., [8, 46, 65, 72, 75, 86]). Given that situations exist where the advantages of uncertainty visualizations become less clear and that some uncertainty visualizations produce biases, these researchers postulate that textual expressions of uncertainty may be preferable in certain cases [46].

The debate regarding the utility of uncertainty visualizations compared to text, however, remains unsettled. Some studies that have compared text to uncertainty visualizations predate the development of more efficacious distributional uncertainty visualization techniques,
such as quantile dotplots [53], in which dots represent discrete probabilities in a distribution; hypothetical outcome plots (HOPs) [44], in which samples from the distribution are shown in an animation; value-suppressing uncertainty palettes [20], in which uncertainty is mapped onto a separate color dimension from value; and distributional ensemble plots [56], in which model runs are redrawn to more concisely represent the distribution. The few studies conducted after the development of these techniques that found no differences between visualizations and text (e.g., [62, 65]) also did not include these newer uncertainty visualization approaches in their evaluations.

Reliance solely on task accuracy, the most common evaluation metric for uncertainty visualizations (utilized in 36% of studies; [43]), may contribute to the inconsistent findings. Accuracy alone may not detect all meaningful differences among uncertainty communication techniques in simplified versions of real-world tasks. Considering additional metrics along with accuracy, such as the time to complete a task, can improve the precision of evaluations. Speed and accuracy, however, often exhibit a trade-off where an individual’s performance improves when taking longer to complete a task, producing complex covariance (for a review, see [38]). Within visualization research, some have advocated for a converging methods approach (i.e., using multiple observations of uncertainty beyond speed and accuracy) to provide evidence for a visualization’s utility [71, 74]. Scholars have also recommended incorporating individual differences (e.g., [34, 35, 74]), which quantify how different people vary in given abilities, such as graph literacy [69].

Two evaluation metrics less commonly found in uncertainty visualization research are the NASA Task Load Index (NASA-TLX), a standardized and psychometrically validated measure of subcomponents of workload (e.g., mental effort, physical effort, time pressure, performance, difficulty, and frustration [36, 37]), and working memory. Working memory consists of multiple subcomponents as well, each of which stores a finite amount of information in the mind for a short period of time. It is a limiting factor in the amount of mental effort that can be allocated to a given task and has been studied by researchers in psychology and cognitive science for decades (e.g., [5, 7, 21, 63, 74]). Theoretical work has recently suggested that working memory is likely the cognitive mechanism that produces reasoning errors with uncertainty visualizations (for a review, see [71]). As with other abilities (e.g., maximum running pace), individuals differ in their average capacity to utilize working memory (i.e., working-memory capacity) [23, 47]. Individuals with lower working-memory capacity have fewer cognitive resources available to complete demanding tasks. Thus, if participants with low-working-memory capacity show worse performance with some uncertainty communication techniques compared to others, we would have indirect evidence that the poor-performing uncertainty communication techniques require more working memory [71].

1.1 Overview

In this publication, we present an online evaluation of one-dimensional (1D) uncertainty communication techniques using the NASA-TLX (i.e., a measure of perceived workload [37, 92]) and a measure of individual differences in working-memory capacity (described in, Section 2.4.2). We employ both measures to compare the effort required by quantile dotplots [53], density plots, interval plots, visualizations with no uncertainty (showing only point estimates of means, as a control), and textual expressions of uncertainty shown in tables (see Figure 1). The stimulus types were selected to represent specific categories of uncertainty communication, which will be discussed in Section 2.

As a preview, our results demonstrate that for individuals with high-working-memory capacity, quantile dotplots evoke reliably better performance than densities, intervals, means, and text. Also, high-working-memory capacity individuals report less effort when using quantile dotplots than densities, intervals, and text. For individuals with low-working-memory capacity, quantile dotplots produce better performance than means and text, while densities perform better than intervals, means, and text. These results suggest that high- and low-working-memory individuals perform equally well with densities, but that those with high-working-memory capacity gain further advantages with quantile dotplots, performing certain tasks more accurately and more easily.

As its primary contribution, this work provides additional evidence for claims that modern distributional visualizations outperform textual descriptions of uncertainty, while also reproducing and recontextualizing recent work that challenges similar claims [46]. This work also begins to characterize differences among uncertainty communication techniques related to effort, which highlights differences in generalizability. Additionally, our approach is one of the first to consider individual differences combined with effort in the context of uncertainty communication. As a secondary contribution, we also provide a previously psychometrically tested, easy-to-use online individual-differences measure of working memory and a language-independent online version of the NASA-TLX that future visualization researchers can use to evaluate impacts on working memory and perceived effort.

2 Related Work: Uncertainty Visualization

When communicating uncertainty in 1D data, visualization practitioners commonly use graphic annotations to communicate distributional properties, such as confidence or credible intervals and distributional moments [73]. As illustrated in Figure 1, graphic annotations of uncertainty can either summarize the data via distributional moments, such as means and confidence intervals, or depict the full distribution in a more expressive way, such as with quantile dotplots or density plots.

2.1 Summary annotations

A substantial body of research shows that summary annotations produce numerous errors [8, 45, 46, 75, 77] that afflict both experts and novices [8] and can be invariant to training [10] (for a review, see [71, 73]). One theory proposes that summary annotations that use boundaries, such as error bars, create artificial conceptual categories that produce consistent errors [73]. For example, the Cone of Uncertainty produced by the National Hurricane Center depicts a 66% confidence interval around a mean forecasted hurricane path. The interval leads viewers to believe that areas inside the cone are in a perceived “danger zone” because the boundaries of cones create conceptual delineations of safe and dangerous areas [77, 84] (see also, [61]). However, the 66% confidence interval is not an inherently meaningful indication of danger. Viewers’ beliefs about which areas are in the danger zone would change if the designers decided to instead plot a 65% or 95% confidence interval around the mean predicted hurricane path. Similar findings where visual boundaries equal conceptual categories occur with error bars [8, 40, 66] and visualizations showing the mean of a probability distribution [66].

2.2 Distributional annotations

Mounting evidence suggests that distributional uncertainty visualizations evoke improved performance compared to summary visualizations [19, 27, 42, 48, 49, 53, 77, 84], text communicating distributional information, and visualizations with no uncertainty [27]. Using distributional visualizations to convey distributional data has important benefits. Distributional visualizations are more expressive and provide a more thorough representation of the data. In contrast, summary visualizations such as confidence intervals can mask important data features, such as skewness or kurtosis. Providing viewers with a more accurate representation of the data with distributional visualizations may also require viewers to consider the uncertainty in the data rather than ignore it [44, 48]. Distributional visualizations may also help viewers avoid the categorical thinking often observed with summary statistics [10].

2.3 Frequency Framing

Beyond the usability advantages of more expressive distributional uncertainty visualizations, some also employ frequency framing (e.g., 1 out of 10) rather than probability framing (e.g., 10%), which has additional advantages. In empirical studies, frequency framing visualizations consistently perform as well as or better than all other tested techniques (e.g., [25–27, 29, 32, 42, 53, 89]). The three most common frequency framing visualizations are quantile dotplots [53], HOPs [44], and icon arrays that use icons to convey ratios (e.g., 1 of 10 icons) [29]. Frequency framing theory proposes that we experience probabilities as frequency in our daily lives [31]. For example, when driving to work,
one might hit traffic on a particular route four out of five times and decide to take another route. Not everyone would conclude that they will experience traffic on that route 80% of the time. Scholars propose that frequency-framing visualizations such as quantile dotplots show consistently superior performance because they express uncertainty in a way that matches how most people experience probability [31]. Due to this intuitiveness, frequency-framed visualizations may require less effort when used in a visualization task [71].

When comparing modern distributional uncertainty visualizations, a winner is not always clear because some techniques show superiority only for specific experimental conditions. Whereas studies find that quantile dotplots outperform density plots most of the time [27, 48, 53], in some conditions quantile dotplots perform only as well as various other distributional plots, including density plots [27, 48]. We argue that part of this inconsistency is due to standard metrics not being sufficiently sensitive to detect meaningful differences in effort. Part of the inconsistency could also relate to differences in population targets, which recording individual differences would help to address.

2.4 Evaluations of effort in uncertainty visualization

Visualization researchers, particularly those in cartography and geographic information systems mapping, have a history of interest in the effort required by uncertainty visualizations. In a review of empirical uncertainty visualization evaluations, 7.8% of studies evaluated proxies of effort (e.g., intuitiveness, effectiveness, and helpfulness) [43]. For example, seminal work examined the intuitiveness of visual encodings of uncertainty and found that participants rated fuzziness, location, value, arrangement, size, and transparency to be more intuitive for expressing uncertainty than a large set of other uncertainty encodings [58]. Intuitiveness may be inversely correlated with effort. From a Human-Computer Interaction (HCI) perspective, systems that match the real world can build an experience that feels more intuitive [68] and are therefore less effortful to use [9]. This approach seeks to minimize the use of voluntary effort and leverage learned, automated, natural responses, which do not increase subjective effort [50].

Other uncertainty research has explored potential proxies for effort. One study found that both novices and experts reported that urban growth uncertainty-geospatial visualizations were not too difficult or too complex to use [4]. Other studies asked about the effectiveness [22] and helpfulness [24] of maps with uncertainty. Although these works did not explicitly ask about effort, feedback about the difficulty and complexity of a task or the effectiveness and helpfulness of an uncertainty visualization may capture components of effort.

Uncertainty visualization researchers have also sought to measure aspects of effort more directly. In one study, researchers asked participants to report on multiple aspects of effort with questions about the ease of data lookup, ease of identifying the uncertainty, and degree of visual overload in uncertainty visualizations of volumetric data [67]. When comparing new glyph techniques to previously established methods, the researchers found some advantages for each technique but no definite superior approach [67]. One of the limitations of this study and other work that considers indirect measures of effort (e.g., [4, 22, 24, 58, 67]) is that how effectively the questions measure effort is unclear, which could be one source of the variability across findings.

2.4.1 NASA-TLX

Standardized measures of effort exist [37, 74], some of which are commonly used in HCI and Human Factors (e.g., [15, 74, 78]). For example, the NASA-TLX has been utilized far beyond its original domain of aviation research for over 30 years (e.g., [28, 33, 36]). Because many different factors may contribute to workload, evaluating several of them individually is more precise than a single global evaluation of workload. The NASA-TLX has a standard set of six rating scales for workload [54] (see Figure 2). The factors that influence an experience of workload may come from the task itself, the participants’ feelings about their performance, how much effort they put in, or the stress and frustration they feel. The workload evoked by different task elements may change as participants get more familiar with a task, perform easier or harder versions of the task, or move from one task to another.

Physical components of workload are relatively easy to conceptualize and evaluate. The mental components of workload, however, can be more difficult to measure [16].

The NASA-TLX is suitable for visualization research because it can be conducted efficiently either online or in-person after a visualization task. Therefore, various HCI studies have used the NASA-TLX to examine applications that include uncertainty visualizations [12, 81–83]. Researchers found that street map applications that incorporate uncertainty visualizations require lower mental demand and effort than those without uncertainty [12], but did not find differences in task accuracy. Another study found no difference in performance or workload for experts using an interactive map showing sensor data with and without uncertainty [83]. However, follow-up work found that experts experience less mental demand, physical demand, temporal pressure, required effort, and frustration than the general public when using interactive sensor maps with uncertainty [82]. This finding illustrates how different groups of people may experience different workload levels.

2.4.2 Individual differences in working memory

Working memory is a multicomponent system [21] that can influence most visualization decision-making processes [72]. Prior work has determined that working-memory capacity impacts accuracy when using 1D uncertainty communication, although the study did not compare the working memory demands of different uncertainty communication techniques [34]. Other work has compared the working memory demands of multiple visualizations that did not include uncertainty. For example, Zhu and Watts [98] demonstrated that using certain types of network diagrams increased difficulty specifically for individuals with low-working-memory capacity. This approach is noteworthy because the findings reflect real differences in users’ abilities [27] that should be considered in visualization design. Finding that a visualization is easier for people with low-working-memory capacity suggests that it requires less working memory.

One of the common methods used to measure individual differences in working memory is an operation span (OSPAN) task [23, 70] (for a pictorial OSPAN task, see Figure 3). In the original OSPAN task, participants must simultaneously try to remember sequentially presented words in their correct order while solving simple math equations [18, 70, 87]. OSPAN tasks require participants to hold information in their mind for a short period and measure how many items they can maintain while simultaneously retrieving and manipulating other information [5, 6]. As illustrated in Figure 3, the OSPAN we used shows participants a sequence of images that they must remember and
recall. At the same time, participants must also complete simple math problems to make sure that they are not rehearsing the sequence of images in their mind, which involves a different cognitive mechanism.

2.4.3 Converging measures

Converging measures matter because assumptions are associated with each outcome metric that could be compared to evaluate visualizations. For example, Hart and Staveland, in their NASA-TLX conceptual framework [37], describe three categories that relate to overall perceived workload: task imposed workload, operator behavior, and performance. Metrics of performance, such as speed, accuracy, and reliability, are observable by researchers and users. With direct feedback, visualization users can modulate their amount of effort to achieve desired goals, which is a change in user behavior. We have previously discussed how effort and accuracy are not perfectly correlated, which previous literature demonstrates [83]. Therefore, a measure of performance and a measure of effort (e.g., workload) would provide a clearer explanation of a visualization’s efficacy. Finally, users’ behavior could be better understood by having a measure of users’ capabilities (e.g., working-memory capacity), which would improve predictions about the efficacy of visualizations for specific target audiences. With converging measures, we can collect metrics for the components that can influence the others within this conceptual framework.

3 METHODS

The goal of the current work was to learn about the effort required by four uncertainty communication techniques (quantile dotplots, density plots, 95% confidence interval plots, and textual expressions of uncertainty in a table) compared to a control condition where no uncertainty information was present (mean plot). We selected quantile dotplots to represent distributional uncertainty visualizations that use frequency framing because studies consistently find they evoke better performance than other tested techniques [27, 48, 53]. We selected density plots to represent the category of distributional visualizations that do not use frequency framing since researchers have also previously tested this technique [27, 53]. Other effective distributional visualizations include violin plots [19], but we opted for densities since they are visually more similar to quantile dotplots and thus make for a more direct comparison. We selected 95% confidence intervals (95% CIs) to represent summary visualizations of uncertainty, as opposed to boxplots or other types of intervals, because numerous studies have evaluated their efficacy [8, 19, 41, 77, 84], and they are common in scientific communication. We did not include the mean in the 95% confidence interval plot because recent work has found that it can bias viewers’ judgments [48]. We also created a text table to display 95% confidence intervals with the mean, representing textual expressions of uncertainty as a category.

Here, we included the mean since no prior work suggests that textual means bias readers’ judgments. Finally, as a control, we included a visualization of the mean, to determine whether the results were driven by visualization generally rather than uncertainty visualization.

The experiment consisted of five online conditions, each utilizing one of the five aforementioned communication techniques and taking approximately 20 minutes to complete. The online survey software Qualtrics [1] randomly assigned each participant to complete one of the five conditions. Our goal was to collect 150 participants per condition from the Prolific [2] online population. A few more participants were collected per condition to account for those who had been excluded due to failing one or more of four criteria: duplicate IP addresses (n = 4, one for density and text, one for density and dots), failing the Qualtrics fraud detection criteria [3] (n = 11), accuracy below chance (i.e., 50% or 15 of 30) on simple math True/False questions (n = 2), or remembering less than 10% (i.e., 3 of 30) of the objects in the working memory task (n = 1) (described in detail in Section 3.1.1). We interpreted below chance performance or identifying 3 of 30 objects correctly as participants not paying attention to the task. The full sample included: quantile dotplots n = 151, density plots n = 154, interval plots n = 152, mean plots n = 151, text tables n = 153; total n = 761. The analysis excluded four participants from the quantile dotplot group (n = 147 remaining), seven from the density plot group (n = 147 remaining), three from the interval group (n = 149 remaining), one from the mean group (n = 150 remaining), and three from the text group (n = 150 remaining).

The analysis described in Section 3.3 includes 743 participants in total (Female = 354, Male = 362, nonbinary/third gender = 22, Prefer not to say = 1). Prefer to self-describe = 4; Age M = 31.55, SD = 11.66). All participants were paid in accordance with minimum wage laws for agreeing to participate, were at least 18 years old, and were not allowed to participate in more than one condition. Before beginning the study, participants read and agreed to an IRB-approved consent form.

3.1 Procedure and Tasks

The study consisted of three main parts:

1. After providing consent, participants completed a pictorial OSPAN adapted for online use [70] (see, Figure 3).
2. Participants completed an established uncertainty-visualization resource-allocation task where they assumed a risk manager’s role [76]. Provided with information via one of the five communication techniques (see Section 3.2), participants determined how to allocate resources for preparatory risk reduction measures.
3. Participants completed the NASA-TLX [60, 92]. Subsequently, Qualtrics prompted participants to describe the strategy they used in as much detail as possible in a text box. Next, they answered a series of demographic questions and questions to determine graph literacy [69]. Finally, participants were told how they performed on the resource allocation task.

Supplemental materials for this work, including the Qualtrics versions of the online OPSAN and NASA-TLX tasks, scoring scripts, links to examples of each task, each stimuli, and our analyses, can be found at: https://bit.ly/3wmHtM3.
3.1.1 Individual-differences working-memory measure
We created an online version of a shortened OSPAN (i.e., the individual-difference measure of working memory), based on [70]. As illustrated in Figure 3, participants were shown a sequence of images to remember and recall, interspersed with simple math problems they were required to solve. After reading the instructions, participants completed two practice trials of remembering and recalling a sequence of two images, two practice math problems, and two practice OSPANs that required remembering images and solving math problems simultaneously. In the OSPANs, participants viewed a simple black-and-white silhouette of a common item for one second. During that time, the mouse disappeared, and participants could not progress to the next page. The page progressed automatically after one second. Then a math problem appeared on the screen for five seconds, after which the page, again, progressed automatically. Participants then judged whether a solution to a math problem was true or false and clicked next. The test repeated displaying an image, then a math problem, followed by a true or false question about the math problem a set number of times (twice for the practice trials and 4, 5, or 6 times for the working-memory measure). The term n-SPAN (e.g., 4-SPAN) refers to the sequence occurring n times. At the end of each OSPAN, participants recalled the order in which the images appeared by clicking on images in a 4 x 3 grid. For the individual-difference measure, participants completed 4-, 5-, and 6-SPANS two times each in random order.

Scoring of the OSPANs begins by adding together the number of times during the recall phase that participants correctly selected an item in the order it was shown. For example, in the 4-SPAN condition, participants were subsequently shown a house, an apple, an umbrella, and a frog. Participants who selected the house, then the apple, then the frog received one point for the house and one point for the apple for a total of two out of four possible points. A perfect score across all six OSPANs totaled 30 out of 30 items selected in the correct order; 96 participants achieved this score. These initial scores were then weighted by multiplying the participants’ proportion of correct True-or-False math-problem responses. For example, if participants answered all of the math problems correctly, their total score would not change (i.e., it would be multiplied by one; 43 participants achieved perfect scores), but if participants answered only 50% of the math problems correctly (i.e., chance performance; zero participants received this score), their score would be cut in half. This scoring method ensures that participants who performed poorly or ignored the math problems in favor of maintaining the OSPAN items in memory did not receive a strategic advantage in their working-memory score. Participants were divided into high- and low-working memory groups via a median split in line with previous working-memory research [30,94]. The online version of this short OSPAN working-memory measure and the R script for scoring are available in the supplemental materials.

3.1.2 Uncertainty visualization task
This study employed a previously established task [76] in which participants assumed a risk manager’s role and had to decide when to allocate funds from a virtual budget for risk mitigation actions in Peru. The instructions detailed that alpacas in Peru have died from cold temperatures below 32°F. The participants’ task was to determine when to give aid only at or below 32.97°F. For simulated forecast data with low variance (as defined by the data generation procedure described in Section 3.2), the optimal strategy is to give aid only at or below 32.97°F. For simulated forecast data with medium variance, it is optimal to only give aid at or below 33.94°F and for data with high variance at or below 34.90°F. These strategies resulted in a scoring guide where the correct answers were to issue aid for data with low variance from 31-32°F, with medium variance from 31-33°F, and with high variance from 31-34°F.

3.1.3 NASA-TLX
We used the NASA-TLX [37, 60, 92] (see Figure 2) to examine participants’ workload experiences. Participants reported on the workload they believed the uncertainty visualization task evoked by clicking on each of the six scales at the point that matched their experience. Recently, researchers have advocated for independently assessing the NASA-TLX subscales rather than assessing overall workload [28]. In line with these recommendations, we report on each subscale in our results (see Section 3.3.2). Also, as with the individual-differences working-memory measure, an online version of the NASA-TLX is available in the supplemental materials.

3.2 Stimuli Generation
The stimuli in this experiment were generated within R [80] using the packages ggplot2 v. 3.3.0 [90], tidybayes v. 2.0.3 [51], ggdist v. 2.4.0 [52], and stats v. 4.0.3 [80]. We simulated the forecast data using the rnorm function to generate 100,001 random deviates, with specified means (31, 32, 33, 34, 35, 36) and standard deviations (1, 2, 3). This simulation resulted in 18 data sets with normal distributions. As noted in Section 3.1.1, for each communication technique, 18 stimuli were generated using these 18 simulated data sets. We used functions within ggdist to visualize the probability density information for quantile dotplots, density plots, and 95% CI plots. For the quantile dotplots, each dot represents a one out of 50 chance that the nighttime low will
be a particular temperature. Studies have determined that viewers can effectively interpret quantile dotplots with 50 dots [53]. For the mean plot, we used ggplot2 to display each mean temperature. We created the text tables in Adobe Illustrator, using the mean of each data set along with the upper and lower confidence intervals. The full stimulus set is available in the supplemental materials.

Along with each stimulus, the trials included a brief description of the corresponding communication technique. For the quantile dotplots, “Each dot in the forecast represents a 1 out of 50 chance.” For the density plots, “The tallest peak on the curve represents the most likely nighttime low.” For the 95% CI plots, “The forecasters are 95% confident that the nighttime low will be in the range shown by the grey bar.” For the mean plots, “The vertical line shows the mean forecasted nighttime low temperature.” Finally, for text tables, “Forecasters are 95% confident that the night time low will be between the upper and lower confidence intervals (95% CIs).”

3.3 Analysis

In the following analyses, we examined the effects of uncertainty communication techniques on both accuracy and perceived effort in a resource allocation task for individuals with high- and low-working-memory capacities. We analyzed both accuracy (see Section 3.3.1) and perceived effort (see Section 3.3.2) in multiple Bayesian regression models using R and the tidyverse v. 1.2.1 [91], brms v. 2.13.0 [13], and tidybayes v. 2.0.3 [51] packages.

Bayesian modeling is appropriate for mixed designs and has the crucial advantage of yielding posterior distributions. Researchers can visualize posterior distributions using distributional visualization techniques instead of the error bars typical in frequentist statistics. To interpret Bayesian results, readers should consider both the credible intervals and posterior distributions. Any 95% credible intervals that do not include zero provide reliable evidence that a difference exists between the comparison groups. In this paper, we do not report “significant” effects common with frequentist statistics because scholars have called into question the validity of this characterization of findings [88]. Instead, we present degrees of evidence of reliable effects. Readers can visually see the effect’s size by noting the distance of the confidence intervals from zero and the relative differences between posterior distributions. Posterior distributions show each condition’s relative effects after controlling for all other items in the model. Brackets (e.g., []) in the analysis contain 95% Bayesian credible intervals, and all measures of central tendency (M) are medians of the posterior distribution.

Our accuracy model was a Bayesian multilevel logistic regression that included accuracy (coded as 0 = incorrect, 1 = correct) as the response variable. We included the fixed effects of communication technique (with quantile dotplots as the referent), working-memory group, the interaction between communication technique and working-memory group, variance in the forecast data (variance), forecast mean temperature, and graph literacy. We included random slopes for variance and temperature and a random intercept for each participant. We believed it was essential to control for the effects of variance, temperature, and graph literacy as covariates, but they were not central to our research question. We thus centered variance, temperature, and graph literacy to interpret the other effects in relationship to the average effects of these covariates. In the following sections, we report only on the effects of visualization communication technique and working-memory group, but note that these effects are above and beyond the effects of variance, temperature, and graph literacy (detailed in supplemental materials). The results produced by this model were in the form of log-odds that we converted to probabilities for easier interpretation.

For perceived effort, we conducted a sequence of Bayesian linear regression models with each NASA-TLX factor as the outcome measure. We included the communication techniques, working-memory group, the interaction between communication techniques and working-memory group, and centered graph literacy as predictors in each model. As in the prior model, graph literacy was considered a covariate.

We used qualitative analysis of self-reported strategies to identify ways participants’ resource allocation judgments varied across the working-memory groups and communication techniques. Our motivation for collecting self-reported strategies was to understand the viewers’ considerations when making their judgments and how the visualizations’ designs impacted their interpretations of the data. One of the investigators read all 743 open-ended responses and coded each for four predefined strategies as detailed in Section 3.3.3.

3.3.1 Accuracy

The accuracy for each visualization communication technique and working-memory group is shown in Figure 5. The left column of Figure 5 shows 95% credible intervals for the comparisons between high- and low-working-memory groups viewing each communication technique. The right column depicts posterior distributions that show the accuracy for each group as the probability of a correct response. Figure 5 is also broken down by data variance — low variance (M = 86.26%, [82.14, 90.07]), medium variance (M = 82.69%, [78.15, 87.33]), and high variance (M = 78.49%, [72.97, 83.94]) — to show the relative increase in accuracy when less certainty is associated with the data. We found no interactive relation between data variance and visualization technique (i.e., the effect of variance was the same for each communication technique), but we included variance in the figure for thoroughness.

Across the working-memory groups, participants viewing quantile dotplots (M = 86.16%, [84.48, 87.76]) reliably performed more accurately than participants viewing intervals (M = 82.63%, [80.83, 84.53]), means (M = 79.16%, [76.97, 81.09]), or text (M = 80.93%, [78.97, 82.81]). Participants viewing densities (M = 84.94%, [83.20, 86.65]) performed more accurately than participants viewing means or text. We did not find reliable evidence for a difference between quantile dotplots and density plots. This finding replicates prior work showing that distributional uncertainty visualizations outperform summary annotations of uncertainty, text of summary statistics, and visualizations with no uncertainty [27]. Intervals were also slightly more accurate than mean plots. Otherwise, we found no evidence for a difference in accuracy between interval plots, text tables, and mean plots, which also replicates prior work that reports no difference between these uncertainty communication techniques and text (for a review, see [46]). Together, these findings highlight the importance of testing a wide range of uncertainty visualizations, including modern distributional techniques, to avoid presenting uncertainty visualization findings in overly broad strokes.

There was also an effect of working-memory group for quantile dotplots and mean plots (seen in Figure 5 where the 95% credible intervals do not include 0, denoted with **). These effects provide evidence that individuals with higher working-memory capacity had better performance than those with lower working-memory capacity when viewing either quantile dotplots and density plots. The results also revealed a reliable interaction between uncertainty communication technique and working-memory group (log odds: b = 0.37, [0.1, 0.74]). We computed the same model as previously described to breakdown the interaction but only with participants in the high- or low-working-memory groups. The credible intervals for the between-visualization comparisons are shown in Figure 6 (left for high working-memory and right for low working-memory). For participants with high-working-memory capacity, quantile dotplots (M = 88.84%, [86.10, 90.37]) produced reliably better performance than all the other techniques (see Figure 6a): densities (M = 84.84%, [82.24, 87.21]), intervals (M = 84.58%, [81.97, 87.06]), means (M = 81.36%, [78.62, 84.17]), and text (M = 81.71%, [78.95, 84.44]). This finding adds nuance to the efficacy of quantile dotplots by suggesting that the people who benefit the most from this technique have sufficiently high-working-memory capacity to capitalize on the additional frequency information.

For individuals with low-working-memory capacity, quantile dotplots (M = 84.63%, [82.19, 88.05]) and densities (M = 85.85%, [83.45, 88.04]) produced better performance than means (M = 78.07%, [75.03, 81.02]) and text (M = 80.85%, [78.00, 83.46]). Densities also produced better performance than intervals (M = 81.47%, [78.77, 84.08]). If a visualization designer is interested in using uncertainty visualizations useful for individuals with low-working memory, this finding suggests that either quantile dotplots or density plots would be equally appropriate. However, given that quantile dotplots also meaningfully improve
performance for individuals with high-working-memory capacity, our work indicates that quantile dotplots are the most efficacious uncertainty communication technique out of those we tested.

### 3.3.2 Perceived Workload

The main effects for each subscale of the NASA-TLX for each visualization communication technique and working-memory group are shown in Figure 7. As indicated by the 95% credible intervals that do not include zero (also denoted by **), we found a relatively consistent working memory effect for each visualization and each subscale of the NASA-TLX (c.f., temporal demand). This finding provides evidence that, on average, individuals with lower working-memory capacity perceived the resource allocation task as more effortful than those with high-working-memory capacity.

Specifically, the results revealed an effect of working memory for **perceived effort** \((b = -2.44, [-3.74, -1.20])\) and **mental demand** \((b = -1.86, [-3.03, -0.64])\). Participants with lower working-memory capacity reported more **effort** \((M = 12.14, [10.76, 13.70])\) and **mental demand** \((M = 10.59, [9.33, 12.62])\) compared to those with high-working memory \((effort: M = 10.58, [8.17, 13.02]; mental demand: M = 9.51, [7.83, 11.33])\). Participants in the low-working-memory group \((M = 8.42, [7.24, 10.19])\) also reported worse **performance** \((b = -1.59, [-2.74, -0.46])\) than those in the high-working-memory group \((M = 7.08, [5.71, 8.60])\). Further, participants in the low-working-memory group \((M = 7.80, [6.69, 8.92])\) reported higher **frustration** \((b = -2.96, [-4.18, -1.72])\) than those in the high-working-memory group \((M = 5.48, [4.06, 6.92])\).

When examining the average effects for both high- and low-working-memory groups, our results demonstrated that participants’ **perceived effort** was reliably lower \((b = 1.57, [0.20, 2.94]; b = 1.34, [0.20, 2.51])\) for quantile dotplots \((M = 10.39, [8.17, 12.30])\) compared to intervals \((M = 11.71, [10.11, 13.40])\) or text \((M = 12.75, [11.41, 14.02])\). This finding is noteworthy in combination with the finding that participants had greater accuracy when using quantile dotplots compared to text for both working-memory groups. Participants also found view quantile dotplots \((M = 9.72, [8.40, 11.08])\), density plots \((M = 9.89, [8.51, 11.22])\) and interval plots \((M = 10.32, [8.98, 11.66])\) were less **mentally demanding** than viewing textual expressions of uncertainty \((M = 11.20, [9.91, 12.52])\); respectively: \(b = -1.47, [-2.54, -0.40]; b = -1.48, [-2.83, -0.15]; b = -1.31, [-2.67, -0.01])\. This finding provides additional evidence that certain visualizations meaningfully offload cognition onto the visual system, making judgments with visualizations less mentally demanding than those made with text.

In terms of **perceived performance** (see Figure 2, noting the reverse coding where low numbers indicate perfect performance and high numbers denote failure), participants viewing quantile dotplots \((M = 7.17, [5.77, 8.52])\) and means \((M = 7.36, [5.97, 8.70])\) reported feeling more successful in accomplishing their task \((b = -1.65, [-2.88, -0.41]; b = -1.17, [-2.14, -0.21])\) than participants viewing text \((M = 8.53, [7.16, 9.86])\). Although this finding makes sense for quantile dotplots, why participants viewing mean plots were so confident in their performance is unclear. Without uncertainty information, enough information may not be available to evaluate performance accurately. Conversely, for quantile dotplots, the frequency framing increases the viewer’s confidence in the decision if they are able to more readily understand the additional information. At no point did any participants receive feedback on any task before completing the NASA-TLX.

Densities and intervals do not show consistent differences between working-memory groups in the NASA-TLX or in accuracy. Given that density plots had greater accuracy than intervals and working-memory capacity had no significant impact on their accuracy or perceived mental demand, density plots are an ideal visualization choice for viewers across working-memory capacities. However, visualization designers could further advantage high-working-memory-capacity individuals with superior performance and less effort by utilizing quantile dotplots and expect similar performance and effort to densities with low-working-memory viewers.

### 3.3.3 Self Reported Strategies

To examine participants’ strategies, we first reviewed previously collected responses from an earlier pilot study run on Amazon’s Mechanical Turk. Although the open-ended responses were sparse, we observed three unique strategies: 1) uncertainty-aware strategies which used words like variability, spread, and uncertainty; 2) strategies that used deterministic rules, such as the confidence intervals including 32°F; and 3) feeling deeply for the alpacas and making risk-averse budget allocation judgments to protect them (i.e., always issue aid).
We used the **deterministic strategy** code when participants reported a thought process that was less about the uncertainty in the forecast and more about particular data points, such as the mean or the freezing temperature (32°F). A deterministic strategy highlights when participants tend to ignore uncertainty in their interpretation. An example of the deterministic strategy from a participant in the density plots group was, “If the temperature hit 32 or was below that I issued blankets, if it was over 32 or barely touched it, I didn’t give them blankets.”

We selected the **alpaca-preservation strategy** because we observed that animal lovers might have a bias toward saving the alpacas. Such a strategy is not entirely surprising. We selected this task hoping to maximize participants’ incentives to do their best by using a context that some people may care about and paying extra based on performance. An example of the alpaca-preservation strategy from a participant in the density plots group was, “Why would I want to save money to line my own pockets? The alpacas take the higher priority.”

The **indeterminate** code was used when participants did not show signs of using any particular strategy. Some participant responses simply fail to include useful strategy information. An example of an indeterminate-strategy response from a participant in the density plots group was, “I used the graphs.”

Notably, some responses used a mix of strategies. For example, the following participant in the density plots group used both the uncertainty and the alpaca-preservation strategies, “As a Buddhist, I do not want animals to suffer, thus I mostly chose to give them blankets, if there was any chance that they might be harmed or freeze. It took a little reading and practice to get things familiar. I considered the overall percentage, and if 5 percent chance existed, they could be arm, or higher, they definitely got blankets.” In cases of mixed strategies, participants received codes for all applicable strategies.

Table 1 provides the summary of the codes for participants’ self-reported strategies based on visualization type and working-memory group. Key findings from the table include:

- High-working-memory participants who viewed densities and quantile dotplots were more likely than all other groups to employ a strategy that incorporated uncertainty.
- Participants viewing mean plots and text tables were most likely to use a deterministic strategy.
- Whereas participants who viewed mean plots and text tables were the least likely to use a strategy that incorporated uncertainty, those with high-working-memory capacity were more likely than those with low-working-memory to incorporate uncertainty into their judgments.
- Those with low-working-memory who viewed mean plots were more likely than those with high-working-memory to report no strategy.

In sum, distributional visualizations caused participants to report considering the uncertainty more than summary uncertainty communications or visualizations with no uncertainty. Further, textual expressions of uncertainty more often led to participants using strategies associated with ignoring the uncertainty.

## 4 General Discussion

This work presented an empirical evaluation of four 1D uncertainty communication techniques and a control condition with no uncertainty. Our goal was to use converging measures of individual differences in working memory, workload, and accuracy to provide a more nuanced picture of the efficacy of 1D uncertainty communication techniques. Considering these metrics together, this work found that both quantile dotplots and density plots showed superior performance to interval plots, textual descriptions of uncertainty, and visualizations with no uncertainty in a resource allocation task. Further, the qualitative analysis demonstrated that distributional visualizations tended to evoke strategies that included uncertainty more often, which may have contributed to these techniques’ superior performance. When comparing quantile dotplots to density plots, the analysis revealed that both methods work
We conclude that the benefits of quantile dotplots are driven by the
Another limitation of this work is that we selected the communication
with ignoring the uncertainty. Further, participants reported that textual
This work demonstrates how converging measures that include consid-
Techniques that we believed were representative of important categories
of uncertainty communication. We want to emphasize that, although
our results may allude to differences between categories, the results are
reliable only for the particular communication techniques we tested.
More work is needed to determine if these findings generalize to other
communication techniques within each category, across different data
types, or across different tasks and scenarios. Additional limitations
result from our chosen method of data collection. Studies conducted
exclusively online present a number of challenges for researchers, most
notably determining the quality of participant engagement in cogni-
tively demanding tasks. However, researchers have demonstrated that
Prolific’s quality control metrics significantly improve data quality over
Amazon Mechanical Turk [79], and others have shown that the use of
Amazon Mechanical Turk results in similar data to in-person samples
on several of the most widely used psychological tasks [11]. Finally, an
individual differences approach also has drawbacks, such as requiring
large numbers of participants to examine the difference between groups,
which may limit its utility in future research.

Due to the interdisciplinary and applied nature of this work, other
caveats persist. We use a very general definition of working mem-
ory that does not account for a large body of research that defines
working memory subcomponents and their relationships to attention
(see [6, 21, 50]). We also operationalized working-memory capacity
in a similarly general way and did not discuss different individ-
ual measures that examine various subcomponents of capacity limits
(see [23, 47, 70]). As a result, this work cannot speak to the exact rela-
tionship between working-memory capacities and uncertainty commu-
nication. Additional work is needed to examine the effects of different
working-memory components on decision-making with uncertainty
visualizations.

5 Conclusions

Whereas prior studies demonstrated mixed findings concerning how
individuals make decisions with various visual and textual depictions
of uncertainty, this work provides converging evidence that quantile
dotplots and density plots (i.e., distributional annotations) consistently
outperformed interval plots, mean plots, and textual descriptions of
uncertainty (i.e., summary annotations) in a resource allocation task.
In particular, quantile dotplots performed as well as or better than all
other techniques tested in all of the experimental conditions. Using
two approaches for examining effort across uncertainty communication
techniques, we found that both visualization methods and working-
memory capacity impact participants’ decisions. Given these results,
we advocate for the inclusion of converging behavioral and subjective
workload metrics in addition to accuracy performance to further
disambiguate meaningful differences among visualization techniques.
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<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Quantile dotplot</td>
<td>High</td>
<td>61.6%</td>
<td>42.5%</td>
<td>5.5%</td>
<td>4.1%</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>44.6%</td>
<td>48.6%</td>
<td>5.4%</td>
<td>12.2%</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>53.1%</td>
<td>45.6%</td>
<td>5.4%</td>
<td>8.2%</td>
</tr>
<tr>
<td>Density plot</td>
<td>High</td>
<td>63%</td>
<td>35.6%</td>
<td>9.6%</td>
<td>2.7%</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>52.7%</td>
<td>37.8%</td>
<td>6.8%</td>
<td>9.5%</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>57.8%</td>
<td>36.7%</td>
<td>8.2%</td>
<td>6.1%</td>
</tr>
<tr>
<td>95% CI plot</td>
<td>High</td>
<td>45.9%</td>
<td>39.2%</td>
<td>14.9%</td>
<td>6.8%</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>52%</td>
<td>41.3%</td>
<td>10.7%</td>
<td>9.3%</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>49%</td>
<td>40.3%</td>
<td>12.8%</td>
<td>8.1%</td>
</tr>
<tr>
<td>Mean plot</td>
<td>High</td>
<td>29.3%</td>
<td>66.7%</td>
<td>8%</td>
<td>6.7%</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>17.3%</td>
<td>57.3%</td>
<td>9.3%</td>
<td>18.7%</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>23.3%</td>
<td>62%</td>
<td>8.7%</td>
<td>12.7%</td>
</tr>
<tr>
<td>Text table</td>
<td>High</td>
<td>46.7%</td>
<td>61.3%</td>
<td>8%</td>
<td>2.7%</td>
</tr>
<tr>
<td></td>
<td>Low</td>
<td>37.3%</td>
<td>61.3%</td>
<td>4%</td>
<td>5.3%</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>42%</td>
<td>61.3%</td>
<td>6%</td>
<td>4%</td>
</tr>
</tbody>
</table>

Table 1. Percentages of uncertainty, deterministic, alpaca-preservation, and indeterminate strategy reported by users in high- and low-working-memory groups per visualization type.

equally well for low-working-memory individuals. However, for indi-
viduals with high-working-memory capacity, quantile dotplots evoked
more accurate responses with less perceived effort.
Our work alludes to the possibility that the frequency framing of
quantile dotplots is useful in a resource allocation task but requires a
sizable amount of working memory, which does not fully align with
assertions from prior work about frequency framing [31]. Our results
also suggest that people with an abundance of working memory can
allocate some of it to capitalize on the frequency information in quantile
dotplots to make superior judgments while still reporting lower effort.
We conclude that the benefits of quantile dotplots are driven by the
additional information they provide. For people with less working
memory, the extra effort of using the frequency information may cause
them to ignore it and simply use the quantile dotplots like density plots.
We also found consistently poor performance for summary anno-
tations compared to distributional visualizations. The summary an-
notations produced worse accuracy and evoked strategies associated
with ignoring the uncertainty. Further, participants reported that textual
expressions of uncertainty were the most effort-inducing and mentally
demanding. In response to the debate about uncertainty visualization’s
efficacy compared to textual descriptions of uncertainty, we found that
textual expressions of uncertainty performed consistently worse than
quantile dotplots and density plots. We argue that these results provide
converging evidence for how well-designed distributional visualizations
of uncertainty can offload cognition during a task, whereas summary
annotations of the same information do not share this advantage.
One recommendation from this work is to consider selecting an
uncertainty visualization based on the target audience’s unique charac-
teristics. For example, previous research establishes a correspondence
between working-memory deficits and children with attention deficit
hyperactivity disorder, dyslexia, and dyscalculia [59]. Older adults
also tend to show working-memory decline with normal cognitive ag-
ing [14]. Either density plots or quantile dotplots may be appropriate for
these groups with known working-memory deficits. In contrast, some
expert groups have high levels of working memory [64] and may expe-
rience outsized benefits from quantile dotplots. Designers will need to
remain cognizant of potential tradeoffs between selective advantages
for small groups and uniform experiences in larger populations.

4.1 Limitations and caveats

This work demonstrates how converging measures that include consid-
erations of effort can produce a more representative picture of relative
differences in visualization efficacy, but it also has several limitations.
For one, there are many other potential converging measures that we
did not test (for a review, see [43]). In particular, perceptual measures
such as just-noticeable differences may offer insights into why various
techniques show improved performance and require less effort [48].
Another limitation of this work is that we selected the communication
techniques that we believed were representative of important categories
of uncertainty communication. We want to emphasize that, although
our results may allude to differences between categories, the results are
reliable only for the particular communication techniques we tested.
More work is needed to determine if these findings generalize to other
communication techniques within each category, across different data
types, or across different tasks and scenarios. Additional limitations
result from our chosen method of data collection. Studies conducted
exclusively online present a number of challenges for researchers, most
notably determining the quality of participant engagement in cogni-
tively demanding tasks. However, researchers have demonstrated that
Prolific’s quality control metrics significantly improve data quality over
Amazon Mechanical Turk [79], and others have shown that the use of
Amazon Mechanical Turk results in similar data to in-person samples
on several of the most widely used psychological tasks [11]. Finally, an
individual differences approach also has drawbacks, such as requiring
large numbers of participants to examine the difference between groups,
which may limit its utility in future research.

Due to the interdisciplinary and applied nature of this work, other
caveats persist. We use a very general definition of working mem-
ory that does not account for a large body of research that defines
working memory subcomponents and their relationships to attention
(see [6, 21, 50]). We also operationalized working-memory capacity
in a similarly general way and did not discuss different individ-
ual measures that examine various subcomponents of capacity limits
(see [23, 47, 70]). As a result, this work cannot speak to the exact rela-
tionship between working-memory capacities and uncertainty commu-
nication. Additional work is needed to examine the effects of different
working-memory components on decision-making with uncertainty
visualizations.

5 Conclusions

Whereas prior studies demonstrated mixed findings concerning how
individuals make decisions with various visual and textual depictions
of uncertainty, this work provides converging evidence that quantile
dotplots and density plots (i.e., distributional annotations) consistently
outperformed interval plots, mean plots, and textual descriptions of
uncertainty (i.e., summary annotations) in a resource allocation task.
In particular, quantile dotplots performed as well as or better than all
other techniques tested in all of the experimental conditions. Using
two approaches for examining effort across uncertainty communication
techniques, we found that both visualization methods and working-
memory capacity impact participants’ decisions. Given these results,
we advocate for the inclusion of converging behavioral and subjective
workload metrics in addition to accuracy performance to further
disambiguate meaningful differences among visualization techniques.
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