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ABSTRACT OF THE THESIS 
 

Towards understanding text-data connection in documents through the lens of data operations 
 

 
by 

 

Panayu Keelawat 

 

Master of Science in Computer Science 

University of California San Diego, 2022 

Professor Haijun Xia, Chair 
Professor Nadir Weibel, Co-Chair 

 

While the world is relying more on data, text descriptions of data inevitably become 

more prevalent. These descriptions synthesize data and highlight important things from the 

data for readers to better understand key takeaways. Obviously, there is a connection between 

data and text as it is a representation of information from the data. However, despite the surge 

of AI and data management research, studies on the connection between them are still 

lacking. Understanding the connection would not only streamline the work involving both 

components, but also introduce novel interaction techniques between them. Therefore, this 

work aims to develop a better comprehension of the connection by focusing on how each 
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phrase in the sentence is formed given clues from the rest of the sentence and the associated 

data. We collected data-rich documents and investigated how people describe data in natural 

language. We found that this problem is complicated because it incorporates two difficult 

subproblems - language and data management problems. Also, each phrase inference can be 

viewed as a series of data operations that can be traced back to language. Thus, we propose a 

taxonomy of Language-Inferred Data Operations (LIDOs) based on our collected dataset. In 

addition, we propose Data-Language Inference Framework (DLIF), a conceptual framework 

that eases the phrase prediction process by deconstructing this complex problem into five 

simpler steps. Examples of DLIF applications are shown with real datasets to illustrate how 

DLIF works. 
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Chapter 1 
 
Introduction 
 

We all live in an increasingly data-driven world. Data play a crucial role in computing, 

and they are collected or queried whenever we use our digital devices [51, 33].  Despite the 

negative effects, data in general improve our lives tremendously [19, 64]. However, managing 

data is a complex task that not everyone can easily cope with [9, 53, 58]. To be able to access 

large scale data, database management systems knowledge is required [42]. Sometimes users 

have to analyze data with complex operations, which can make things even more complicated. 

On the other hand, to be able to access small-scale data, users manage them with spreadsheets, 

like MS Excel [75] or Google Sheets [24]. Nevertheless, casual users typically know only the 

basic functionalities of these products since spreadsheet learning tends to be goal-driven and 

actually learning complex formulas can be daunting at times [53]. 

We regularly need to make sense of the data and report the findings with language, either 

written or spoken [61]. That is because it can be difficult for the audience to understand the data 

without any prior knowledge. Studies show that text descriptions of the data, or data sentences, 

can describe data in multiple granularities [16, 40]. In a microscopic view, a data sentence 

reports just a tiny fraction of the entire data, but in a macroscopic view, a data sentence reports 

findings from the entire data. For example, the sentence “The shop’s best seller in April 2022 
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was books” is a microscopic data sentence, because it focuses on one entry from the entire table. 

In contrast, “Sells steadily increase each month with a 5% growth rate on average” is a 

macroscopic data sentence because the sentence covers the overall trend of the data. These 

examples clearly show that language embeds rich information about the data regardless of the 

granularity level. 

 

Figure 1.1. Focused area comparison between micro- and macroscopic data sentences. 
 

Researchers have explored the usability of the bond between text and data. In particular, 

data phrases in a sentence are connected to the sentence’s associated data. Problems such as 

caption generation, visualization generation, label annotation, etc. have been studied in many 

works [68]. While these problems are important, data phrase inference is a relatively new 

problem in interactive writing [12] and is highly underexplored [6]. Unlike data-agnostic 

inference [38], data-driven inference uses cues from the associated data together with other 

linguistic components in the sentence to make a prediction. We may view the result computation 

process as a series of data operations [12]. The problem is challenging because the task involves 

both linguistic and data management problems. If we look deeply into the task, we will see that 

we need to infer the information we need from the sentence as well as essential data operations 

to produce the target phrase. To our knowledge, there have been no studies that extensively 

scrutinize how people write data sentences and their connections to data, especially through the 

lens of data operations. 
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Therefore, in this work, we focus on building a foundational understanding of data 

sentences and their links to data. We collected eighteen data-rich documents from various fields 

and analyzed the patterns of the associated data sentences, reaching distilled break down of the 

task. Furthermore, we proposed a language-inferred data operation task taxonomy and potential 

ways to identify each operation. The taxonomy is crucial because it reflects operation intents 

inferred solely from language, which has not been explored thoroughly before. This work helps 

decouple subproblems of the task with more understanding of data phrase inference. The 

proposed taxonomy provides common vocabularies for researchers as well. 

This work thus contributes: 

1. A foundational theory of data operations behind the text-data bridging 

2. A task taxonomy for language-inferred data operations 

3. A conceptual framework for phrase inference based on the rest of the 

sentence and the corresponding data  
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Chapter 2 
 
Related Work  

 

We reviewed prior work on operations on data, text-data interactions, and natural 

language interfaces for data operations, as this work aims to contribute to these areas. 

2.1 Operations on Data 
 

Data play a central role in computing, so there are countless studies on data operations 

[15, 28]. Typical computer users may be familiar with spreadsheets as they use them to manage 

tabular data. Microsoft Excel [75] and Google Sheets [24] are popular choices since many 

worksheet functions are offered. SQL is widely adopted by technical people for managing 

relational databases [42]. Since there are many operations we can apply to data, researchers have 

come up with classifications of data operations. Wehrend and Lewis proposed eleven classes of 

data operations aiming to solve the so-called “cognitive tasks” [66]. Zhou and Feiner 

characterized data and proposed a taxonomy for visual tasks [76]. Amar et al. later put forward 

ten low-level analytic tasks to be a taxonomy for visualized data, which includes retrieve value, 

filter, compute derived value, find extremum, sort, determine range, characterize distribution, 

find anomalies, cluster, and correlate [3]. Brath and Hagerman reviewed quantitative sentences 

in various articles, and found common patterns that require computation, i.e., Comparative, 

Descriptive, Ranking, Savings, and Others [6]. Authors of [71] utilized these taxonomies [3, 66, 
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76] to construct facts that are derived from data insights. Brehmer and Munzner addressed the 

gap between low-level and high-level tasks by proposing a typology for multi-level tasks [7]. 

Very recently, possible data operations across multiple visualizations were explored in 

ComputableViz [67].  

2.2 Text-Data Interactions 
 

Understanding data is difficult, and it becomes more and more challenging when the data 

is extensive and complex [2]. Thus, when we present data in whatever form, such as tables, 

graphs, etc., we usually provide essential information in text description format for the readers. 

The conveyed message may describe the data in different levels of abstraction. Low-level 

descriptions correspond to a portion of the data, while high-level descriptions correspond to the 

entire data. Demir et al. proposed six syntactic complexity levels for summarizing information 

graphics [16]. Lundgard and Satyanarayan investigated natural language descriptions and 

classified them into four levels considering their usefulness in terms of accessibility [40].  

If applied appropriately, text descriptions are useful for readers to better understand data. 

For that reason, researchers have been trying to generate them automatically by various means 

[20]. For instance, DataShot extracts information from tabular data and automatically creates fact 

sheets [65]. Bryan et al. proposed an approach for annotation generation in Temporal Summary 

Images [8]. Essentially, generating any text from data needs an understanding of the data itself, 

so this problem shares many common aspects with many deep learning problems, such as 

information retrieval [59, 60], image caption generation [5, 11, 70], etc. Therefore, some deep 

learning techniques can be applied to text generation from data as well. For example, 

AutoCaption extracts visual features from the visualization and generates captions based on pre-

defined templates [39]. Chen et al. employed a deep learning model composed of ResNet, 
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LSTM, and Relation Maps to generate captions [10]. Obeid and Hoque used a Transformer 

Model to produce text from chart [45]. Lai et al. implemented Mask R-CNN to produce 

annotation, which is displayed next to the visualized data [34]. 

Connecting text and data together can benefit both authors and readers. Based on this 

concept, several works have focused on creating a better experience for content creation and 

consumption. Kong et al. proposed a pipeline for extracting references between texts and charts, 

and built a chart-highlighting system to test their results [31]. Kim et al. facilitated document 

reading by linking texts and tables with automatic referencing, making the reading more 

interactive [29]. Badam et al. also explored coupling text and tables for enhancing data-rich 

document reading in their work on Elastic Documents [4]. Goffin et al. investigated interaction 

techniques with word-scale visualizations that were constructed from text-data connections [22]. 

Sultanum et al. constructed VizFlow, which leverages text-chart links to support data-driven 

article authoring [57]. Dragicevic et al. presented explorable multiverse analysis reports that let 

readers explore alternative analysis options by interacting with the research papers directly [17]. 

Latif et al. presented a framework for authoring data documents that support text-data 

interactions [36]. The idea was subsequently extended in VIS Author Profiles [35] and Kori [37]. 

All these works demonstrated great potential in designing tools that leverage text-data 

connections. 

2.3 Natural Language Interfaces for Data Operations  
 

The capabilities of AI and NLP models have improved significantly in the last decade. 

Natural Language Interfaces (NLIs) [14], as a result, have also been boosted in performance and 

have been applied to solve many problems in databases [13, 25, 26, 48, 50, 63], visualizations 

[21, 44, 49, 55, 73, 74], etc. NLIs help lower barriers for casual users to work on data [1]. There 



7 
 

have been some works that investigated how NLIs can help with data operations. The most 

common operation is search query, which has been studied extensively in the field of database 

systems [47]. For instance, researchers from IBM introduced ATHENA, a system that translates 

natural language query input into SQL by using an ontology-based two-stage pipeline [52]. They 

later improved the system and proposed ATHENA++ [54], an end-to-end model that can tackle 

complex business intelligence SQL queries by adding Nested Query Detector and Nested Query 

Builder based on Stanford CoreNLP [41] and linguistic patterns. 

Apart from a database search query, CrossData, perhaps the closest related work to this 

present research, leverages keywords within the focused sentence to infer data operations to 

facilitate data document authoring [12]. Iris identifies data science commands from 

conversational texts via statistical model and operates on the linked data [18]. Latif et al. used 

input text with pre-defined markup to apply data filtering by index and value to the associated 

tabular data [36]. In VizFlow, users can manually select and connect text and data for data-

driven article authoring [57]. Beyond tabular data, NLIs can also facilitate data in other 

representations [18, 27, 30, 32, 69, 72]. Despite all these instances, how NLIs relate to data 

operations is underexplored [6, 52, 68]. These works clearly illustrate the promising future of 

NLIs for data operations.  
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Chapter 3 
 
Materials and Methods 
 
 

Towards understanding of the linkage between language and data, the goal is to dive deep 

into the data phrase inference problem. Therefore, we need to examine a good amount of data 

documents along with their corresponding data operations to construct a structure of the problem 

to decouple this complex problem into several easier ones. Collecting data operations can be 

challenging, because there are endless possible ways we can operate on data, and different data 

operations can possibly reach the same end result. We chose Google Sheets to be our main tool 

for data operation collection as it provides a wide range of functions for spreadsheet data 

management, which aligns with our goal of collecting comprehensive data operations. Another 

reason is that it can cascade functions into a single formula, so it becomes useful for exploring 

any potential formulas that can produce the data phrase we want. Even if we started with Google 

Sheets functions, our end results should be technology-independent, so we were not constrained 

to any product in the market. There are some terms that need to be introduced: 

• Data sentence: A sentence that describes a portion of the associated data.  

• Data phrase: A phrase within a data sentence that requires both language and data 

components to be formed. There may be multiple data phrases in one data 

sentence. 
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• Data document: A data-rich document that includes considerable amount of data 

sentences. 

Essentially, there are three steps to achieve data phrase understanding via data operations. 

The steps involve data collection, formula and keyword generation, and data analysis. 

3.1 Data Collection 
 

When collecting data, there are two major concerns we need to address. First, the 

collected sentences need to reflect how people actually write in diverse domains in the real 

world. However, some operations will be used much more frequently than others, and, therefore, 

the second concern is the completeness of all possible data operations. Taking these concerns 

into account, we gathered sentences in two different ways:  

1. Collect professionally written data documents from various public sources 

2. Recruit participants to write sentences based on the given Google Sheets functions 

3.1.1 Public Data Documents Collection 
 

Data documents are documents that convey information with rich media such as tables, 

graphs, and other visualizations [4]. They can come from different sources, including but not 

limited to private government, research institutes, private companies, etc. More information 

about the collected documents can be found from Table 3.1. We looked for tables in each 

document and their associated data sentences. It is possible that there are no associated data 

sentences at all, and we would skip those tables. One data sentence can have multiple data 

phrases that we can predict.  
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Figure 3.1. All possible data phrases in the sentence “The number of bridges on Federal-aid highways 

increased from 307,840 in 2004 to 325,467 in 2014.” 

For instance, based on Figure 3.1., the sentence “The number of bridges on Federal-aid 

highways increased from 307,840 in 2004 to 325,467 in 2014” has five data phrases: “bridges”, 

“307,840”, “2004”, “325,467”, and “2014”. All of them can be inferred from other phrases in the 

sentence combined with information from the associated table. Please notice that “increased” is 

not considered a data phrase, because the increment property can be inferred linguistically solely 

from “307,840 in 2004 to 325,467 in 2014”, disregarding the associated table. We recorded 

informative tables in Google Sheets. Each spreadsheet was linked to the associated sentences in 

another spreadsheet. With this structure, we could proceed with formula generation, whether 

through manual generation or an annotation system, in the following section. 

3.1.2 Sentence Creation from Google Sheets Functions 
 

To ensure completeness of the viable data operations, we analyzed all 494 Google Sheets 

functions and hand-picked a portion of them that are generalizable to diverse fields for sentence 

generation [24]. As Google Sheets shares a lot of common functions with MS Excel [75], we 

also looked into MS Excel functions for reference in the selection process. In the end, we 

selected 54 functions in total that are field-independent, the least redundant, and needed diverse 

inputs from people who are comfortable with English. We filtered out functions for several 
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Table 3.1. Collected public data documents with their sources. 

Article Name Source 

Alcohol and Drug Use and Treatment Reported by Prisoners: 

Survey of Prison Inmates, 2016 

U.S. Department of Justice 

Policy and Governmental Affairs, Chapter 1: System Assets U.S. Department of Transportation 

Olympic swimming records: An American splash and a superman 

called Michael Phelps! 

International Olympic Committee 

Apple Inc. Annual Report 2021 on Form 10-K Apple Inc. 

Hate Crime Recorded by Law Enforcement, 2010–2019 U.S. Department of Justice 

State and Local Law Enforcement Training Academies, 2013 U.S. Department of Justice 

National Hospital Care Survey Demonstration Projects: Severe 

Maternal Morbidity in Inpatient and Emergency Departments 

Centers for Disease Control and 

Prevention 

COVID-19 Pandemic Pinches Finances of America’s Lower- and 

Middle-Income Families 

Pew Research Center 

Levels & Trends in Child Mortality, 2015 UN Inter-agency Group for Child 

Mortality Estimation 

Non-U.S. Citizens in the Federal Criminal Justice System, 1998–

2018 

U.S. Department of Justice 

The world’s energy problem Our World in Data 

PETA Financial Statements and Supplementary Information July 

31, 2016 

People for the Ethical Treatment of 

Animals, Inc. 

Tropical Storm Arlene, 2017 National Hurricane Center 

ACLU Consolidated Financial Report, 2012 American Civil Liberties Union 

Foundation, Inc. 

U.S. Treasury Bulletin, December 2021 Department of the Treasury 

Arts Credits Earned in High School and Postsecondary Enrollment: 

Differences by Background Characteristics 

Institute of Education Sciences 

COVID-19 Weekly Epidemiological Update, 16 May 2021 World Health Organization 

Results of the Statewide 2017-18 California Student Tobacco 

Survey 

Center for Research and 

Intervention in Tobacco Control 

(CRITC), UC San Diego 
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reasons. For example, the function is too specialized to some domains such as BIN2DEC (binary 

to decimal), CHISQ.DIST (left-tailed chi-squared distribution), HARMEAN (harmonic mean), 

ERROR.TYPE (get error type) etc. Another reason could be that the function was too close to 

other existing function such as AVERAGEA and AVERAGE (not ignore vs ignore text), IF and 

IFNA (general case vs N/A case handling). 

Twelve participants were recruited to attend two-hour virtual writing sessions. Before 

participation, they were given a questionnaire about their background and English proficiency. 

Everyone was an undergraduate student at UC San Diego from various fields such as 

Psychology, Computer Science, Cognitive Science, etc. None of them had a learning disability. 

All of them were comfortable with English as they were native or otherwise needed to pass the 

English Proficiency Requirement1 to be able to attend the university. Each of them was given a 

unique Google Sheets link together with a list of Google Sheets functions (10 – 12 functions 

depending on complexity) and data-rich PDF links. References for the given functions were also 

provided. In the session, the instructor would explain the goal of the research and demonstrate 

how to complete the task before letting them work on the task. After the demonstration, the 

instructor would let participants work on their given task. For each function, a participant needed 

to generate up to five that utilize the given function for predicting a phrase in the sentence. They 

were encouraged to combine the functions if that could produce sentences that sounded more 

natural. They were allowed to use any tables from the PDF links, but they had to provide table 

numbers and data entries used in the table. Moreover, they needed to specify the target answer 

that they wanted to predict, part of speech of the target, keywords that infer the function usage, 

and Google Sheets formula for sanity check. Participants were allowed to ask the instructor for 

 
1 https://admissions.ucsd.edu/international/index.html 
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clarification during the session. While they were working on their task, the instructor could view 

their answers live to verify the correctness of the answers. After successfully completing the 

session, participants were granted two credits for their research participation requirement2. 

3.2 Formula and Keyword Generation 
 

Bridging language and data is the core contribution of this research. As mentioned in the 

Introduction section, we view this connection through the lens of data operations. We would like 

to know what operations are needed to correctly infer each data phrase and how we could 

identify data operations from language. Hence, the Google Sheets formula and keywords from 

each sentence can be a good representation of the idea. There may be criticism about whether 

keywords can be an effective portrayal of data operation identifiers as people can write implicit 

sentences that have no specific keywords but still have inferable data phrases. An example 

sentence is “Athletes with fastest Butterfly Olympic swimming records are Caeleb Dressel, 

Kristof Milak, Sarah Sjostroem, and Zhang Yufei”, which we sort the names in alphabetical order 

but there is no explicit keyword in the sentence indicating sorting. We would like to confirm that 

the concern is valid, and you can see the discussion details about this issue in the Results and 

Discussion section. Despite such concern, we believe that the keywords still provide plentiful 

information for data operation identification and the results should be useful, nevertheless. In this 

step, we generated formulas and keywords from three approaches. 

1. Manual generation 

2. Collection from virtual writing sessions 

3. Data collection system 

 
2 https://psychology.ucsd.edu/undergraduate-program/undergraduate-resources/sona/index.html 



14 
 

Although we could possibly handle the formula generation entirely by ourselves, 

language is inherently ambiguous and, therefore, we would like to see other perspectives on 

forming a formula because there could be multiple ways to reach the same result. 

3.2.1 Manual Generation 
 

Manual generation was the first approach we used in this research. By looking through 

the collected public data documents, generating formulas by ourselves helped create a deep 

understanding of the problem. This understanding helped us formulate our thoughts for the 

analysis in the latter section. For each target data phrase, we constructed a formula that could 

produce the target if doable. We took notes if we found new keywords or new functions. 

However, sometimes the existing Google Sheets functions could not possibly produce the exact 

same answer we were looking for. For example, for spelling out numbers, we would type out an 

explanation of the required operations instead as well as take notes of the program’s limitations. 

If the format is repeated, we would leave a comment that the format had already been seen. 

3.2.2 Collection from Virtual Writing Sessions 
 

This collection is a continuation of the Sentence Creation section. In the virtual writing 

sessions we conducted, all twelve participants needed to provide a formula and keywords for 

each sentence they produced. They were encouraged to construct complex formulas that cascade 

multiple functions together. They were allowed to copy a portion of table values in the PDF to 

the work spreadsheet to experiment formula construction with data references. Compared to 

formulas from public data documents, we obtained more diverse formulas from this approach as 

we instructed participants to create formulas with the given functions that might not be used 

frequently in typical data-driven authoring such as STDEV, PERCENTILE, etc. Please see Figure 

3.2. for a summary of the collection process from Virtual Writing Sessions. 
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Figure 3.2. Data collection process of sentence generation based on existing Google Sheets functions. 
 

3.2.3 Workforce Recruitment for Public Data Documents 
 

Although we have partially generated formulas and keywords by manually looking 

through the collected data documents ourselves, we needed more perspectives of how people 

interpret language to form a formula. Besides, there were many data documents, so getting 

assistance on formula generation would be nice. Thus, we developed a formula-keyword 

recording platform using ReactJS [43] and NodeJS [46]. We parsed the resulting spreadsheets 

from the Public Data Documents Collection section to JSONs and uploaded them to Firebase 

[23]. The recording system was connected to Firebase to store formulas and keywords results. 

The interface of the system was separated into two parts, data and language. The data part was 

basically a table on Google Sheets in an iframe, while the language part was the sentence prompt 

with keyword annotation capability. These two parts were connected via Sheets API3, which was 

useful for sharing information between them.  

Five undergraduate students were recruited. A questionnaire similar to previous section 

about their background and English proficiency was given to them before starting the task.  

Then, participants were given instructions about how to use the system along with resources 

 
3 https://developers.google.com/sheets/api 
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about Google Sheets functions. We held several sessions for participants to join if they have any 

questions regarding the task. Each participant had to finish twenty tasks, which should take 

approximately two hours, in order to grant two research credits. The typical workflow was: 

1. Select a target phrase to work on. 

2. Experiment with formulas on Google Sheets based on the given sentence and data. 

3. If the formula produces the correct output, apply the formula in the first row of the 

spreadsheet and the input form in the language part. 

4. Click Apply formula, then click words in the sentence to map formula components to 

keywords and roles (Operation, Parameter, and Output). 

5. Click Submit. 

The system would perform input validation. For instance, at least one component has to 

be Parameter from table data entries. Another example would be if the user did not apply or 

applied formula incorrectly in Google Sheets, the system would not let the user submit the  

 

Figure 3.3. Data collection process of formula generation based on the collected data documents. The 

figure combines two approaches, Manual Generation and Workforce Recruitment. 



17 
 

answers. If the user passed all the test cases, the formula and keywords would be stored in 

Firebase, otherwise an alert would show error message. We would validate the inputs to ensure 

the input quality before granting them research credits. As this approach utilizes same materials 

as the Manual Generation approach, a summary of both 3.2.1 and 3.2.3 approaches can be found 

from Figure 3.3. 

3.2.4 Summary 

In total, we collected 240 data sentences and 580 data phrases. Table 3.2. demonstrates 

the numbers of collected data sentences and phrases from all approaches. Most data phrases were 

from Manual Generation contributing 328 phrases, while Virtual Writing Sessions gathered most 

of the data sentences of 130 sentences. Typically, one data sentence has several data phrases, so 

the number of the collected data phrases is much higher than the number of data sentences. For 

Virtual Writing Sessions, however, the method collected one data phrase per sentence because 

participants focused on the given function, and recorded just the objective phrases. 

 

Table 3.2. Summary of data collection of all approaches. 

Method #Data sentences #Data phrases 

Manual Generation 85 328 

Workforce Generation w/ Web-
based System 

25 122 

Virtual Writing Sessions 130 130 

Total 240 580 
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3.3 Data Analysis 
 

Data collection process takes time, so we concurrently analyzed the data we had at hand 

while collecting more data. Since Google Sheets is a product that has been used by many 

professionals for a long time, we used Google Sheets functions as our initial set of data 

operations. Constructing formulas on Google Sheets should be versatile enough to cover most of 

potential operations inferred from language. We iteratively refined the functions by merging 

similar functions, adding higher-level functions or language-related functions, etc. as we 

analyzed more data depending on factors such as the core intention of the writer, grammatical 

correctness, etc. Even though we started with Google Sheets functions, the end goal is to 

construct Language-Inferred Data Operations (LIDOs) that is technology-independent. We 

furthered classified LIDOs into categories and recorded keywords used to identify LIDOs. 

When we examined more data, we began to get overwhelmed by possible operations. 

That is because there are endless ways to describe data with language. Thus, we dissected 

formulas into smaller steps and formed a structure to better explain the results. This becomes one 

of the main findings in this research, and we call it Data-Language Inference Framework (DLIF). 

The steps included Operations Identification, Data Entries Location, Operation Inputs Retrieval, 

Execution, Text Parsing. More details are discussed in the next section. 

3.3.1 Constructing LIDOs 

Based on 54 Google Sheets functions we initially were working with, as we got some 

formulas and keywords, we merged even more functions with similar outcome together. For 

instance, we merged STDEV, STDEV.P, and STDEV.S (standard deviation of population vs 

samples) together as a single STDEV operation, because according to the language-level intent, 

the writer of that sentence wants to find standard deviation, mostly ignoring details of the 
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calculation. Another example would be combining PERCENTILE, PERCENTILE.INC, 

PERCENTILE.EXC, QUARTILE, QUARTILE.INC, and QUARTILE.EXC together as a single 

PERCENTILE operation since they had similar mechanism of getting value from position of the 

data point. 

We also had to create high-level operations if necessary. These operations are abstract, 

but better capture intent inferred from language in the sentence. For example, from the captured 

screen system prompt Figure 3.4. “Federal-aid highways constitute just 24.3 percent of the 

Nation’s roadway mileage, but carry 84.6 percent of the Nation’s VMT”, the Google Sheets 

formula for predicting “24.3” that we collected was =ROUND((D6 / E6)*100, 1), where D6 and 

E6 were data entry positions in the table. The formula gave the right answer, but the operations 

were too low-level. According to the sentence, the intent was to find percentage of Federal-aid 

highway mileage (D6) out of the whole Nation’s road mileage (E6). It would be more reasonable 

to define PERCENTAGE as a high-level operation to capture intent of finding the percentage. 

Inside PERCENTAGE, there would be an implementation of finding percentage including 

division and multiplying by 100. 

Another challenging part of LIDOs construction is the keyword analysis. That is because 

we could not use the keywords we collected directly due to ambiguity in language. Keywords for 

operations were also mixed with parameters. For instance, people may be confused about the 

sentence “From April 16th to 17th at 6AM, the latitude of the Tropical Storm Arlene changed by 

2.6” predicting “2.6” as they think “April”, “16th”, “17th”, “latitude”, “changed”, and “by” are 

keywords for identifying DIFFERENCE. However, “changed” is the only keyword that maps to 

DIFFERENCE, and other words are parameters and preposition. The reason is that “changed”  
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Figure 3.4. Example of combining low-level functions to high-level PERCENTAGE operation. 

 

implies we are talking about differentiating new and old values, so semantically “changed” maps 

to DIFFERENCE. 

3.3.2 Constructing DLIF 

Gathered Google Sheets formulas represent series of LIDOs. Analyzing LIDOs is 

challenging for many reasons. First, there are many LIDOs applied in one prediction, which 

makes the calculation complex. Second, operations such as FILTER, VLOOKUP, etc. tend to be 

skipped because it would be too difficult to write. Participants usually replace these functions 

with hardcoded strings or data positions instead. Moreover, different series of LIDOs can reach 

the same answer. 
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Therefore, we extracted patterns in each formula and tried to find structure that makes 

sense calculation-wise and language-wise. We synthesized all collected formulas and spotted 

essential steps to complete the calculation process. 
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Chapter 4 
 
Results and Discussion 
 

 For profound comprehension of the problem, we need to know the scope of the work 

first. Constructing taxonomy of Language-Inferred Data Operations (LIDOs) based on our 

collected documents is important for setting up our problem. Also, it would be easier to track the 

completeness of the work by relating our resulting taxonomy with related literatures [3, 66, 71]. 

We also present some examples of LIDOs in our collected sentences with keywords for 

identifying LIDOs. The problem itself involves many subtasks, so we deconstructed the problem 

into five different steps. We may establish Data-Language Inference Framework (DLIF), a 

conceptual framework which tackles the problem with multiple smaller steps. We would like to 

define syntax for discussing the data phrase inference problem. In a data sentence, the target 

phrase would be underlined. For example, “The largest amount that was included to find the 

total balance of assets is $22,077,814” has the target answer of “The largest”. In one data 

sentence, there could be multiple targets, so only the focused target will be underlined. If we are 

discussing about LIDO Identifiers of that sentence, the keywords will be in bold. For instance, 

“From 2011 to 2012, the total investments and cash equivalents summed up to 550,417,020” has 

“summed”, “up”, “to” as LIDO Identifiers for SUM operation. 
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4.1 Language-Inferred Data Operation Taxonomy 
 

Even though there are several proposed taxonomies [3, 66, 71, 76], none of them are 

referred from natural language. Therefore, it is important to construct task taxonomy that fits this 

problem. We analyzed the formulas obtained by the data collection process, and subsequently 

established a taxonomy for LIDOs. LIDOs can be both low-level and high-level tasks as long as 

they can be inferred from the intention of the associated data sentence.  

4.1.1 Resulting Task Taxonomy 

Table 4.1. Resulting task taxonomy of LIDOs with example functions. 

Category Definition Example Functions 

Arithmetic Operations Operations that are used with 

numeric values to perform common 

mathematical calculation. 

DIFFERENCE, PERCENT, 

DIVIDE, ADD, etc. 

Logical Operations Operations that combine one or 

multiple conditional statements 

producing TRUE or FALSE value. 

AND, OR, NOT, etc. 

Comparison Operations Operations that compare two values 

producing TRUE or FALSE. 

EQ, GT, GTE, LT, LTE, etc. 

Set Operations Operations that apply operations 

from set theory to data table 

producing a new set of values. 

UNION, INTERSECTION, 

COMPLEMENT, 

DIFFERENCE_SET, etc. 

Statistical Operations Operations that pertain on a 

collection of data. 

RANK, COUNT, STANDARDIZE, 

SUM, AVERAGE, STDEV, 

CLUSTER_NUM, etc. 
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Table 4.1. Resulting task taxonomy of LIDOs with example functions (Cont.). 

Pinpointing Value Operations that give a 

representative value from a 

collection of data. 

KTH_LARGEST, MAX, MIN, 

PERCENTILE, COL_NAME, 

ROW_NAME, etc. 

Text Generation Operations that generate text, 

usually in use with Comparison 

Operations. 

TREND_VERB, TREND_NOUN, 

CORRELATION_ADJ, 

SUPERLATIVE_ADJ, etc. 

Filter An operation that locates focused 

entries in data. 

FILTER 

Reordering Values Operations that reorganize 

sequence of values 

SORT, ARRANGE, etc. 

Determining Range Operations that find a span of 

values within data. 

TIME_RANGE, VAL_RANGE, etc. 

Formatting Operations Operations the transform a value 

from one form to another. 

PROPER, SPELL_OUT_NUM, 

PARSE_TEXT, PARSE_NUM, etc. 

Specialized Operations Operations that are used in specific 

fields, sometimes with external 

knowledge. 

DEC2BIN, COS, GRADE_CALC, 

COMPUTE_TAX, etc. 

 

4.1.2 LIDOs with Keywords Example Discussion 
  

There are many LIDOs, so, in this paper, we will discuss some interesting ones. 

Regarding DIFFERENCE, the operation finds the absolute difference between two values. 

Example data sentences with targets and LIDO Identifiers are “From April 16th to 17th at 6AM, 
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the latitude of the Tropical Storm Arlene changed by 2.6”, “The whole experiment took 1 week”, 

“The first date of the study was 5 years ago”, etc. Please notice that there can be various LIDO 

Identifiers that infer absolute difference. Some data sentence like “The whole experiment took 1 

week” has to include not only the verb but also the unit “week” because the word implies that we 

need to find numeric value in front of “week”. This investigation can be useful for identifying 

PERCENTAGE as well with an example sentence like “Total bridge deck area grew at an 

average annual rate of 1.2 percent, while bridge crossings (measured as annual daily traffic) 

increased at an average annual rate of 0.9 percent.” 

Almost all the time, Logical Operations are part of FILTER. However, there are some 

occasions where we use one of the Logical Operations as the main operation of the sentence. For 

instance, “It is true that the number of reported hate crimes based on race and religion increases 

from 2010 to 2018” (AND operation). This finding applies to Comparison Operations where most 

of them are used by FILTER, e.g., “The percentage of federal prisoners reporting heroin use in 

the 30 days prior to arrest remained the same between 2004 and 2016, at about 4%” (EQ 

operation). 

Set Operations are useful for obtaining data entries. They can be used to merge multiple 

results from FILTER. One interesting use case of the set property is to find unique values from 

the selected data entries in the table. For instance, “The unique categories of expenses are 

salaries, employee benefits, rent” will use UNION to combine all entries in the expense category 

column, resulting unique values of expense categories. 

Text Generation operations are essential for constructing words that cannot be extracted 

from data. Generally, nouns can be found in the corresponding data from column names or row 

names. However, verbs, adjectives, adverbs, etc. cannot be discovered directly from tables, so if 
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we wish to predict these kinds of words, we need to generate text based on certain conditions. 

That is the reason why we define this category of LIDOs. Mostly these high-level operations 

were derived from Google Sheets function’s IF as the function can output text depending on the 

condition. Examples are such as “The number of bridges on rural local roadways decreased by 

the largest amount, from 208,641 bridges in 2004 to 203,995 in 2014” (TREND_VERB), “Access 

of electricity is related to GDP per capita” (CORRELATION_ADJ), etc. 

FILTER is a foundational operation that is applied in every formula. If the data sentence 

is microscopic, obviously we need to filter out some unrelated data. On the other hand, for 

macroscopic text description, we can view that FILTER does not filter out any data entries, 

meaning all entries in the table are qualified. Therefore, FILTER is a base operation in every 

formula. More details are addressed in DLIF in the next section. 

Another interesting category are the Formatting Operations. Once the system derives the 

prediction, it needs to output data phrase that complies with the language etiquette as well. For 

example, in some formal writing, the author needs to spell out numeric values if the value is less 

than one hundred. In some scientific article, we need to preserve significant digits in the report. 

That is why we need operations to handle these situations. For instance, “Ninety-six percent of 

undocumented non-U.S. citizens, 57% of documented citizens, and 51% of U.S. citizens were not 

released pretrial (table 5)” (SPELL_OUT_NUM). If there is no special need, we can parse value 

to text directly, e.g., “Sentences received by non-U.S. citizens were typically shorter than those 

for U.S. citizens” (PARSE_TEXT). 

4.1.3 Application of Operations 
 

LIDOs are normally used not evenly. Some operations are used in all data phrase 

predictions, but some are quite rarely used. This is because of the nature of writing; we do not 
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describe clusters of data often, but we may compare values in almost every writing. Therefore, in 

the next section, we introduce a framework for tackling the data phrase inference problem, and 

LIDOs involved in each step are different. More information can be seen there. 

4.2 Data-Language Inference Framework (DLIF) 
 

Based on the resulting taxonomy in the previous section, we recognized that there are 

some operations that involve only calculation from data, while some operations involve both 

language and data to accomplish the tasks. It would be difficult to build a system with this 

complex basis, so we decided to establish a conceptual framework DLIF to simplify the problem 

into five smaller steps: Operations Identification, Data Entries Location, Operation Inputs 

Retrieval, Execution, Text Parsing.  

4.2.1 Operations Identification 
 

This process is perhaps the most important step, because it determines all of the steps 

afterwards. It tries to answer what are the operations the system needs to take to achieve the 

correct phrase. It is possible to have more than one operation per prediction. From our 

investigation, in some cases, we can simply use keyword matching to identify operations. For 

example, the sentence “From April 16th to 17th at 6AM, the latitude of the Tropical Storm Arlene 

changed by 2.6”, if we have “2.6” as the target, then it is clear that we need to calculate the 

absolute difference between latitudes on April 16th and 17th at 6AM, which the associated data 

are visualized as Table 4.2. We can identify the function DIFFERENCE by the keyword 

“changed”, because “changed” implies we are interested in their absolute difference. In the case 

when “changed” does not refer to numerical change, such as “Ten percent informed us that their 

diet habits changed by routinely checking the calories”, would not be suitable to DIFFERENCE.  
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Table 4.2. The associated data table of the example “From April 16th to 17th at 6AM, the latitude of the 

Tropical Storm Arlene changed by 2.6.” 

Date/Time 

(UTC) 

Latitude (°N) Longitude (°W) Pressure (mb) Wind Speed (kt) Stage 

16 / 0600 35.8 50.3 992 55 extratropical 

16 / 1200 35.1 49.5 989 55 “ 

16 / 1800 34.4 48.7 989 55 “ 

17 / 0000 33.7 47.8 987 50 “ 

17 / 0600 33.2 47.0 988 45 “ 

17 / 1200 32.7 46.1 989 45 “ 

17 / 1800 32.3 45.3 991 40 “ 

18 / 0000 32.1 44.7 993 40 “ 

… … … … … … 

 

Another feature that can be extracted to help identify the correct data phrase is to use 

constituency tree [12]. One example is the sentence “Men’s swimming 4x100m record is 10.80s 

faster than Mixed.” If we want to predict “Men’s”, we can look up at the table and see what 

record is faster than Mixed 4x100m, and the answer is Men’s record using 3:26.78s. Another 

phrase we can predict from this sentence is “10.80s” as we can infer from differentiating Men’s 

and Mixed record times. For the first operation predicting “Men’s”, the main operation is to look 

at the row name ROW_NAME, while for the second operation prediction “10.80s”, the main 

operation is DIFFERENCE. However, both have the same keyword for operation identification 

that is “faster than”. Other words are context-dependent, and are not transferable to other 

sentences, so “faster than” is the only keyword for data operation mapping in this case. If we 

parse the sentence with Stanford CoreNLP [41], we can obtain more information that can help 

the prediction. We can notice that although both “Men’s” and “10.80s” are nouns, but “Men’s” is 

a subject (“swimming 4x100m record”) complement, while “10.80s” is a verb (“is”) complement. 
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It is more likely that we need to look up either column or row name for predicting a subject 

complement, because for a verb complement tends to supplement actions; therefore, numeric 

values tend to show up more to complement verbs. Nevertheless, this method does not work 

100% of the time. Extracting more features should help make the prediction more accurate. Also, 

if the associated table had meta data about the data it contains, it would help the decision as well. 

For instance, the system could look for year columns of data associated to “The number of 

bridges on Federal-aid highways increased from 307,840 in 2004 to 325,467 in 2014”, because 

it could infer “in” as a proposition for temporal values, therefore looking up year columns in the 

data makes sense. 

 

Table 4.3. The associated data table of the example “Men’s swimming 4x100m record is 10.80s faster 

than Mixed.” 

Event Time Name Olympics 

Men's 
4x100m 3:26.78s Ryan Murphy, Michael Andrew, Caeleb Dressel, 

Zach Apple (USA) 
Tokyo 
2020 

Women's 
4x100m 3:51.60s Kaylee McKeown, Chelsea Hodges, Emma 

McKeon, Cate Campbell (Australia) 
Tokyo 
2020 

Mixed 
4x100m 3:37.58s Kathleen Dawson, Adam Peaty, James Guy, 

Anna Hopkin (Great Britain) 
Tokyo 
2020 

 
4.2.2 Data Entries Location 
 
After identifying the needed operations, we can now know what information we have to look for 

in the data. In a single sentence, there is at least one Data Locator that explicitly or implicitly 

refer to either rows, columns, or conditions in the associated table. Data Locators can 
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Figure 4.1. Constituency tree of the sentence “Men’s swimming 4x100m record is 10.80s faster than 

Mixed.” The figure highlights the two predicted phrases based on the same keywords to illustrate how the 

tree can be useful to distinguish in this case. Figure was generated using nlpviz4. 

 

be formed into a set: 

{< 𝑟𝑜𝑤𝑠 >,< 𝑐𝑜𝑙𝑠 >,< 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑠 >} 

where < 𝑟𝑜𝑤𝑠 > specifies a list of rows involved, < 𝑐𝑜𝑙𝑠 > indicates all of the focused columns, 

and < 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑠 > is a list of all conditions for filtering the data. By default, < 𝑟𝑜𝑤𝑠 > and <

𝑐𝑜𝑙𝑠 > would be valued ALL_ROWS and ALL_COLS respectively, which means that all rows and 

all columns are involved in the calculation. For instance, the sentence “Mac sales in Americas 

increased during 2021 compared to 2020” has < 𝑟𝑜𝑤𝑠 >	= 𝐴𝑚𝑒𝑟𝑖𝑐𝑎𝑠, < 𝑐𝑜𝑙𝑠 >	= 𝐴𝐿𝐿_𝐶𝑂𝐿𝑆, and 

< 𝑐𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑠 >	= 	“ > {𝐴𝑚𝑒𝑟𝑖𝑐𝑎𝑠, 2020, “”}”. Please see the illustration for better understanding. 

 
4 http://nlpviz.bpodgursky.com/ 
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This example produces 153306[B2] as a result, which means value of 153306 at cell location B2 

(second column, second row). There are times that the sentence includes complement phrases 

(such as noun phrase, adverbial phrase, etc.). In that case, we may view the sentence as a 

hierarchy, and we can apply the framework to the complement phrases before applying to the 

main sentence. This will create a cascaded formula as a result.  

 

Figure 4.2. Illustration of the rows, columns, and conditions inside the example sentence “Mac sales in 

Americas increased during 2021 compared to 2020.” 

 This step is an NLP problem that also ties to data configuration. That is because based on 

our collected dataset, there are many occasions that the words in the sentence do not exactly 

match the column or row names. The authors of the documents may use synonyms to make the 

writing not boring, or use acronyms that may or may not be defined in the article. Recognizing 

conditions is also challenging. Conditions can involve not only just logical operations, but also 

arithmetic operations. For instance, the sentence can be about comparing average values of each 

row, and so we need to compute average values before making logical comparison. To handle 
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these challenges, we can solve by addressing two problems, NLP problem and design problem. 

For the NLP problem, we can use the same technique proposed in the previous step (capture 

keywords or use constituency tree), or apply more advanced ML techniques for deep language 

understanding. Regarding the design problem, we can simplify the Data Locator identification by 

designing a data management system that knows the context of the data it contains. For the 

example mentioned above, it would be great if the system knows that all the columns are years, 

which are temporal values. So, thus, when the sentence uses the word “during”, the system can 

know that it needs to look at the columns because the columns are years.   

4.2.3 Operation Inputs Retrieval 
 

Once we are able to locate the data that we need from the table, we need to retrieve those 

values. In most cases, we can use the values in the table right away. Nevertheless, there are cases 

when we need to preprocess the values before using them. For example, if we would like to 

retrieve dates and times from the table, we probably need to parse the datetime string in the table 

into a form of datetime object. The system should still keep track of the original locations of the 

cell as we may need to refer back to its row or column names later. The main challenge of this 

step is how the system knows what preprocessing needs to be done, which can potentially be 

solved by contextualizing data by design. 

4.2.4 Execution 
 

We already have all the things we need from previous steps. Hence, this step performs 

the calculation. While in most cases there will be only one output, it is plausible that there are 

multiple outputs. The outputs are resulting values attached with their original locations in the 

table. If the obtained DLIF is cascaded, the inner operations should be executed before the outer 

ones. 
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4.2.5 Text Parsing 
 

This step parses the outputs to text, which highly depends on the type of document. One 

example is that if we obtain a number with decimal points from the execution, we need to round 

the value to the appropriate decimal points. Some scientific article might prefer us to include all 

significant digits, but in typical articles we can perhaps just round to two decimal places. To our 

knowledge, there is no such tool that does what we described. It would be great if researchers 

can design a tool that takes configuration, text templates, etc. as inputs for text parsing.  
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Chapter 5 
 
Future Work and Conclusions 
 

This work deconstructs the complex problem of linking language and data into smaller 

steps that are easier to solve. As the world is getting more connected than ever, there are 

abundance of data to be collected and reported through language. Although this work focuses on 

written language, our results can be applied to spoken language as well. There may be 

differences, like in terms of vocabulary, structure complexity, formality, etc., between written 

and spoken language, but the framework should remain the same. Feasible usage scenarios 

including but not limited to language-initiated dynamic data visualization, speech-enabled 

interactive charts, expanding word-scale visualization techniques, auto-generated data query 

results from SQL, data operation animation via language, etc. Based on this research, there are 

many ways we can realize and improve the current results. We propose four possible future 

directions. 

5.1 Exploring Documents in Specialized Fields 
 

We have examined almost all Google Sheets functions in this project, except specialized 

formulas in certain professions such as finance and engineering. As a result, we did not explore 

documents that use advanced math operations. Examples of these operations include computing 

cosine of an angle provided in radians (COS), calculating the right-tailed chi-squared distribution 

(CHIDIST), etc. Professionals that use these functions deal with much more complex 
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calculations than basic functions presented in this paper. It can be interesting to see how this 

concept can be helpful for them. Also, designing tools to facilitate their language-related 

workflow would be a good trajectory as well. 

5.2 Machine Learning Techniques for Identifying Operations 
 

According to the proposed framework, identifying data operations is purely an NLP 

problem as it does not involve any data management problems. Language can be obscure due to 

its nature. Solely looking at the keywords and the constituency tree is not sufficient to precisely 

identify all possible operations. In addition, there can be some false positives in the prediction as 

well given the system lacks features to take into consideration. Thus, a probable solution is to 

apply more sophisticated machine learning (ML) techniques to better capture complex and 

implicit features in the sentence, and better guess the needed operations for data phrase 

prediction [18]. Works in NLP problems such as language understanding [62], SQL query 

generation [74], natural language question answering [56], etc. can be modified and applied to 

this problem since the main problem is to really understand what should be the intent of the 

sentence, either implicit or explicit, so that we can accurately predict data phrases. 

5.3 Adding Context to Data 
 

As we are connecting data and language, one challenge that pops up is the lack of context 

of the data. We normally treat every data the same with the same available set of functions. That 

is because connecting language and data is a novel task. Hence, data operations in any data 

management systems are designed just for data management, being agnostic to the context of the 

data they contain. If we can add some contexts to the data by any means, it should help 

connecting language and data tremendously. For example, if the table columns are months in a 

year, we normally use temporal propositions, such as “in”, “during”, or “from” in the sentence to 
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describe insights during that time. By knowing that the columns are temporal values can help the 

system easier locate information inside the database. We think that the problem can be solved by 

both ML solution and design solution. In particular, we can perhaps know the data types by using 

ML models, or we can also obtain data types by designing a system that receive inputs from the 

user specifying data types. We plan to explore both of these approaches in our future study.  

5.4 Beyond Tabular Data 
 

We studied language and data relationship based on tabular data. However, the idea is 

generalizable to non-tabular data as well, such as graphs, charts, etc. Functions that are tightly 

coupled with the table format, like COL_NAME, will not be applicable to data in other 

representations. Also, even though we have reviewed a lot of data documents and sentences in 

this work, we may discover new data operations if we look into other representations of data and 

their associated texts. For this reason, we would like to survey text-data connection in a broader 

perspective in our future work. The results should be format-independent, and that should cover 

a broader audience. 

5.5 Conclusions 
 

In conclusion, we investigated data sentence and their connections to data to form a better 

understanding of their relationship through the lens of data operations. We have found that the 

problem is complex as it is a mixture of language and data management problems. Thus, we 

proposed a conceptual framework DLIF to tackle the problem more efficiently by deconstructing 

this problem into five steps including Operations Identification, Data Entries Location, Operation 

Inputs Retrieval, Execution, and Text Parsing. Each step has its own challenges. Even though we 

still find the problem challenging after dissecting it into smaller steps, we can now solve the 

problem in a more structured way. In addition, researchers with different expertise can solely 
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work on the parts they are comfortable with, for instance, some parts require machine learning 

solutions, but some parts require design solutions. This problem is important as the world is 

getting more data-driven, and this work can be a basis of various applications. We believe that 

the problem is worth solving, so we can explore novel user interfaces in the future. 
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