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ABSTRACT: Water is often the testing ground for new, advanced force fields. While advanced
functional forms for intermolecular interactions have been integral to the development of
accurate water models, less attention has been paid to a transferable model for intramolecular
valence terms. In this work, we present a one-body energy and dipole moment surface model,
named 1B-UCB, that is simple yet accurate and can be feasibly adapted for both standard and
advanced potentials. 1B-UCB for water is comparable in accuracy to those with much more
complex functional forms, despite having drastically fewer parameters. The parametrization
protocol has been implemented as part of the Q-Force automated workflow and requires only a
quantum mechanical Hessian calculation as reference data, hence allowing it to be easily
extended to a variety of molecular systems beyond water, which we demonstrate on a selection
of small molecules with different symmetries.

Molecular dynamics simulations using force fields (FFs)
are fundamental for improving our understanding of

biological and chemical systems and developing new materials.
As intermolecular interactions often play an important role in
condensed phase phenomena, they are typically the main focus
of FF development. To reach the highest levels of accuracy for
intermolecular interactions, new advanced FFs can now
account for quantum mechanical (QM) effects, including
polarization, charge transfer, and charge penetration.1,2 Water
is typically the testing ground for new models of the potential
energy surface, and many successful advanced FFs for water
have been developed, such as MB-Pol,3−5 q-AQUA,6−8

TTM,9,10 AMOEBA,11−14 HIPPO,15,16 FFlux,17 and MB-
UCB.18 Some of these water potentials have reached a high
level of accuracy, such that they work well over a wide range of
the phase diagram of water.
Often a similarly advanced functional form is used to

describe water intramolecular interactions, such as the
Partridge and Schwenke (PS) one-body (1B) potential,19

which is used by MB-Pol, q-AQUA, and TTM models. These
advanced water potentials have reached a high level of accuracy
for spectroscopic properties as a result of better treatment of
the 1B potential, yielding, for example, more accurate infrared
intensities in line with experiments. However, the PS energy
and dipole moment surface (DMS) involves hundreds of
parameters fit using tens of thousands of data points, and thus,
it is challenging to extend such approaches to larger organic
molecule or material systems.20

On the other end of the complexity spectrum are the
harmonic bonds and angles that are the workhorse of many
classical force fields.21−25 These simple 1B potentials offer ease
of parametrization for a large range of molecules while having a

low computational cost. However, they often neglect coupling
between different bonding terms as well as anharmonicity,
resulting in large errors in the spectroscopic properties.
Physically motivated functional forms to account for
anharmonicity, such as Morse potentials for bonds and cosine
angles for bending, and the coupling between these terms have
long been known,20 but their application to commonly used
FFs have been lacking. Several FFs, such as AMOEBA and
MB-UCB, have introduced some additional terms to overcome
these problems, such as the Urey−Bradley potential, which
introduces a harmonic coupling between bonds and angles as
well as using higher order polynomials for the bonding
potentials to account for anharmonicity. However, even when
these terms are included in the FF, they tend to exhibit
problems in the 1B potential. For example, the anharmonicity
terms in the AMOEBA and MB-UCB water model are taken
from the MM3 model for hydrocarbons26 and were not
reoptimized, and the harmonic force constants are then fit to
anharmonic experimental frequencies; thus, the anharmonicity
is double-counted. q-TIP4P/F27 uses a Morse potential for
stretches for water but lacks anharmonic angles and coupling
terms while also empirically fitting its 1B potential to
condensed phase properties.
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Likewise, the 1B DMS is also quite poor for models with
charges that are fixed with respect to geometrical distortions,
resulting in unphysical trends, such as a decrease in the bond
angle of water when moving from the gas to condensed phase.
As mentioned earlier, PS DMS is exceptionally accurate yet
requires hundreds of parameters. Similarly, DMS of water by
Lodi and Tennyson28 has comparable if not higher accuracy
and complexity than PS. This was used by Bowman and co-
workers for the DMS for multiple properties of liquid water
and ice, including the infrared (IR) spectrum. An alternative
approach is predicting not just the DMS but the whole
geometry-dependent atomic multipole moments based on
machine-learning approaches, as done in the FFlux model.29,30

On the simpler side of things, the three-parameter charge flux
approach for water has been developed by Dinur et al.31 and
since been used by AMOEBA+,32 HIPPO,15 and TTM3-F.10

In terms of going beyond water, AMOEBA+ has recently made
significant progress in this regard, parametrizing charge flux for
small molecules with a variety of functional groups based on
bond and angle scans. However, this approach neglects parts of
the DMS, namely, the coupling between bond and angle
distortions, and is also unwieldy for larger molecules.
In this work, we first design 1B energy and dipole moment

surfaces for water using QM Hessian, which we believe is a
more generalizable and transferable approach. First, we
demonstrate that, by judicious choice of functional form and
parametrization strategy, we can obtain a 1B energy potential
that reproduces QM Hessian as well as energies in the
anharmonic region. Next, we demonstrate that an accurate
DMS can be obtained by parametrizing a charge flux model
using QM Hessian and the associated dipole derivatives.
Additionally, we show that a novel alternative method is to use
virtual sites to obtain an accurate DMS, which may be
especially useful for models that possess such sites. Finally, we
demonstrate on four other molecules with different symmetries
that our simple yet accurate 1B model, 1B-UCB, is
conveniently extensible to molecules beyond water as a result
of the automated parametrization strategy.
Our first goal is to construct an energy surface that

reproduces the QM 1B energy surface. We note that we fit

two parameter sets. The first will be fit to energies computed
using ωB97X-V33 with the def2-QZVPPD basis set,34 while the
other will be fit to energies computed using CCSD(T) with
aug-cc-pV5Z35 in the other. These two models will be termed
density functional theory (DFT)- and coupled cluster (CC)-
based molecular mechanics (MM) models, respectively. We fit
to two levels of QM because, while CCSD(T) energies are
relatively inexpensive for the water monomer, DFT calcu-
lations will be much more affordable for larger molecules, and
thus, it is important to compare their relative accuracy. We also
use DFT to evaluate the larger water validation data sets that
are not feasible for CC calculations. We justify the use of
ωB97X-V33 because it has been shown to be the best hybrid
generalized gradient approximation (GGA) functional com-
pared to CCSD(T) and beyond.36,37 QM calculations were
performed with Q-Chem 6.1.38 Our models were implemented
in and evaluated within the OpenMM software package.39

We begin by constructing a model that reproduces QM
Hessian, which describes the energy surface near its minimum.
While the PS energy surface does reproduce Hessian, harmonic
bond and angle potentials cannot because they neglect
coupling between different types of bonds and angles. While
coupling is most often introduced through the Urey−Bradley
expression, which is an additional harmonic bond potential
between two water hydrogens, alternative schemes could
include bond−bond

=V r r k r r r r( , ) ( )( )bond bond 1 2 bb 1 1
0

2 2
0

(1)

and bond−angle

=V r k r r( , ) ( )(cos cos )bond angle ba
0 0

(2)

coupling terms. With the aim of minimizing the number of FF
terms while fully reproducing QM Hessian, we examined the
performance of every FF that could be constructed by
combining the standard harmonic bond (for the OH stretches)
and angle potentials (for the HOH angle) with zero, one, or
two coupling terms. We parametrized the force constants by
fitting MM Hessian to QM Hessian using the Q-Force
toolkit,40 which seeks to minimize the difference between the

Figure 1. Accuracy of different coupling models for the 1B MM potential. (a) RMSE to CCSD(T) Hessian and (b) absolute error in vibrational
frequencies for no coupling term, various single coupling terms, and any combination of two coupling terms. Using any two coupling terms results
in a RMSE smaller than 0.01 kcal mol−1 Å−1; thus, these are plotted together. We found that fitting the bonded terms to both the modes and
frequencies created errors on the QM Hessian terms as large as 50% compared to fitting directly to Hessian. For panel b, errors smaller than 1 cm−1

are set to zero with the assumption that this is within numerical error of our Hessian calculation.
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MM and QM Hessian elements. We note that bonded terms
are frequently parametrized to match either the vibrational
frequencies or a combination of vibrational frequencies and
modes, but these typically result in very inaccurate Hessians.
Instead parametrizing a FF that fully reproduces QM Hessian,
as we do, ensures that vibrational modes and frequencies will
also be reproduced.
As seen in Figure 1a, the QM Hessian pattern cannot be

reproduced well without any coupling. Introducing one
coupling term is still insufficient, although introducing
bond−angle coupling performs better than alternative single
coupling terms. In contrast, any combination of two coupling
terms can fully reproduce QM Hessian, with the error in any
Hessian element below 0.01 kcal mol−1 Å−1. We choose the
bond−bond (eq 1) and bond−angle (eq 2) coupling terms for
our final FF because we find that using one term that
exclusively couples the two bonds and one that couples the
bonds with the angle is more intuitive, as the Urey−Bradley
term does some degree of both. We also find that combining
the bond−bond and bond−angle coupling terms performs
slightly better in the anharmonic region than any combination
involving the Urey−Bradley term. When we look at the
absolute errors in individual vibrational modes (Figure 1b),
without bond−angle coupling, the bending mode makes
significant errors, while having only a bond−angle coupling
term results in large errors in stretch modes.
While harmonic potentials suffice to reproduce QM Hessian,

they will obviously perform poorly outside the harmonic

region. One solution is to scan the energy surface of the water
monomer and fit the higher order terms of a polynomial to
match the anharmonicity. However, this requires one to
compute significantly more QM data and add several more
parameters; while not an issue for water specifically, this would
complicate extending the parametrization strategy to larger
molecules. To circumvent this issue, we make use of the
physically motivated functional forms given by Dateo et al.,20

whose parameters require less QM data to fit. For the angle
term, this is a cosine angle expression

=V
k

( )
2

(cos cos )angle
a 0 2

(3)

which has a single force constant ka that can be fit to Hessian.
For the bonding term, this is the Morse potential

= [ ]V r D r r( ) 1 exp( ( )Morse
0 2

(4)

where

=
k
D2
b

(5)

with kb and D being the harmonic force constant and the
dissociation energy, respectively. Conveniently, kb can be fit to
QM Hessian, and thus, only D has to be determined, for which
either experimental value can be taken or it can be computed
by a single QM calculation. For the dissociation energy of
hydrogen in water, both experimental (118.8 kcal/mol) and

Figure 2. Validation of the 1B MM model against the bond and angle CCSD(T) scan data. 1D scan of the (a) bonds and (b) angles for energies
below 10 kbT. We obtained MAEs of 0.014 and 0.038 kcal/mol for the bond and angle energies, respectively. The maximum errors at the largest
displacements were 0.06 and 0.26 kcal/mol for bond and angle energies, respectively. 2D scan of (c) QM bond−bond, (d) MM bond−bond, (e)
QM bond−angle, and (f) MM bond−angle coupling energies (kcal/mol). We obtained MAEs of 0.0005 and 0.015 kcal/mol for the bond−bond
and bond−angle couplings, respectively. The maximum errors at 10 kbT displacements were 0.003 and 0.11 kcal/mol for the bond−bond and
bond−angle couplings, respectively.
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theoretical (DFT, 123.0 kcal/mol; CC, 125.3 kcal/mol) values
were tested. We found minimal difference between using either
experimental or theoretical values in energy regimes that would
be relevant for non-reactive FFs. This is encouraging because it
likely enables using generic D values for specific atom pairs or
functional groups that do not have to be optimized for each
molecule. Furthermore, it can be desirable sometimes to
prohibit any bond dissociation, which is technically possible for
the Morse potential. Conveniently, for these cases, both Morse
and cosine angle potentials can be converted to a Taylor
expansion without requiring any additional parameters.
We first validate our energy surface by comparing our

model-predicted energies to QM energies for various bond and
angle deformations. In panels a and b of Figure 2, we compare
one-dimensional (1D) scans of the bond and angle energies
while keeping the other degrees of freedom fixed. While the
harmonic potential starts deviating significantly at larger
displacements, both anharmonic potentials perform very well,
even at large displacements of 10 kbT (∼6 kcal/mol at room
temperature). In panels c−f of Figure 2, we compare two-
dimensional (2D) scans of the bond−bond and bond−angle
coupling energies. We see that bond−angle coupling energies
are about 1 order of magnitude larger than the bond−bond
coupling energies, which may explain the effectiveness of the
bond−angle coupling shown in Figure 1. When all three
degrees of freedom are compared against the benchmark
reference for the 1B energies, the mean absolute error (MAE)
and maximum error at the 10 kbT displacements are 0.025 and
0.29 kcal/mol, respectively. The FF parameters for the 1B
energy surface are provided in Table 1; the Taylor expansion
equations and parameters are provided in the Supporting
Information.

In Figure 3a, we compare our predicted sum of 1B energies
of water clusters containing 7, 10, or 16 waters to DFT,
CCSD(T), and PS using the water cluster geometries taken
from Herman and Xantheas.41 We see that our 1B model, fit
with either DFT or CCSD(T), accurately reproduces its QM
reference, with per molecule errors of less than 0.0025 kcal/
mol. The 1B energies predicted by PS also compare quite well
but with seemingly larger differences compared to the
CCSD(T)/aug-cc-pV5Z energies; this is likely because it was
fit to additional empirical corrections beyond CCSD(T)/aug-
cc-pV5Z energies.
Besides these three specific water clusters, 1B energies were

also calculated for 1200 structures, each of 2-, 3-, 4-, 5-mer
clusters, that were taken Wang et al.;11 we only compute the
DFT energies because the many CCSD(T) calculations are too
expensive computationally. In Figure 3b, we show that our

DFT-fitted model is quite accurate, while in Figure 3c, we
compared the DFT energies to our model fit to CC Hessian.
Considering the close match between the CC results and our
CC-based model in Figure 3a, this comparison serves more as
a validation of the DFT functional than our model. Thus, we
conclude that the DFT error is less than 0.06 kcal/mol per
water molecule, showing that ωB97X-V/def2-QZVPPD
performs exceptionally well as a reference when CCSD(T)/
aug-cc-pV5Z is no longer viable.
For further comparison, we also calculated harmonic and

anharmonic frequencies from our MM model to compare
against those of the PS model and the CCSD(T)/aug-cc-pV5Z
benchmark. We denote poly5z as a high-level fit to the
CCSD(T)/aug-cc-pV5Z energy surface using 12th-order
polynomials, similar to our previous work42 but without a
basis set extrapolation. In Table 2, we show that all models
reproduce the harmonic frequencies quite accurately. For the
experimental anharmonic frequencies, the PS model has an
exact match because it was explicitly fit to these data
empirically. Therefore, the poly5z models provide a better
comparison for our MM model in terms of its accuracy relative
to the CCSD(T) surface. We see that the poly5z and MM
models are both accurate for anharmonic frequencies, with
errors ranging from 5 to 20 wavenumbers. Our MM model
performs very similarly to the poly5z model, with the greatest
difference being the 11 wavenumber difference in the bending
mode. The greater error in the bending mode likely stems from
the Morse potential predicting slightly more accurate bond
energies than the cosine angle potential predicting angle
energies, as shown in Figure 2. With our DFT-fitted MM
model, the harmonic and anharmonic frequencies are all blue-
shifted by 10−20 wavenumbers while retaining the correct
trends, as typically experienced with hybrid functionals.43

We next turn to parametrizing a 1B DMS. We note that,
without explicit charge flow, any point charge or multipole
model will overestimate the change in the dipole moment with
bond length or angle. A well-known consequence of this is that
the average bond angle of water in the condensed phase will be
lower than that in the gas phase, which contradicts the
experiment. While the PS model circumvents this problem
using a complex functional form that requires many data points
to fit, a common approach is to use a simple charge flux
model,31 where some amount of charge moves between the
atoms based on the deviation from equilibrium bond lengths
and angles. In this case, the 1B DMS can be expressed as

= + +

= + +

= +

dq j r r j j r r

dq j r r j j r r

dq dq dq

( ) ( ) ( )

( ) ( ) ( )

( )

H b OH OH
0

0 bb OH OH
0

H b OH OH
0

0 bb OH OH
0

O H H

1 1 2

2 2 1

1 2

(6)

where jb is the bond flux parameter, jθ is the angle flux
parameter, and jbb is the bond−bond coupling flux parameter.
Again, these three parameters are typically fit by scanning all
relevant bonds and angles, which is feasible for water but will
become more difficult for larger molecules. Instead, we used
the dipole derivative matrix obtained from a QM Hessian
calculation. The first advantage to this approach is that it
requires no extra calculations to parametrize the DMS. An
additional and significant benefit is that fitting to the QM
dipole derivatives is a more rigorous approach than fitting to

Table 1. 1B-UCB Potential Energy Surface Parameters for
the Two Modelsa

parameter ωB97x-V/def2-qzvppd CCSD(T)/aug-cc-pV5Z

r0 (Å) 0.959274 0.958413
kb (kJ mol−1 Å−2) 5151.75 5098.15
D (kJ/mol) 514.757 524.265
θ0 (deg) 105.0387 104.4234
ka (kJ/mol) 445.977 452.183
kbb (kJ mol−1 Å−2) −45.4801 −61.1423
kba (kJ mol−1 Å−1) −153.552 −159.886

aThe 1B potential is parameterized against wB97X-V/def2-QZVPPD
and CCSD(T)/aug-cc-pV5Z Hessians.
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only a 1D bond and angle scan, as the dipole derivative matrix
contains more information, such as the coupling between
bonds and angles.
We also developed a novel way to reproduce dipole

derivatives using virtual sites (VS). In the four- or six-site
water models, such as the TIPnP23 or CHARMM21 series,
there is an in-plane VS constructed from oxygen and its two
neighbors

= + +÷÷÷÷÷ ÷÷÷ ÷÷÷÷÷÷÷ ÷÷÷÷÷÷÷÷r r w r r( )VS O OH OH1 2 (7)

where w is the weight parameter determining the position of
the VS. We modify the VS model by adding three charge flux

terms that determine the position of the VS based on the
deviations from the equilibrium bond lengths and angles.

= + + +

+ + +

+ +

÷÷÷÷÷ ÷÷÷ ÷÷÷÷÷÷÷ ÷÷÷÷÷÷÷÷ ÷÷÷÷÷÷÷
÷÷÷÷÷÷÷÷ ÷÷÷÷÷÷÷ ÷÷÷÷÷÷÷÷
÷÷÷÷÷÷÷ ÷÷÷÷

r r w r r j r r r

j r r r j r r

j r r r j r r r

( ) ( )

( ) ( )( )

( ) ( )

VS O OH OH b OH OH OH
0

b OH OH OH
0

OH OH 0

bb OH OH OH
0

bb cb OH OH
0

1 2 1 1

2 2 1 2

1 2 1 (8)

Because the VS has a partial charge, deviations from the
equilibrium geometry lead to charge flux through the
movement of the VS.

Figure 3. Comparison of 1B potential energies between QM and MM models. (a) 7-, 10-, and 16-mer water cluster 1B energies for DFT,
CCSD(T) and PS references and our model on MP2/aug-cc-pVTZ optimized structures taken from Herman and Xantheas.41 Our simple model
has errors of 0.014, 0.026, and 0.036 kcal/mol for CC and 0.002, 0.003, and 0.006 kcal/mol for DFT for the 7-, 10-, and 16-mer water clusters,
respectively. (b) Energies of our 1B model derived from DFT plotted against ωB97X-V/def2-qzvppd energies for 1200 snapshots taken from each
cluster size, from 2- to 5-mers. We find MAEs of 0.007, 0.009, 0.011, and 0.013 kcal/mol and maximum errors of 0.115, 0.122, 0.113, and 0.115
kcal/mol for the 2-, 3-, 4-, and 5-mers, respectively. (c) Energies of our 1B model derived from CCSD(T) plotted against ωB97X-V/def2-qzvppd
energies for 1200 snapshots taken from each cluster size, with MAEs of 0.11067, 0.1456, 0.17435, and 0.19496 kcal/mol for 2-, 3-, 4-, and 5-mers,
respectively. The small cluster structures are taken from Wang et al.11

Table 2. Harmonic and Anharmonic Frequencies for Various QM and MM Modelsa

mode experimental CCSD(T) ωB97x-V PS poly5z 1B-UCB (CC) 1B-UCB (DFT)

Harmonic Frequencies (cm−1)
bending n/a 1650 1636 1650 1650 1650 1636
symmetric stretching n/a 3835 3860 3833 3835 3835 3860
asymmetric stretching n/a 3945 3961 3945 3945 3945 3961

Anharmonic Frequencies (cm−1)
bending 1595 n/a n/a 1595 1583 1573 1557
symmetric stretching 3657 n/a n/a 3657 3659 3654 3674
asymmetric stretching 3756 n/a n/a 3756 3743 3740 3751

aWe computed the anharmonic frequencies using a variational calculation, whose details we include in the Supporting Information and available in
our recent paper on Raman spectroscopy.42
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However, unlike the 1B energy surface, the 1B DMS j
parameters will depend upon the non-bonded parts of the FF,
namely, the point charges, atomic dipoles, and virtual site
position. Therefore, they must be reparameterized for the
specific model (e.g., they depend upon the partial charges
assigned to the H and O of a water model), which is a simple
task achieved by fitting the MM dipole derivative matrix to the
QM dipole derivative matrix provided in the Supporting

Information. In this work, for both approaches, we have chosen
to use point charges (and a w parameter in the VS model) to
exactly reproduce the dipole moment of the optimized
structure, as this is typically the case for both four- or six-site
water models.
In Figure 4, the change in the dipole moment with respect to

the angle and bond displacements is given for the QM
reference, PS model, MM with no charge flux correction, and

Figure 4. Change in the dipole moment over angle and bond distortions. (a) Angle and (b) bond lengths are scanned for QM (DFT), MM (DFT)
with and without one of the DMS corrections, and PS model. Both the CF and VS approaches give almost identical results.

Figure 5. Comparison of 1B between QM and MM models for carbon dioxide, ammonia, nitrate, and methane molecules. (a) Potential energies
and total dipole moments (b) without and (c) with charge flux. The QM method is ωB97x-V/def2-qzvppd.
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MM with either the charge flux (eq 6) or VS correction (eqs 7
and 8). We see that the dipole moment is evidently much more
sensitive to the angle than bond displacements. Without any
charge flux correction, changes to the dipole moment are
significantly overestimated [root mean square error (RMSE):
angles, 0.43 D; bonds, 0.19 D], whereas with either charge flux
or VS correction, there is virtually an exact match at small
displacement, with small deviations at larger displacements
(RMSE: angles, 0.056 D; bonds, 0.012 D). The PS dipole
moments are also very similar to the QM benchmark, but our
MM model is much simpler and more generalizable.
To demonstrate the applicability of this protocol and model

to other molecules, we have parametrized four other molecules
with different symmetries: carbon dioxide (linear), ammonia
(trigonal pyramid), nitrate (trigonal planar), and methane
(tetrahedral). A few other considerations were needed for
these molecules, which are now added to the protocol:

• For linear three-atom molecules (carbon dioxide),
bond−angle coupling terms were unnecessary. Addi-
tionally, a harmonic angle potential was used instead of a
cosine angle as a result of the equilibrium angle of 180°.

• For four- and five-atom molecules, an angle−angle
coupling term was needed.

=

V

k

( , )

(cos cos )(cos cos )

angle angle 1 2

aa 1 1
0

2 2
0 (9)

• For trigonal planar molecules (nitrate), an improper
dihedral term was needed, and a harmonic potential
proved suitable for this purpose.

=V k( ) ( )improper 1 improper
0 2

(10)

As scanning the degrees of freedom, especially angles,
becomes more challenging with four- and five-atom molecules,
for the validation data set, we have instead opted to perform
Wigner sampling using the Wigner module in the SHARC
program44 to generate 1000 distorted structures for each

molecule. In Figure 5a, the QM and 1B-UCB energies are
shown for carbon dioxide, ammonia, nitrate, and methane. A
good match between QM and 1B-UCB energies can be seen
for all molecules, with MAEs of 0.04, 0.15, 0.06, and 0.19 kcal/
mol, respectively. Note that the higher MAEs of ammonia and
methane are not because these models are less accurate but
because their light hydrogen atoms cause Wigner sampling to
distort them to higher energy structures. In Figure 5b, QM and
MM total dipole moments without any dipole corrections are
shown. It can be seen that, without any correction, the dipole
moments are highly inaccurate, with MAEs of 0.071, 0.099,
0.20, and 0.17 D, respectively. With the use of the charge flux
approach, as shown in Figure 5c, the accuracy significantly
improves, with the MAEs reducing by about an order of
magnitude to values of 0.003, 0.012, 0.013, and 0.019 D,
respectively.
Another demonstration of the success of Hessian fitting

outside the near-equilibrium distortions is ammonia pyramidal
inversion (Figure 6c). As shown in Figure 6a, both the barrier
height and the forces throughout the scan (shown by obtaining
the same geometry and energy after an MM geometry
optimization) are captured by fitting only to Hessian, with
MAEs in energies of 0.068 and 0.072 kcal/mol with and
without optimization, respectively. Similarly, as shown in
Figure 6b, each component of the dipole moment is
significantly improved by the charge flux approach and closely
matches the QM dipole moments, with MAEs of 0.0004,
0.0077, and 0.0007 D for X, Y, and Z directions (defined in the
figure caption), respectively.
In summary, we developed the 1B-UCB model, defined by a

well-defined protocol to generate an accurate 1B energy and
DMS for water and other small molecules. By keeping the
model relatively simple (a total of 10 parameters for water: 2
for equilibrium bond lengths and angles, 4 for the energy
surface, and 3 for the DMS) and through deliberate choices of
functional forms, we have demonstrated a simple para-
metrization strategy, where the bonded parameters are
obtained by fitting MM Hessian to QM Hessian and the

Figure 6. Ammonia pyramidal inversion for QM, MM, and 1B-UCB model. (a) Energies and (b) each dipole moment component. (c) Geometry
at the minima and saddle point. Y axis is orthogonal to the plane of three hydrogens. X and Z are parallel to the plane of the three hydrogens, with Z
pointing toward one of the hydrogens and X being orthogonal to Z.
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DMS is obtained by fitting the MM dipole derivatives to the
QM dipole derivatives, both of which are readily available from
a single QM Hessian calculation. We have used two different
approaches for the DMS: the charge flux method and a novel
approach taking advantage of the virtual interaction site
common to many molecular mechanics models. Both
approaches perform equally well; therefore, the VS approach
should be appropriate for models that already have a VS, while
the charge flux approach is appropriate for those that do not.
As a favorite testing ground for new force fields, the 1B-UCB

model for water performs competitively with much more
complex 1B water models in reproducing reference QM
calculations. However, while complexity is rarely held back
when it comes to advanced water models, the simplicity of the
1B-UCB model, combined with the automated parametrization
protocols using the Q-Force toolkit,40 makes it much more
feasible to parametrize larger numbers and sizes of molecules
effortlessly. To demonstrate this point, we have parametrized,
using these automated protocols, four additional molecules
with different symmetries and shown that the accuracy of both
energies and dipoles are consistent among these molecules.
The key advantage of our approach is combining accuracy,
simplicity, and automation, and we are currently working to
leverage this advantage to biologically relevant molecules while
tackling the additional challenges of torsions and intra-
molecular non-bonded interactions.
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