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Abstract 
 

Robust High Temperature Operation of Quantum Dot Lasers Grown on Silicon  

 

by 

 

Chen Shang 

 

 

       Epitaxially grown quantum dot (QD) lasers are emerging as an economical approach to obtain 

on-chip light sources. Thanks to the three-dimensional confinement of carriers, QDs show greatly 

improved tolerance to defects which makes them the ideal candidate for the optical gain medium in 

monolithically integrated on-chip light source and promises other advantages such as low 

transparency current density, high temperature operation, isolator-free operation, and enhanced four-

wave-mixing. These material properties distinguish them from traditional III−V/Si quantum wells 

(QWs) and have spawned intense interest to explore a full set of photonic integration using epitaxial 

growth technology.  

       By reducing the threading dislocation density to less than 1.5×106 cm-2 and blocking misfit 

dislocations near the active region with newly introduced defect management tools, the extrapolated 

lifetime of the epitaxially grown QD lasers on CMOS compatible (001) Si substrate has been boosted 

to more than 200,000 hours at 80 °C under CW operation. Unfortunately, as the III-V films become 

less defective, they are more brittle and subject to crack formation, and wafers experience higher 

deflection due to higher residual tension from the coefficient of thermal expansion mismatch. To 

ensure wafer manufacturability and device yield, thinner stack design with material having less 

thermal expansion mismatch with the Si substrate is of great importance.  
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       In parallel, the attempts to deposit the stack in the pre-patterned pockets on Si photonic chips for 

monolithic integration have been initiated. Despite the lack of in situ temperature and surface quality 

monitors due to the covered oxide, blanket-substrate level film quality has been achieved with low 

crystalline defect density. The stress asymmetry introduced by the pocket geometry would potentially 

introduce another design space for defect management. Preliminary observations suggest that a proper 

alignment of the crystallographic orientation to the pocket geometry could eliminate the misfit 

dislocations near the active region by fundamentally lowering the residual tensile stress. Combined 

with the more optimized defect management tools, epitaxially grown QD lasers with lifetime 

comparable to the commercialized bonded QW laser on Si may finally be on the horizon. 
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Chapter 1   

Introduction 
 

There are approximately 5 billion people and 30 billion devices connected to the Internet. The global 

Internet traffic has well-surpassed the zettabyte threshold (270 bytes) and has reached 3 times the 

threshold in 2020 with a compound annual growth rate of at least 25%1,2. This calls for high-density, 

high-speed, and broadband data interconnects at a low-cost for signal processing and high-

performance computing. The three key metrics for future interconnect technology are bandwidth 

density, energy efficiency, and low latency. At the present rate of progress, electrical interconnects 

with copper wires are not going to fulfill the demand in the next decade3. The bandwidth of the 

conventional inter-chip interconnects with electric wires is limited due to the low channel line rate 

and low I/O pin density, and thus low bandwidth density. There are currently no known solutions to 

improve the line rate with electrical interconnects on a PCB. The maximum length of the electric 

wires is also limited due to their high transmission loss on the PCB and reflections at connectors.  

On the other hand, optical interconnects with photonics are a promising technology to manage the 

rapid increase of data demand as optical signals inherently have wide bandwidth, low latency, low 

power consumption, and low mutual interference, compared with those of electrical signals. Photonic 

technologies are not only useful in datacom and telecom applications with high bandwidth data 

transmission, but also in navigation, spectroscopy, optical clock, biosensing and imaging, and many 

other applications. Yet, the photonic devices have remained bulky and too expensive to be used in 

PCs and servers to replace electric wires. In that sense, Si photonics was introduced. In analogy to 
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the historical scaling of Si-based electronics in CMOS technology governed by “Moore’s Law”, 

integration of photonic components allows the optical systems to be developed in compact form 

factors. Leveraging the well-established CMOS process control and 300 mm Si wafers, photonics 

components could be manufactured with high volume, high yield, low cost, and high integration 

density. The system miniaturization enables new applications: the deployable gas and biomolecular 

sensing systems, compact solid-state LiDAR for automobiles, and on-chip gyroscopes, etc.  

 

Figure 1: Left panel shows the stimulated emission process in InP, a typical direct bandgap semiconductor. The right 

panel shows that the recombination process requires phonon participation in an indirect bandgap semiconductor, i.e. Si. 

Si is suitable for photonics applications as the Si crystal and its native oxide are transparent in telecom 

and datacom wavelengths. The high refractive index contrast also ensures excellent optical 

confinement. In combination with Ge, Si3N4, and other dielectrics, waveguides covering optical 

wavelengths from ultraviolet to infrared could be designed on silicon-on-insulator substrates. 

Unfortunately, Si and Ge are indirect bandgap materials, which make them poor light emitters as a 

momentum transfer through phonon emission is required, schematically illustrated in Figure 1. 

Consequently, the best Group-IV laser has a threshold currently density of4 300 kA/cm2, which is 

about four orders of magnitude larger than what could be achieved with direct bandgap III-V materials. 

The other downside of Si and Ge is that they can only cover wavelengths around near-infrared for 

modulation and detection. 
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Thus, integrating III-V materials with Si photonic platforms is the go-to approach to achieve a fully 

functional Si photonic integrated circuit. Currently, heterogeneously integration through wafer 

bonding, introduced in 20065,  is the only approach that has received mass commercial production 

and Intel is producing optical transceivers in volume using heterogenous integration. Compared to 

the hybrid integration approach, where extremely precise alignment is required for butt-coupling 

during packaging, the alignment is greatly simplified as it’s done in the lithographic steps and the 

light is evanescently coupled to the Si waveguide below. Heterogenous integration on Si can 

accommodate not only III-V materials for gain, detection, and modulation, but can also include more 

exotic materials, e.g. LiNbO3 and Ce:YIG for high performance modulators, nonlinearities, and 

magnetic properties.  

 

Figure 2: Schematic illustration of (a) hybrid and (b) heterogenous integration. 

Despite all the obvious benefits of heterogenous integration approach, the associated technical 

complexity is still considerable, in particular the stringent requirements of the extremely clean and 

smooth III-V surfaces. Moreover, the heterogeneously integrated light sources may consume 

considerable real estate on the Si photonic chip and heat sinking is challenging due to the high thermal 

resistance introduced by the bonding layer and the buried oxide. Economically, the potential low-cost 

model of Si photonics is based on the hypothesis that the work could be done on the full surface of 

300 mm SOI wafers. Yet the maximum available size of the III-V wafers is not suitable to fulfill this 

requirement (200 mm for GaAs, 150 mm for InP). Also, since the III-V material is only required on 
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a smaller portion of the device area, most of the III-V wafer is lost by the layer patterning on the 

required areas. The cost of III-V materials is much higher than Si and SOI wafers. Such material 

waste potentially puts a substantial overhead on the overall cost.  

Table 1: Cost per area and maximum available size of GaAs, InP, Si, and SOI wafers. 

 
GaAs InP Si SOI 

Substrate cost($/cm-2) 1.65 4.55 0.20 1.30 

Maximum diameter (mm) 200 150 450 450 

 

To further reduce the cost of integration and fully utilize the economy of scale of CMOS 

manufacturing, monolithic integration via direct epitaxial growth is considered as the ultimate 

solution. The need for III-V wafers and the bonding process will then be eliminated. The epitaxy 

architecture also provides the best natural heat sinking for laser operation as the III-V material is 

covalently bonded to the Si substrate. Yet, due to the dissimilarities between non-nitride III-V and Si, 

namely the polarity mismatch, lattice constant mismatch, and thermal mismatch, high density 

electrically active crystalline defects are generated during hetero-epitaxial growth. The polarity 

mismatch, which results in the formation of antiphase domains, has largely been solved. Threading 

dislocations (TDs) with a density of 109~1010 cm-2 at the III-V/Si interface could be generated as the 

III-V film relaxes in response to the lattice mismatch. The TD density (TDD) drops as the film 

thickness increases, yet the lowest TDD values previously reported with a reasonable film thickness 

are in the high-106 cm-2. A new design that further reduces the TDD to no more than 1×106 cm-2 will 

be discussed in Chapter 3. The coefficient of thermal expansion (CTE) mismatch is known to cause 

wafer warping and film cracking. It was recently discovered that the CTE is also responsible for the 
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formation of misfit dislocations (MDs) near the active region. A new tool to remove the MDs and a 

mathematical model that provides guidance in future epitaxial design to reduce cracking/warping will 

be introduced in Chapter 4.  

 

Figure 3: Common crystalline defects of (a) threading dislocations from the plastic relaxation due to the lattice mismatch 

and (b) anti-phase domains formed at the step edges of the Si substrate due to polarity mismatch.  

Due to these inevitable crystalline defects, the best QW lasers perform poorly with lifetimes of just 

1000 hours, insufficient for commercial applications4. To achieve native substrate laser performance 

and reliability, an active region with quantum dots (QDs) is adopted for their insensitivity to defects 

as the carriers are confined within the local potentials. Other inherent advantages of QDs over QWs 

will be discussed in Chapter 2. Chapter 3 introduces a new type of dislocation filter structure that 

results in ultra-low defect density GaAs virtual substrate on Si and Chapter 4 taggles the issues with 

CTE mismatch: MD trapping layers are introduced, and a mathematical model is developed to 

describe and solve the film cracking and wafer warping problem. Together with use of the newly 

introduced defect management techniques, record breaking reliability of the epitaxial QD lasers 

emitting around 1300 nm has been achieved in Chapter 5 with an extrapolated lifetime > 200 k hours 

at 80 °C. The attempt to deposit such high-quality laser epi in the pre-patterned Si photonic chip for 
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true monolithic integration is summarized in Chapter 6. A short note on the development of QD lasers 

emitting at 1178 nm for optical clock and 1550 nm for long haul communication can be found in 

Chapter 7. Finally in Chapter 8, proposed future work for obtaining native substrate level reliability 

on Si is introduced.  Applications of such high performance monolithic on-chip light sources in the 

near future are briefly discussed in the thesis finale.  
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Chapter 2   

Fundamentals of Quantum Dots 

 

For the past 40-ish years, epitaxial QDs have been the subject of intense research interest in physics, 

materials science, and electrical engineering for their unique and highly tunable properties, and such 

efforts have fueled the realization of numerous optoelectronic applications. Historically in the early 

90s, before the introduction of the self-assembled QDs, three-dimensional confinement was achieved 

either by fabricating narrow pillars with a small disc of a quantum well (QW)6–8 or by depleting 

carriers from specific regions of the underlying QWs with electrostatic gates on the sample surface9–

11. It was the etched pillar approached that coined the term “Quantum dots”. These two approaches 

allow the precise placement of the QDs but are potentially expensive and time consuming for the 

required complicated post-growth processing. The other problem is that the maximum QD density (~ 

108 cm-2) practically achievable with these two approached is much lower than the required density 

(> 1010 cm-2) for efficient QD-based light emitters12. The surface recombination and the variable size 

with these “fabricated dots” also make them less appealing to real applications. 

The self-assembled QDs inherently provides a straightforward approach to realize the required QD 

surface density and requires no post-growth processing to define the dots. Yet, the growth process 

that resulted in the formation of these 3D crystal islands was not originally designed to create these 

QD light emitters. It’s been known since the early 80s that certain combinations of film and substrate 

would start with a smooth growth front and transition to 3D island formation after reaching the critical 
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thickness. This growth mode is known as the Stranski-Krastanov (SK) growth mode13, typically 

demonstrated in Ge-on-Si and InxGa(1-x)As-on-GaAs systems with large lattice mismatch13,14. 

 

Figure 4: Growth modes are generally determined by the relationship between surface free energies of the film-vacuum 

interface 𝛾𝑒, the film-substrate interface 𝛾𝑖, and the substrate-vacuum interface 𝛾𝑠. (a) Frank-van der Merwe growth mode: 

𝛾𝑒 + 𝛾𝑖 < 𝛾𝑠. (b) Volmer-Weber growth mode: 𝛾𝑒 + 𝛾𝑖 > 𝛾𝑠. (c) Stranski-Krastanov growth mode: the film initially wets 

the substrate as in the FWM growth mode, and transition to 3D islands after building up enough strain energy (APL tutorial). 

There were considerable efforts to suppress the formation of the self-assembled islands as they indeed 

would roughen the surface15–18. The attitude toward these nanoparticles took a 180 ° turn once 

researchers realized that these islands were dislocation free despite the high lattice mismatch between 

the film and substrate19–21, and the spatial extent of electronic wave functions in these islands were 

smaller than the Bohr exciton diameter22,23. Thus, these 3D islands could behave as optically active 

QDs trapping carriers in all 3 dimensions when buried in a wider bandgap material. Since then, self-

assembled QDs as light emitters have been demonstrated on various types of material systems, from 

Group IVs14 to III-Vs13,24–28 and to II-VIs29,30, among which InAs QDs on GaAs is the most mature 

system for datacom and telecom laser applications. Leveraging from the promised lower threshold 

current and high temperature operation31, high performance InAs QD lasers operating around 1310 

nm have been demonstrated. Expected low sensitivity to crystalline defects and to optical feedback 

are the two most important advantages of QDs over QWs due to the stronger carrier localization, 

making QDs the ideal candidate for realizing high performance light sources epitaxially grown on Si 

and eliminating optical isolators within the integrated package. In the next sections, the physical 
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principles of the fundamental advantages of QD lasers for telecom and datacom applications will be 

briefly discussed.  

2.1 Discrete density of states 

When the extent of the electronic wavefunction, in any direction, of a semiconductor structure is 

reduced to smaller than the Bohr exciton diameter, energy quantization happens12. Unlike QWs, 

where this quantization occurs only in one-dimension, typical InAs QDs on GaAs experience energy 

quantization in all 3 dimensions, resulting in a series of discrete delta functions for their density of 

states when surrounded by higher bandgap matrix materials. Thus, QDs are also considered as 

“artificial atoms” with tunable energy states32. 

               

Figure 5: (a) Energy quantization occurs when the spatial extent of the electronic wave functions is smaller than the Bohr 

exciton diameter (𝑎𝐵). The bandgap and the energy spacing between the states can be tuned with the QD diameter (D)33. 

(b)-(e) Schematics of the 3d, 2d, 1d, and 0d structures and their corresponding density of states, respectively.    

In practice, self-assembled QDs grown via the SK growth mode experience inhomogeneous 

broadening due to growth variations, mostly in size and composition, and are connected through a 

thin wetting layer34. Figure 6a shows the example room temperature photoluminescence (PL) 
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spectrum of InAs QDs grown on a GaAs substrate with labeled ground state (GS), the first excited 

state (FES) and the second excited state (SES). The measured full-wave-at-half-maximum (FWHM) 

of the ground state peak is 28 meV, which translates to an inhomogeneous broadening Δ𝑖𝑛ℎ of 

approximately 14 meV35. This value of Δ𝑖𝑛ℎ for typical self-assembled QDs is small compared to the 

energy separation between the quantum states (around 80 meV) 35,36. Thus, the states in the QD 

ensemble remain discrete, resulting in a clearly distinguishable GS and FES. With this discrete density 

of states, the carrier density required for population inversion is reduced. Therefore, the short carrier 

lifetime of the ground state supports a high level of radiative optical transitions per unit volume. This 

mechanism contributes to a low threshold carrier density. Figure 6b shows the calculated and 

measured modal gain for an older generation of QD and QW lasers. This suggests that an InAs QD 

active region with all QDs having the same size (Δ𝑖𝑛ℎ = 0) is highly desirable, yet such task might 

be close to impossible36.  

 

Figure 6: (a) Example room temperature PL of InAs QDs emitting around 1300 nm. The inset shows the exposed QDs 

morphology with a surface density of approximately 6×1010 cm-2.  (b) Calculated modal gain of QDs and QWs with respect 

to the injection current density. The red triangles and the grey circle are the measured values for QD and QW lasers, 

respectively. The case with 𝛥𝑖𝑛ℎ = 20 𝑚𝑒𝑉 matched with the experimental results36.  
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The inevitable finite inhomogeneous broadening is beneficial in a QD optical amplifier. Since each 

QD can only experience stimulated recombination at its local energy, the amplification produced by 

one dot is independent from other dots in the device and minimum cross-gain modulation and cross-

phase modulation could be expected from a QD amplifier, compared to a QW amplifier where the 

carriers could move freely with microns of diffusion length. High performance QD amplifiers have 

then been demonstrated on CMOS compactible Si37.  

2.2 Insensitivity to defects 

Naturally localized carriers in QDs contribute to strongly suppressed carrier diffusion compared to 

that of QWs38. Reduced lateral carrier diffusion length is known to minimize problems associated 

with surface recombination, and thus facilitate device miniaturization without imposing a penalty on 

the lasing threshold39. Carrier diffusion length can be measured with the cathodoluminescence (CL) 

intensity loss near a misfit dislocation (MD). Example 10 kV CL maps done at 300 K on an epitaxially 

grown InAs QD material on Si are shown in Figure 7a, filtered for the GS, the FES, and the SES. A 

typical MD was identified (circled in yellow) and the normalized intensity profiles across the MD are 

shown in Figure 7b. Compared to a GaAs or an InGaAs QW where carriers have a diffusion length 

on the order of 2 µm at 10 K39, the measured carrier diffusion length in an InAs QD structure is as 

low as 0.5 µm at room temperature, as evident from Figure 7b40, consistent with  earlier research38 .  

With this much reduced diffusion length in QDs, Fabry–Pérot (FP) QD lasers grown on Si 

showed that reducing the ridge width shows a continuous decrease of threshold currents down to 2 

µm ridge width with no sign of threshold current density increase41. Micro-ring resonators fabricated 

from the same material demonstrate a monotonically decreased threshold currents with the reduction 

of the ring radius42. Threshold currents below 1 mA were achieved with a radii as small as 4 µm 43. 

Decreased carrier diffusion length also reduces the sensitivity to crystalline defects. Another 

important aspect that can be seen from Figure 7b is that the excited state transitions are more affected 
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by the nearby defects due to higher carrier escape rates. Thus, maintaining a ground state operation 

is essential for reliable and high performance epitaxially grown devices. 

 

Figure 7: (a) Filtered CL maps for different transitions at 300K. (b) Temperature dependent CL intensity line scan across 

the identified MD, located at the origin, in different transitions. (c) and (d) are the PVTEM images of dislocations in the 

plane of a QD and a QW laser after aging for the same time, respectively. Clear dislocation network has been developed in 

the QW laser34. 

Since crystalline defects are unavoidable in epitaxially grown III-V material on Si, this makes QD 

emitters an ideal candidate for monolithic light source integration. Due to the reduced carrier diffusion 

length in QDs, the crystalline defects are less “visible,” resulting in a limited recombination enhanced 

dislocation climb (REDC). As clearly shown in Figure 7c and d for the post-aging QD and QW 

devices grown on Si, minimum dislocation climb has been observed in QD devices while the 

dislocations in the QW devices have grown into a network via REDC34. Consequently, QD devices 

grown on Si have demonstrated record high reliability at elevated temperatures. More details will be 

discussed in Chapter 5.  
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2.3 Improved temperature dependence 

As the energy separation between the quantum states are a few times larger than kT at room 

temperature, the threshold current of QD active region is expected to be insensitive to the temperature 

change31. The infinite characteristic temperature, T0, was obtained under the assumption that the 

thermal spreading of carriers should vanish for the delta function density of states, shown in Figure 

8a. 

 

Figure 8: (a) Theoretical normalized threshold current with respect to temperature. For a 0D particle, the threshold current 

is expected to be independent of temperature31. (b) L-I characteristics of the QD laser from 30 to 220 °C under CW operation 

with HR coatings on both facets44. (c) Energy band diagram of 1.3 µm InAs QD grown on GaAs embedded in a 6 nm 

In0.15Ga0.85As QW matrix45. 

Yet, for the technologically relevant InAs QD on GaAs or on InP material systems, the valence band 

offsets are much smaller than those in the conduction band. The energy level spacing in the valence 

band is then below kT at room temperature, as depicted in Figure 8c45. This increases the threshold 

as the holes are less concentrated at the top of the valence band46 and its temperature dependence as 

the holes can thermalize and escape the dots. In that case, the thermal escape rate of carriers in QDs 

increases exponentially with temperature and is accompanied by a sharp increase in the threshold 

current34,42,43,47,48. In order to compensate for the thermal escape of holes, extra holes must be provided. 

P-type modulation doping in the barriers between each dot layer has proven to be effective, and both 
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the first principal theories and experimental results have demonstrated higher material gain49–52. As a 

result, with a proper p modulation doping, a characteristic temperature (T0) as high as 175 K and CW 

operation to at least 220 °C have been obtained in a packaged InAs QD laser grown on a native GaAs 

substrate, shown in Figure 8b44. Recently, a T0 as high as 167 K has been extracted from epitaxially 

grown and unpackaged devices on (001) Si and the maximum lasing temperature is >110 °C53. More 

details will be shown in Chapter 5. 

Other than the parasitic recombination outside the QDs due to carrier escape as the dominant source 

of threshold temperature dependence, the remaining identified minor contributors include excited 

state recombination, inhomogeneous broadening, and violation of charge neutrality (VCN)54. Local 

charge neutrality is maintained in the QWs for the large capacitance. On the other hand, the 

capacitance of a QD layer is limited by the surface dot density, which is typically one or two orders 

of magnitude lower than the 2D carrier density in QWs54,55. The electron- and hole-level occupancies 

in QDs obtained from the solution of the electrostatic-field distribution across the junction are indeed 

different, meaning the QDs are charged. In a self-consistent study, the T0 was expressed as the 

following, where the jQD and jOCL are the threshold current component from the QDs and the 

surrounding optical confinement layers, respectively. T0
QD and T0

OCL are the characteristic 

temperature components from the QDs and the surrounding optical confinement layers56.  
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As shown in Figure 9a below, at low temperature where the carrier escape is suppressed, the threshold 

is dominated by the recombination in QDs and a high T0 is expected. At higher temperature when 

jOCL becomes the major contributor, T0 is then expected to decrease drastically. Figure 9b shows the 

calculated T0
QD limited by VCN (T0

VCN) and excited state recombination (T0
exc) at a given transition 

energy difference (Δ)54. The T0 limited by the inhomogeneous broadening was found to be around 
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1500 K57. Thus, the minor contribution to the threshold current temperature dependence could be 

neglected. Eliminating the recombination channels outside of the QDs through bandgap engineering 

or even tunnelling injection could potentially increase the T0 to above 1000 K, which is effectively 

temperature independent operation. 

 

Figure 9: (a) Threshold current density and its components with respect to temperature. Inset: zoomed in jQD and jOCL.  

jQD=jOCL at 344 K; the dotted line represents jQD
 calculated on the assumption of charge neutrality in QDs. (b) Characteristic 

temperature limited by the excited state recombination and VCN in QDs. 

2.4 Reduced linewidth enhancement factor 

Another important advantage of QDs, stemming also from the carrier localization, is the small 

linewidth enhancement factor, αH, which is crucial for applications ranging from datacom and telecom 

to LiDAR and chemical sensing. The αH can be expressed as a function of the carrier induced 

refractive index 𝛿𝑛, gain G, and the carrier density 𝑁𝑒
35, and are closely related to both the laser 

linewidth, Δ𝑣, and the critical feedback level, 𝑓𝑐𝑟𝑖𝑡
58. 

                                                                                       𝛼𝐻 =  −2𝐾
𝑑(𝛿𝑛)

𝑑𝑁𝑒
(

𝑑𝐺

𝑑𝑁𝑒
)−1

                                                                                                    (2)  

                                                          Δ𝑣 = Δ𝑣𝑆𝑇(1 + 𝛼𝐻
2)                                                                     (3) 

                                                               𝑓𝑐𝑟𝑖𝑡 = 𝐶(
1+𝛼𝐻

2

𝛼𝐻
4 )                                                                           (4) 
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Here, Δ𝑣𝑆𝑇 is the modified Schawlow-Townes linewidth, and C is a structural constant. An αH value 

in the range of 2 to 5 for QW lasers59–61 results in a broadened linewidth and a critical feedback level 

smaller than 0.01% of the output power before coherence collapse62. Both effects require additional 

components in the package. QD lasers have a lower αH as the carriers are confined in individual 

potential wells and changes in the index or gain are localized. Yet, due to inhomogeneous broadening 

in the self-assembled QDs, the off-resonance QD subgroups would contribute to an increase in αH 
58. 

To obtain low αH values, it’s important to reduce Δ𝑖𝑛ℎ as well as improve the differential gain. With 

optimized growth conditions, state-of-the-art self-assembled QDs has an extracted Δ𝑖𝑛ℎ as low as 10 

meV. As stated above, adding extra holes through p-type modulation doping, the compensated 

thermalization of the less confined holes contributes to enhanced population inversion and thus much 

improved gain in the material52. Figure 10a shows the necessary combinations of Δ𝑖𝑛ℎ , p-doped 

density Np, and threshold gain Gth to achieve lasing at the gain peak with the minimum absolute value 

of αH (|αH(νpk)|min). Figure 10b shows the resulting |αH(νpk)|min with those combinations. It’s important 

to note that in Figure 10b, there is a sizable region to reach zero αH at the gain peak (αH(νpk) =0), 

which can be obtained with a subset of Δ𝑖𝑛ℎ, Np, and Gth that are reachable in present QD lasers. This 

parametric study, supported with experiments, suggests that QD lasers may be configured to operate 

with vanishing αH operation35. 
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Figure 10: (a) Combination map between 𝛥𝑖𝑛ℎ , Np, and Gth for |αH(νpk)|min (b) |αH(νpk)|min obtainable with these 

combinations35 

αH values below unity at gain peak have been measured with the lowest reported value being 0.097 at 

a p-modulation doping level equivalent to 20 extra holes per dot35,58,63. FP lasers fabricated from the 

same QD material grown on Si have demonstrated an exceptional tolerance to optical feedback. As 

shown in Figure 11a, QD lasers on Si have only showed a small redshift of the modal wavelength up 

to 100% external reflection at 3×Ith in the optical spectra, and no sign of nonlinear oscillations is 

observed in the RF response. On the contrary, just at a feedback level of 1.7%, the QW lasers 

experience coherence collapse with strong broadening of the modes and intense chaotic oscillations 

in the RF domain, as shown in Figure 11b64. Similar results have been shown in a more recent study 

as well65. Such high tolerance to optical feedback of QD lasers paves the way to achieve isolator-free 

photonic integrated circuit packaging in the future. 
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Figure 11: (a) Optical (upper) and RF (lower) spectra of the QD lasers on Si as a function of the feedback level. (b) Optical 

(upper) and RF (lower) spectra of the QW lasers as a function of the feedback level. The maps were obtained at an injection 

level of 3×Ith
64. 

2.5 Enhanced four wave mixing 

Due to the symmetric gain spectrum of QDs under equilibrium state filling with a small Δ𝑖𝑛ℎ
56 

(Δ𝑖𝑛ℎ < 𝑘𝑇), QDs devices exhibit enhanced four-wave mixing (FWM) through third order nonlinear 

interactions. Measured FWM conversion efficiencies on InAs QD laser with pMD are close to the 

theoretical limit from the first principal calculations66. Figure 12 shows the results of probe-drive laser 

experiments on InAs QD lasers grown on Si, for active regions with undoped and p-modulation doped 

spacer layers. The drive laser power was fixed and the probe-drive mode number difference, Δ𝑚, is 

2 in both cases. The experimental results in both cases are bounded by a choice of net FWM 

coefficient, 𝜉 ≡
𝜒(3)

𝑔𝑠
, between 4 and 8×10-21 m3V-2, where 𝜒(3)  is the third-order nonlinear 

susceptibility and 𝑔𝑠 is the material gain. The gain in signal power is higher for lasers with p-doped 
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active region than those with undoped active region, despite the same value of 𝜉. Duan et al. suggested 

that the gain competition and 𝜒(3) should be considered on equal footing when evaluating mode-

locking performance66.  

 

Figure 12: Normalized signal power versus probe power in a probe-drive laser experiment for (a) undoped and (b) p-doped 

lasers. The frequency detuning, 𝛥, corresponds to the same mode number difference. Dashed lines are calculated from 

multimode laser theory and the solid lines are the calculated from selected 𝜉 values.  

Strong FWM is theorized to facilitate single-section mode-locked lasers (MLL) which have higher 

output power and simpler fabrication procedures compared to the two-section MLL with a saturate 

absorber 67. Such devices have also been demonstrated experimentally 68,69. High performing MLLs 

could greatly simplify the design of wavelength-division multiplexing (WDM) systems.  

2.6 Summary 

Benefiting from the 3D confinement of the carriers, the delta-function-like density of states in QDs 

provide them with unique properties compared to the QW counterpart. In the non-exhaustive list 

above, the low defect sensitivity and dislocation climb inhibiting ability are the most important 

advantages of QDs making them the ideal candidate for monolithically integrated light emitters. Yet, 
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insensitivity does not equal immunity. In order to achieve the native substrate performance and enjoy 

the lower threshold current and the potential isolator-free operation at elevated temperatures on Si, 

the crystalline defects from the heteroepitaxial growths must be eliminated. New methods for defect 

reduction will be introduced in the next two chapters which have consequently led to the breakthrough 

in high temperature reliability. 
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Chapter 3   

Obtaining thin and low defect virtual substrates on (001) Si 

 

3.1 Challenges 

Direct epitaxial growth of III-V material on Si could be utilized for the benefit of large wafer size, 

lower cost, and better thermal conductivity of Si relative to heterogeneous silicon-on-insulator 

platforms70. The main problem with direct epitaxial growth is the dissimilarity between III-V 

materials and Si. Anti-phase domains (APD) can form when growing III-V material on on-axis Si 

(001) due to the polarity mismatch71. This problem has largely been solved with various approaches, 

ranging from highly optimized Si wafer preparation and well-controlled initial III-V nucleation72–74 

to the use of patterned Si with exposed high index surfaces75–77. Large thermal expansion coefficient 

mismatch may result in surface cracking and wafer bowing during the post-growth cooling process. 

Before the onset of the above-mentioned macroscopic effects from the CTE mismatch, researchers 

have discovered that a more subtle change in the crystal, yet more influential to the device 

performance, would initiate in response to the CTE mismatch. This problem can be mitigated with 

lower cooling rates, thinner stacks, careful sample cleaning prior to growth, and better design of 

sample holders. Details are discussed in Chapter 4. 

As many researchers previously believed, the most detrimental and yet unsolved issue of direct 

epitaxial growth is the high density of threading dislocations originating from the high lattice constant 

mismatch. Various methods have been explored to reduce the threading dislocation density (TDD). 
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Inserting buffer layers with strained dislocation filter layers (DFLs) and thermal treatments during or 

after buffer growth have been two of the most successful methods. Thermal cyclic annealing (TCA) 

is known to be an effective technique for reducing the TDD for GaAs films grown on Si substrates78. 

Due to the thermal expansion mismatch between Si and GaAs, which is about 3 ppm/K across the 

temperature range of interest, temperatures above or below the GaAs film growth temperature 

generate additional compressive or tensile stress, respectively. The induced thermal stresses promote 

the lateral motion of the existing TDs in the GaAs film, and the probability of TD interaction is then 

increased, which could potentially lead to TD reduction and annihilation. DFLs promote the lateral 

motion of TDs through plastic relaxation within the intentionally lattice-mismatched layer. Different 

DFL structures and materials have been studied extensively79,80. More recently, several groups have 

demonstrated successes in TDD reduction with the use of multiple strained layer superlattice (SLS) 

structures as DFLs81–83. Combined with InAs quantum dots as the active region, high-performance 

light sources epitaxially grown on Si have been demonstrated77,84,85. The reliability of the InAs QD 

laser grown by molecular beam epitaxy (MBE) emitting around 1.3 μm grown on Si (001) has a strong 

and monotonic exponential dependence on the TDD of the GaAs-on-Si virtual substrate. Previous 

reports indicate that the extrapolated time required for doubling the initial threshold current at room 

temperature increases from about 800 h to more than 10,000,000 h as the TDD decreases from86 

2.5×108 cm-2 to 7.6×106 cm-2. The extrapolated lifetime at elevated temperatures for normal operating 

conditions in data centers is still poor compared to the devices grown on native GaAs substrates. 

Further reducing the TDD for epitaxially grown GaAs-on-Si virtual substrates is still of great 

importance and yet becomes increasingly challenging at low TDD levels as the likelihood of two TDs 

interacting with each other becomes extremely low. The theoretical lower limit of TDD for any 

heteroepitaxial structure is about87 104-105 cm-2. A TDD of 1.2×106 cm-2 has been obtained on an off-

cut Si wafer with a 4 μm buffer layer88 and a TDD lower than 105 cm-2 has only been achieved with 

thick and fully relaxed compositionally graded layers89. However, neither of these is ideal for practical 
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applications due to the buffer thickness and wafer orientation. In the next sections in this Chapter, a 

systematic study of the two widely used TD reduction techniques are discussed. An “asymmetric 

graded filter” structure is then proposed, and the resulting TDD is lower than 1.5×106 cm-2 within 

2.55 µm buffer thickness. 

3.2 Limit of TCA 

All the samples were grown in a Veeco Gen-II solid source MBE. The APD-free GaP/Si(001) on-

axis template is commercially available via NAsPIII/V, GmbH71. Multiple 1.6 μm GaAs on GaP-on-Si 

samples were grown under the conditions described elsewhere83. TCA was then performed on the 

GaAs on GaP-on-Si samples. We varied the number of cycles to evaluate its impact on the TDD. In 

these experiments, the low temperature limit is 400 °C and the high temperature limit was set as high 

as possible until the surface quality degraded due to an insufficient supply of arsenic. The sample was 

held at the maximum annealing temperature (Tmax) for 5 minutes during each cycle. The arsenic beam-

equivalent pressure during TCA was set to 1.2×10-5 torr. It has been suggested that gallium droplets 

form on the GaAs surface if the temperature is too high, regardless of the arsenic supply90. This high 

temperature limit was found to be 745 °C in our chamber. To ensure reproducibility, the maximum 

cycling temperature was dialed down to 735 °C. The TDD was then measured after TCA with 

electron-channeling contrast imaging (ECCI). At least 100 threading dislocations are counted for each 

sample to ensure statistical significance. A channeling condition consisting of both {040} and {220} 

is used so that TDs with all known Burger’s vectors are visible83. The TDs would then appear to be 

bright spots due to the local violation of the channeling conditions. 

The effect of higher temperature thermal annealing on the defect level in GaAs films grown on Si 

(001) has been studied by several groups. Higher annealing temperature results in higher compressive 

strain in the GaAs layer which leads to fewer cycles for the same threading dislocation reduction78,91,92. 

GaAs surface quality can also be significantly improved93 as the misplaced atoms due to enhanced 
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growth near defects and asymmetric surface diffusion would be redistributed to their energetical 

favorable sites. Yet, previously reported annealing temperatures are either thermocouple target 

temperature or ambient temperature in the furnaces. The TCA temperature limits have not been fully 

explored for an in-situ MBE chamber with pyrometry-based temperature measurement and arsenic 

overpressure. Figure 13a shows the TDD measured on top of the GaAs film after different TCA 

processes. The GaAs film was grown at 580 °C. The thermal mismatch strain can be calculated with 

the following equation. 

                                                                         𝜀𝑡ℎ𝑒𝑟𝑚𝑎𝑙 = ∫ (𝛼𝑓(𝑇) − 𝛼𝑠(𝑇))𝑑𝑇
𝑇𝑚𝑎𝑥

𝑇𝑔
                                                                                                    (5) 

where 𝛼𝑓 and 𝛼𝑠 are the temperature dependent linear thermal expansion coefficient of the film and 

the substrate, respectively. Both 𝛼𝑓 and 𝛼𝑠 can be approximated to be linearly depend on T within the 

temperature range of interest94,95. Tg is the growth temperature and Tmax is the annealing temperature. 

 

Figure 13: (A) TDD of the post-TCA GaAs-on-Si template. The minimum TDD achievable via TCA at the given GaAs 

thickness is about 3×107 cm-2. (B) Nomarski microscope image of the GaAs surface after annealing above and below 745 °C 

pyrometry temperature. Gallium droplets are observed when Tmax is higher than 745 °C. (C) ECCI images of the as-grown 

GaAs with no TCA (top) and after 16 cycles of TCA (bottom). The TDD is about 4.18×108 cm-2 with no TCA and decreases 

to 3×107cm-2after extensive TCA. 
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By increasing the temperature to 700 °C, an additional 0.037% compressive strain was introduced 

due to the thermal expansion mismatch between GaAs and Si, which in turn generated a biaxial 

compressive stress of about 70 MPa. Thus, the TDs would be moving at a velocity of approximately 

1 mm/s at 700 °C according to the dislocation velocity measured in GaAs96. During the hold time of 

5 minutes, the TDs should have enough time to move across the entire sample (2cm-by-2cm). Since 

the thermal mismatch is small, only a small portion of the existing TDs need to move to relax the 

thermal stress. Thus, the full cycling process including the low temperature step is required to re-

establish the thermal stress in each cycle. Only glissile TDs can move under the induced thermal 

stress.  

     The glissile TDs can either react with existing TDs, glissile or sessile, or propagate to the edge of 

the wafer and exit the crystal, in both cases reducing the TDD. It was previously discussed that the 

reactions between the TDs in a zinc-blend crystal maintain a glissile vs. sessile ratio of 1:187, and this 

has also been experimentally observed97. Therefore, the supply of glissile TDs does not quickly run 

out. Thus, the plateauing of the TDD with respect to the number of cycles is primarily due to work 

hardening as the misfit dislocations (MDs) at the GaAs/Si interface elongate in each cycle.  

Figure 13a indicates that additional cycling produces a minimum reduction of TDD after 12 cycles. 

Increasing the maximum annealing temperature to 735 °C generates a thermal mismatch strain of 

0.049%, which translates to about 93 MPa of bilateral compressive stress. With higher stress, similar 

TDD reduction is achieved at 4 (or 8) cycles as with 8 (or 12) cycles with lower thermal mismatch 

stress. It is then expected that the plateau can be reached much sooner if the annealing temperature is 

sufficiently high. Yet, when the annealing temperature is above 745 °C, the GaAs surface quality 
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degrades catastrophically with the formation of Ga droplet90, as shown in Figure 13b. The surface 

morphology difference93, illustrated in Figure 13c, is observable by naked eye.  

3.3 Dislocation filter efficiency  

The technique of using strained-layer structures as DFLs has been widely applied. A SLS is the most 

used structure in GaAs-on-Si buffer layers82,83,98. The idea of using alternating signs of misfit strain 

is to enhance the probability for dislocation interactions as the threading segments move back and 

forth99. The first use of SLS as DFL was proposed by Matthews and Blakeslee with GaAs0.5P0.5/GaAs 

superlattice100,101. The design parameter space for optimizing the effectiveness of SLS is huge, 

including strain state and thickness of each period, total number of periods, thickness ratio of the two 

alternating materials in each period, and growth conditions. In0.2Ga0.8As/GaAs SLS was found to be 

more effective than GaAs0.8P0.2/GaAs when grown on a 2 μm thick In0.1Ga0.9As buffer layer on native 

GaAs substrate80. The difference was attributed to a larger interlayer strain and elastic constants 

difference despite the fact that the signs of the initial strain were also different. The SLS structure 

with lattice-matched alternating layers in each period was found to be effective in a dislocation filter 

as well, though a minimum strain between the alternation layers was expected102. While such layers 

with alternating strain undoubtedly have a role to play in blocking new TDs from possible spiral or 

Frank-Read multiplication sources103, it is not very clear if they help in enhancing existing TD-TD 

reactions and annihilations. Hull et al. show that SLSs in SiGe on Si do not perform any better than a 

single composition layer with the same average composition in terms of relaxable strain energy104. 

This may be more pertinent in MBE growth given the sluggish relaxation kinetics at 500 °C. The 

efficiency of the InGaAs DFL as an example was investigated based on the growth conditions, indium 

composition, and structure. 
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3.3.1 Efficiency of InGaAs/GaAs strained layer superlattice  

As mentioned above, the design space for the InGaAs/GaAs SLS structure is huge. Yet, the TDD 

level close to the 105 cm-2 region has not been reported within reasonable buffer thickness on CMOS 

compatible Si using the SLS DFL structure. To investigate the effectiveness of the InGaAs/GaAs SLS 

structures, varying periods tending towards a constant composition layer with the same equivalent 

average strain were experimental studied. In0.15Ga0.85As (10 nm)/GaAs (x nm)×20 SLS as dislocation 

filter layers have been grown on the GaAs-on-Si template with a TDD of 3×107 cm-2, with the x taking 

the values of 10, 7, 5, 2, and 0. The structure is capped with 300 nm of GaAs. All filter structures 

were grown at 500 °C with a growth rate of 0.3 nm/s and a V/III ratio of 20. The additional film 

thickness introduced by the filter layers and the capping layer was not expected to reduce the defect 

density significantly. Quantitative degree of relaxation was evaluated from reciprocal space maps 

(RSMs) taken with a Rigaku Smartlab system, where the large-angular-range and high-resolution 

RSMs were taken quickly due to the Hypix2000 large-area detector. The results are summarized in 

Figure 14 (the case for x = 7 nm is not shown).   

The observed TDs on the surface are circled in the ECCI images. The filtering efficiency is improved 

significantly with a thinner GaAs layer in between the In0.15Ga0.85As layers, with the continuous 200 

nm In0.15Ga0.85As (x = 0 nm) having the highest efficiency. The efficiency of the filter layer depends 

on the degree of relaxation, especially the degree of relaxation of the InGaAs layer. It can be seen 

from both the ECCI images, Figure 14A-D, and the Nomarski images, Figure 14E-H, that the surface 

crosshatch pattern becomes more prominent as the x value decreases to 0. Only very mild surface 

crosshatch can be observed with the In0.15Ga0.85As (10 nm)/GaAs (10 nm) SLS structure. Faceted 

trenches (FTs) can be observed in the x = 2 and x = 0 cases. Both the more prominent surface 

crosshatch pattern105 and the formation of FTs qualitatively suggest a higher degree of relaxation in 
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the single In0.15Ga0.85As layer106. The RSMs, centered around the GaAs {224} peak, of the SLS 

structures are shown in Figure 14I-L. The degree of relaxation, R, is defined as 

                                                                R =  
𝑎𝐿−𝑎𝑆

𝑎𝐿
0−𝑎𝑆

× 100%                                                                      (6) 

where 𝑎𝑆 is the in-plane lattice constant of the substrate, which is that of GaAs in this case (5.653 Å). 

𝑎𝐿
0 is the in-plane lattice constant of the In0.15Ga0.85As layer if it is fully relaxed (5.714 Å) and 𝑎𝐿 is 

the measured in-plane lattice constant of the In0.15Ga0.85As layer, which can be extracted from the 

RSMs. 

 

Figure 14: (A)-(D) Representative ECCI images of the SLS sample with GaAs layer thickness, x = 10, 5, 2, and 0, 

respectively. The insets are zoomed ECCI images showing clear TDs in the white circles. The scale bar in the insets is 1 

μm. The surface TDD is much lower in the sample with a continuous 200 nm In0.15Ga0.85As filter. (E)-(H) Nomarski 

microscope images of the sample with x = 10, 5, 2, and 0, respectively. Surface crosshatch and FTs are more obvious with 
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thinner GaAs in between the In0.15Ga0.85As layers. (I)-(L) RSMs of the sample with x = 10, 5, 2, and 0, respectively. The 

SLS is more relaxed as x decreases to 0. 

 

Figure 15: TDD and degree of relaxation of the SLS as a function of GaAs layer thickness in between the In0.15Ga0.85As 

layers. The SLS with no GaAs layers (x = 0) is about 3 times more relaxed than x = 10 case. The TDD is much lower in 

the sample with a higher degree of relaxation in the SLS. Though TDD is low for x = 2 and x = 0 cases, FTs are observed 

on top of the GaAs capping layer. 

Figure 15 shows the surface TDD and relaxation of the SLS structures. The relaxation for the as-

grown In0.15Ga0.85As (10 nm)/GaAs (10 nm) structure is 17.6%, which increases to 44.6% as the GaAs 

layer thickness decreases to 0 nm. These relaxation values match well with the previously reported 

data103. The surface TDD simultaneously decreases from 1.3×107 cm-2 to 2.1×106 cm-2. Thus, the 

degree of relaxation in the In0.15Ga0.85As (10 nm)/GaAs (x nm) DFL has a direct and significant impact 

on the filtering efficiency, though a mild diminishing return is observed. 

The schematics in Figure 16A-F qualitatively illustrate the relaxation process in a SLS structure. 

Here positive strain values are used to denote compression and the initial mismatch strain between 

In0.15Ga0.85As and GaAs-on-Si template is denoted as ε0. Though the calculated Mathew-Blakeslee 

critical thickness is about 9 nm, the thickness required for significant plastic relaxation can be much 

larger103, and this thickness is found to be about 100 nm under our MBE growth conditions. Thus, the 

first few periods of the SLS are close to fully strained with respect to the GaAs-on-Si template, and 
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the TDs from the GaAs-on-Si template would propagate continuously, as shown in Figure 16A and 

B. After reaching the thickness required for significant plastic relaxation in the In0.15Ga0.85As layers, 

all layers within the SLS structure relax together and the TDs move to relax the compressive mismatch 

strain, as shown in Figure 16C and D.  

The GaAs layers in between the In0.15Ga0.85As layers would then be under tension. Segments of 

the TDs in the GaAs layer would then experience a force opposite to the preferred propagation 

direction in the In0.15Ga0.85As layers. Since the SLS structure relaxes in response to the compressive 

strain, having segments experiencing opposite forces would hinder the relaxation process, given the 

finite growth time and dislocation velocity. As the accumulative tensile strain energy exceeds the 

value required for significant tensile relaxation, TD segments within the GaAs layers would prefer to 

move in the opposite direction as the segments in the In0.15Ga0.85As layers, which would further hinder 

the overall relaxation of the SLS structures, as shown in Figure 16E and F. Thus, the thicker the GaAs 

in between the In0.15Ga0.85As, the less the relaxation, with In0.15Ga0.85As (10 nm)/GaAs (10 nm) being 

the worst case. It has been reported previously that a SLS with intentional tensile layers is less 

efficient than the InGaAs/GaAs SLS107. Thus, having the  tensile GaAs layer within a SLS structure 

degrades the filtering efficiency.  



31 

 

 

Figure 16: Schematic illustrations of the expected TD motion in (A), (C), and (D), and qualitative strain states in (B), (D), 

and (F), at different stages of relaxation within a SLS structure. Not all periods are drawn for simplicity. Tensile relaxation 

in the GaAs layers is expected to happen later during growth as no strain energy is accumulated in the first few periods of 

the SLS. Thus, the tensile strain would hinder the relaxation process.  

It is important to realize that a SLS is not inherently worse than a single layer filter. Tensile relaxation 

in the GaAs layer indeed is beneficial to TDD reduction, as discussed later in Sec.3.2.2. But to utilize 

the tensile relaxation benefit in a SLS structure, each layer within the SLS structure needs to relax 

significantly. This would require thick layers in each SLS period, since the thickness required for 
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significant relaxation is about one order of magnitude higher than the Matthew-Blakeslee critical 

thickness. 

3.3.2 Effect of indium content in the InGaAs dislocation filter layer 

Given that the single layers provide greater TD reduction for a given amount of average strain, we 

explore this further by testing the composition range over which we may increase the average strain 

while minimizing new multiplication. Higher average strain intuitively imposes a risk of work 

hardening for a given thickness103 and forming FTs in the top GaAs capping layer due to the abrupt 

tensile relaxation, which has been observed in other tensile relaxed films108. 200 nm single layer 

InGaAs filters with 10%, 15%, 17.5%, 20%, and 25% indium composition were grown. The results 

plotted in Figure 17A indicate that the TDD started to increase when the indium composition is higher 

than 20%.  

 

Figure 17: (A) TDD measured before and after GaAs capping layer with a single 200 nm InGaAs filter. The TDD starts to 

increase once the indium composition in the InGaAs layer is above 20%. The inset shows an example Nomarski image of 

samples with more than 20% of indium in the InGaAs filter layer. No large enough clear regions for ECCI measurements. 

(B) Example ECCI image of sample with more than 20% indium in the InGaAs layer before GaAs capping. “Blocked” TDs 

are circled. 

Figure 17B shows an example ECCI image of 20% InGaAs samples. A clear “blocking” effect 

has been observed where some TDs are aligned parallel to the crosshatch pattern. The surface 
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crosshatch pattern is known to be the result of the underlying MD array105. The interaction between 

the stress fields of perpendicular misfits may result in the “blocking” of the threading segment103. The 

blocked TDs would then appear aligned with the surface crosshatch pattern. 300 nm GaAs capping 

layers were then grown on top of the InGaAs filter layer and the TDD is further reduced through the 

tensile relaxation in the GaAs capping layer. The formation of FTs was clearly observed in the top 

GaAs layer with the underlying InGaAs having an indium content higher than 15%, example shown 

in the inset of Figure 17A. The post-GaAs-cap TDD of the samples with indium content higher than 

20% cannot be measured by ECCI due to the high density of FTs. Thus, the tensile relaxation in the 

top GaAs layer, which would cause the TDs to move in the opposite direction as they do in the 

compressively relaxed InGaAs, is beneficial to TDD reduction. Yet, stacking multiple 200 nm single 

layer InGaAs filters with 300 nm GaAs spacers in between does not result in further TDD reduction.    

3.4 Proposed more efficient filter structure  

The previous three experiments ultimately lead to a defect filter strategy involving TCA and a quasi-

single layer with compositional grading to minimize the formation of FTs and reduce the “blocking” 

effect. As discussed in the previous sections, the efficiency of the single layer filter drops when the 

indium content is above 17.5%. Thus, the maximum indium content in the first proposed structure is 

limited to 10%. Single layer InGaAs filters will be used as the building blocks for the proposed filter 

structure.   

In order to have a DFL structure with higher efficiency, a higher level of relaxation in the DFL is 

required. Here, we propose an “asymmetric step-graded filter” structure as shown in Figure 18A. 

Graded filters are known to be helpful in promoting more efficient relaxation, as the “blocking” effect 

is reduced87. The indium content is graded in steps up to the maximum value of 10%, with 5% 

increments in each layer, and then graded down to 0%. The layer thickness on the tensile side is 

intentionally thicker as tensile relaxation is expected to be harder to initiate109 and may result in the 
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formation of FTs108,110. In the as-grown structure with 10% maximum indium content, the 

In0.05Ga0.95As layer is 80.2% relaxed and the In0.10Ga0.90As layer is 49% relaxed with respect to the 

GaAs-on-Si template. For the same structure where each InGaAs layer is subject to a 10-minute 

annealing at 530 °C under arsenic overpressure and the growth is interrupted during the annealing 

process, the relaxation is further promoted to 88.9% and 58% for the In0.05Ga0.95As and In0.10Ga0.90As, 

respectively. 

 

Figure 18: (A) The experimental sample structure for the proposed “asymmetric step-graded filter” with maximum indium 

content of 10%. The plot to the left of the schematic structure shows the indium composition of each layer with respect to 

the distance measured from the top of the GaAs-on-Si template. (B) Representative ECCI image of the structure showing a 

TDD of 2×106 cm-2. (C) RSM of the annealed structure shows 88.9% relaxation in the In0.05Ga0.95As layer and 58% 

relaxation in the In0.10Ga0.90As layer with respect to GaAs. 

The surface TDD measured in the annealed sample is 1×106±2×105 cm-2 at 95% confidence interval. 

An example ECCI image is shown in Figure 18B. Thirty-three percent of all ECCI images taken, 

which cover a total area of about 2000 μm2, are entirely free of TDs. The RSM for the annealed 

structure is shown in Figure 18C. The TDD of the nominal structure with a single 200 nm 

In0.10Ga0.90As filter is about 7.2×106 cm-2 with the same total sample thickness, and the relaxation of 

the In0.10Ga0.90As layer is expected to be only about 35%. The RMS surface roughness of the top GaAs 

surface is about 2.1 nm. Figure 19 shows the XSTEM and PVSTEM images of the asymmetric step-
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graded filter structure with annealing. Both samples are prepared with Helios 600 DualBeam 

workstation (FEI, USA) and imaged with a Talos F200X (Thermo Scientific, USA) at 200 kV with 

(220) and (2 2̅  0) two-beam diffraction conditions for the PVSTEM and XSTEM samples, 

respectively. The XSTEM in Figure 19A shows the clear asymmetric step-graded filter structure with 

darker color suggesting higher indium composition. Though MD arrays at the last GaAs/In0.05Ga0.95As 

interface are revealed in the bright field PVSTEM in Figure 19B and C due to the tilt of the PVSTEM 

foil, not a single TD is shown in the clear regions. Assuming there is one TD in the clear regions, the 

measured TDD via PVSTEM is about 1.5×106 cm-2. 

 

Figure 19: Bright field STEM images of the asymmetric graded filter structure with annealing at each InGaAs layer. (A) 

XSTEM showing the graded filter layers, with g = 220. The top GaAs layer appears to be TD free. (B) and (C) PVSTEM 

on different areas, imaged in a (220) two-beam condition. MD arrays are shown due to the tilt of the foil with respect to the 

sample surface. An area of at least 65 μm2 appears to be TD free. 

3.5 Summary 

The traditional SLS dislocation filter structure should have been discarded. The compressive 

relaxation is hindered by the presence of the tensile layers in between and a thick single continuous 

compressive layer is then more effective in the material system under consideration. Stacking the 

single layers in a “step graded” manner on both the compressive and tensile side further promotes 

relaxation by reducing the work hardening effect from the orthogonal misfit arrays. The degree of 



36 

 

relaxation and the efficiency of the “step graded” filter could be further promoted in a “continuous 

graded” filter. Having the filter layer peaks aligned on the relaxation line in the RSMs would be 

maximum possible efficiency for a given filter design.  
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Chapter 4   

The monster hiding in plain sight: CTE mismatch 

 

The CTE mismatch has been neglected in university research labs as wafer warping is a negligible 

problem for the small sample sizes and most of the effort has been devoted to dealing with the defects 

from the compressive lattice mismatch. Recent discoveries and observations show that CTE mismatch 

has played a much bigger role is the crystal/wafer quality and the device performance111. The findings 

could potentially overthrow the long-held belief of threading dislocations being the most detrimental 

factor in epitaxial grown devices. The CTE mismatch, approximately 3 ppm/K for GaAs/AlGaAs 

films on Si112,113, changes the stress state of the film from compression to tension during cooling, and 

the film-substrate assembly reacts to such tension in three general ways. The first is crack 

formation114–116. The CTE mismatch between III-V materials and Si substrate is known to cause film 

cracking after cooling from the growth temperatures, normally around 550 °C for MBE, to room 

temperature as the III-V films are generally thick to reduce the threading dislocation density before 

the active region. However, such abrupt process is the least effective as the relaxation is only 

penetrates a few microns into the crack surface114. Wafer warping is another macroscopic 

consequence of the CTE mismatch as films are expected to experience residual tensile stress after 

cooling. The film-substrate assembly curves to accommodate for the residual stress but does not 

provide relaxation The mathematical relationship between the residual stress and wafer curvature is 

described by the Stoney’s formula117:  
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                                                          𝜅 =
1

𝑅
=  

(1−𝜈𝑠)6𝜎ℎ

𝐸𝑠𝐻2
                                                                       (7) 

where R is the radius of curvature, 𝐸𝑠  and 𝜈𝑠  are the elastic modulus and Poisson’s ratio of the 

substrate, respectively, and H is the substrate thickness. Thus, for a GaAs/AlGaAs film of 

approximately 6 µm thickness cooled from 550 °C to room temperature, the residual tensile stress is 

approximately 240 MPa, which translates to a radius of curvature of ~13 m. Hence, the wafer 

curvature is not a noticeable problem in university research labs for the small sample sizes (13 m 

radius correspond to a deflection of ~2 µm for samples with 2×2 cm2 in size). However, this effect 

should be considered for such devices on 300 mm wafers for the eventual commercialization, where 

device yield and manufacturability are of paramount importance, and large wafer deflections would 

render the wafer not manufacturable. Another more subtle effect of the CTE mismatch, which is more 

detrimental to device performance, is the formation of misfit dislocations (MDs) near the active 

region due to the reverse glide process of the existing defects. In the following sections, all three 

mechanisms will be discussed.  

4.1 Formation of MDs near the active region 

Before cooling, the extended defects, both MDs and TDs, in the III-V crystal formed to relax the 

compressive strain from the lattice mismatch. Since Si is mechanically a lot more rigid against heat 

than GaAs/AlGaAs, the III-V film strain state changes from compression to tension during the post-

growth cooling process. The III-V film thickness is normally well-above the critical thickness for 

plastic relaxation with a 3 ppm/k thermal mismatch. Existing defects, especially the MDs, would 

“shrink” to partially release the thermal tension118. This process is schematically illustrated in Figure 

20. 
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Figure 20: (a) The MD elongates to relax the compressive strain during growth and the TD segment glides through the 

crystal. (b) During cooling, the MD shortens in length to partially release the tensile strain. The TD segment thus experiences 

a “reverse-glide” process118.  

This explains why measured residual tension is always lower than the theoretical value calculated 

from the CTE mismatch and the temperature change between growth and room temperatures. Most 

of the studies that focused on the CTE mismatch between III-V and Si used simple GaAs or AlGaAs 

films. However, the existence of a InAs/InGaAs DWELL active region in the middle of a laser stack 

complicates the picture. The TD segment sees a much higher energy barrier when gliding through the 

InGaAs QW due to alloy hardening119,120. The InAs dots within the InGaAs further raises the barrier 

due to precipitate hardening121. Consequently, the TD segment within the active region is relatively 

“pinned” as the rest of the TD glides through the crystal which leave MDs touching the active region 

in its wake.  
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Figure 21: (a) Formation process of the MD touching the active region. (b) Defect configuration with the inserted InGaAs 

QW as the trapping layer. Monochromatic cathodoluminescence of the QD ground state emission (c) without and (d) with 

the inserted trapping layer111.  

MDs are more detrimental to the device performance than TDs as the MDs have a larger interaction 

area with the QDs. As shown in the cathodoluminescence (CL) image in Figure 21c, the MDs are 

non-radiative recombination centers and appears as dark lines. The solution is to utilize the hardening 

effect from the QWs and force the MDs to occur further from the active region, as shown in Figure 

21b. The inserted InGaAs QW (TL) further extends the pinned TD segment, and the resulted MD 

does not touch the active region. As a result, the CL image lights up, as shown in Figure 21d, 

suggesting much less non-radiative recombination, which should translate to better device 

performance. 

4.2 Suggested optimization of the trapping layer design  

Currently, the trapping layer has the same indium composition and thickness as the QWs in the active 

region to avoid additional complication in the growth process. As shown in the tomographic 
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reconstruction below in Figure 22, the “trapping effect” is not perfect yet and a smaller number of 

MDs have escaped. 

 

Figure 22: Tomographic reconstruction of a laser stack with TLs inserted in the top (p-side) and the bottom (n-side) cladding 

layers. 1 out of 7 MDs on the p-side has escaped the trapping effect. It is also observed that p-side has noticeably more MDs 

than the n-side122.  

The mechanical stability of the trapping effect has been theoretically investigated118 suggesting a 

maximum allowed distance between the TL and the QD active region. When the excess stress (𝜏𝑒𝑥) 

is above 0, the TD segment between the TL and the QD active region become unstable and bypass 

the trapping effect. Such bypassing process renders the TL non-effective as MDs can still form near 

the active region. As shown in Figure 23b, for the case of 0.15% thermal tensile strain, the 𝜏𝑒𝑥 = 0  

case occurs when ts = 110-150 nm. The result suggests that the bypassing effect could be reduced if 

the TLs are placed closer to the active region. Using a thicker TL or higher indium composition in 

the TL should be helpful as well. The maximum spacing requirement is greatly relaxed if the thermal 

strain is reduced to 0.1%. This thermal strain has a strong dependence on the TDD, film thickness, 

and the post-growth cooling rate, which will be discussed in the next section.  
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Figure 23: (a) Schematic illustration of the possible bypassing effect, leaving a new MD near the active region. (b) Contour 

maps of the calculated 𝜏𝑒𝑥 for a range of ts and tTL. The “safe-zone” (𝜏𝑒𝑥 < 0) is much bigger for the case with lower thermal 

strain118. 

 

Figure 24: Schematic illustration of the tradeoff between TLs placed (a) closer and (b) further away from the active region122.  

On the other hand, the TLs need to be buried deep into the highly doped cladding region. The TL 

works not only to keep the MDs away from the QDs, but also to suppress the non-radiative 

recombination rate in the MDs. Thus, the MDs would need to be pushed into the highly doped 

cladding layers122. Figure 24 schematically illustrates this trade-off. The trapping effect is 

mechanically more stable when the TLs are closer to the active region, but the MDs would be in a 

lower doped region where non-radiative recombination is more prominent. More experiments are 

required to locate the optimum design for the trapping layer in terms of location, thickness, and 

indium composition. Such an optimum is expected to be a function of the laser stack design as well.  
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4.3 Cracking and wafer warping 

The phenomena of crack formation and wafer warping will be discussed simultaneously since both 

are directly related to the residual thermal stress in the III-V film. Reducing the TDD has always been 

the focus for better device lifetimes. The TDD has been reduced to a point (TDD ≤ 1×106 cm-2) where 

film cracking and wafer warping become more prominent after cooling, even on small samples. The 

expected cause is that the film becomes more brittle with lower number of existing defects. As 

mentioned in the previous section, existing defects experience a reverse glide process which partially 

help release the tensile strain. As the defect density is further reduced, a larger portion of the tensile 

strain would relax through crack formation and the sample curves up to accommodate for the high 

residual tension. 

 

Figure 25: (a) Cross section SEM of an as-grown epi stack with a TDD < 1×106 cm-2. (b) A sample that didn’t crack after 

cooling, yet experience server cracking after oxide hard mask deposition.  

As shown in Figure 25a, cracks penetrate all III-V layers down to the Si substrate. In rare cases, 

cracking into the Si substrate has been observed. Even if, for some reason, the as-grown epi stack 

doesn’t crack much, the film would experience severe cracking during fabrication as shown in Figure 

25b. The standard 200 nm oxide hard mask exerts additional stress which can encourage the film to 
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crack. A simplified process of the different stress states that the sample goes through during growth, 

post-growth cooling, and fabrication is illustrated below in Figure 26.  

 

Figure 26: (a) Flat GaP-on-Si template before growth. (b) Deposition of III-V (blue) causes the sample to curve due to the 

compressive stress. (c) The compressive stress is relaxed through defect formation. (d) Crack formation as the film stress 

state is reversed and there are not enough defects to help release the tensile strain. (e) Deposited oxide hard mask (green) 

tends to bend the sample backward, which causes more severe crack situations.  

The cracks severely reduce the device yield as the cleaving process becomes less reliable. High wafer 

curvature makes the wafer less manufacturable, especially for larger samples due to the higher 

deflection. The cracking and wafer warping issues are investigated both experimentally and 

theoretically; a mathematical model for GaAs/AlGaAs films on Si is proposed to describe the critical 

parameters for crack formation in terms of film thickness, post-growth cooling rate, and the defect 

density. To test this model, samples with different combinations of the above parameters are grown 

on a (001) Si template. The predicted remaining tensile strain after cooling and onset of cracking 

match well with observations. It is the first time that film fracture mechanics and dislocation-mediated 

plastic relaxation are combined to describe a well-known and yet unsolved problem in heteroepitaxial 

growth for optoelectronic devices.  

4.3.1 Experimental procedure and results 

All samples were grown in a Veeco Gen-II solid source MBE system on APD-free GaP/Si templates71 

produced on a slightly p-doped Czochralski Si wafer with a small offcut, approximately 0.15°, toward 
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the <110> directions. The initial 100 nm GaAs nucleation layer was grown at 500 °C and 0.1 µm/h 

and was cleaved into 2 cm-by-2 cm pieces. The sample holders were designed in a way that the 

samples were loosely held in place, with spring fingers barely touching the sample corners. Thus, the 

samples were allowed to deflect freely. Three different buffer layer structures were then grown on 

top to produce GaAs virtual substrates on Si with three different levels of TDDs. Figure 27 shows the 

schematics of the buffer structures and the corresponding electron channeling contrast images (ECCI) 

measured at the top surface. The buffer structure with a TDD of approximately 4×108 cm-2 was 

generated by simply growing an additional 2.45 µm GaAs on top of the nucleation layer. To generate 

a TDD of 3×107 cm-2, thermal cyclic annealing (TCA) was applied after 1.6 µm of GaAs, where the 

sample temperature oscillated between 400 °C and 700 °C for 12 cycles under arsenic overpressure, 

followed by 950 nm GaAs. A TDD of 1×106 cm-2 was achieved with the asymmetric graded InGaAs 

dislocation filter layer structure grown on top of a post-TCA 1.6 µm GaAs surface, as shown in Figure 

27c. A In0.1Ga0.9As layer was sandwiched between two In0.05Ga0.95As layers and the structure was 

completed with a 300 nm GaAs capping layer. The InGaAs layers were grown at 500 °C with a 530 °

C annealing step at each interface. The TDD of the buffer structure in Figure 27c has been verified 

with both ECCI and plan-view transmission electron microscopy123. All buffer layer structures had 

the same total thickness. 
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Figure 27: Buffer structures with a surface TDD of (a) 4×108 cm-2, (b) 3×107 cm-2, and (c) 1×106 cm-2. The red dashed lines 

in (b) and (c) indicate where TCA was applied. (d)-(f) are the ECCI images of the corresponding buffer structures above. 

(g) Schematic of the laser stack with varying aluminum composition and thickness of the top and bottom cladding layers.  

To mimic the actual high performance QD laser material, full laser stacks with the QD active region 

and all the required doping profile were then grown on top of the buffer structures. The schematic of 

the simplified laser stack is shown in Figure 27g, with the aluminum composition and the thickness 

of the cladding layers as variables. A laser stack with 1.4 µm thick Al0.4Ga0.6As cladding layers is 

referred to as “thick epi” while a laser stack with 700 nm thick Al0.7Ga0.3As cladding layers is referred 

to as “thin epi”. The laser stacks were grown under the same growth conditions. The layers below the 

QD active region were grown at 580 °C and the layers above the active region were grown at 540 °C 

to minimize the interdiffusion between the QDs and the surrounding material while maintaining a 

decent crystal quality. The QD active region was grown at 495 °C. The post-growth cooling rates 

were chosen to be either 1 °C/min or 100 °C/min, where the heater power was switched off after 

growing the top layer. The cooling rates were maintained from the final growth temperature to well-

below 350 °C. The detailed parameters of all samples under investigation can be found in Table 2. 

The room temperature wafer curvatures, which could be translated to residual stresses, were measured 

in the Tencor Flexus system where a scanning laser detector was used to measure the surface position 
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across the sample width along the [1 1 0] and the [1 -1 0] crystal orientation and the curvatures 

measured in both directions were virtually the same. The surface cracking severity was investigated 

under scanning electron microscope (SEM). The results are summarized in Figure 28 below.  

 

Figure 28: (a) Post-cooling wafer curvatures with respect to the TDD, epi thicknesses, and cooling rates. The horizontal 

lines indicate the lowest possible radius of curvature for both the thin (blue) and the thick (red) epi design estimated from 

the Stoney’s formula (b) Cracks were observed in orthogonal directions when the thick epi is quenched on a 1×106 cm-2 

TDD template, (c) while only cracks along the [1 -1 0] direction were observed when the same structure was cooled slowly. 

(d) Such cracks penetrate all III-V layers with the Si substrate still intact.  

Table 2: Sample thicknesses, compositions, cooling rates, post cooling curvatures, and measured crack density of all 9 

samples investigated.  

Substrat

e 

GaAs buffer layer Laser stack Post growth 

Thickness 

(µm) 

Thickness 

(µm) 

TDD 

(cm-2) 

Thickness  

(µm) 

Cladding 

layer Al 

composition 

Final growth 

temperature (°C) 

Cooling 

rate 

(ׄ°C/min) 

Radius of 

curvature 

(m) 

Linear crack 

density 

 (cm-2) 

 

 

 

 

 

 

 

 

   4×108 3.52 40%  

 

 

 

100 31 0 

1 32.4 0 

2.1 70% 34 0 

 3.5×108 3.52 40% 100 22 0 
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    775 2.55 540 1 25 0 

2.1 70% 28 0 

   1×106 3.52 40% 100 14 11 

1 19 2.5 

2.1 70% 24 0 

 

For a given film thickness and a cooling rate, the samples with lower TDD exhibit smaller radii of 

curvature and thus higher residual tension after cooling down to room temperature. Though the III-V 

layers grown on the Si substrate do not relax completely, the residual compression from the lattice 

mismatch at the growth temperature before cooling can be neglected. Since the nucleation process of 

QDs is extremely sensitive to the strain state of the surface, this claim is supported by the fact that 

the nucleation of the QDs happened after depositing the same amount of InAs on all investigated 

samples as if the dots were grown on GaAs native substrate, irrespective of the starting dislocation 

density. Thus, the higher residual tension in the post-cooling incurred in the lower TDD samples can 

be ascribed to the lack of existing defects, which provides the only pathway for partially relaxing the 

tensile stress during their reverse glide and corresponding plastic dissipation. Similarly, the kinetics 

of thermally activated dislocation motion provide the rationale for the dependence of the residual 

tension on cooling rate.  Regardless of the epi thickness and the cooling rate, and despite the wafer 

curvature difference, no cracks were observed at a TDD level of 3×107 cm-2 or 4×108 cm-2, indicating 

that the plastic strains at such defect levels result in a lower equi-biaxial stress in the film after cooling.  

At a TDD level of 1×106 cm-2, the fast cooled thick epi experienced cracking in both [1 1 0] and [1 -

1 0] directions, as shown in Figure 28(b), with a linear crack density of approximately 11 cm-1. 

Lowering the cooling rate to 1 °C/min resulted in a higher radius of curvature, and cracks were only 

observed along the [1 -1 0] direction with a linear density of approximately 2.5 cm-1, as shown in 

Figure 28(c). A crack-free film with 1×106 cm-2 TDD is achieved with the thin epi cooled at 1 °C/min. 

The fact that cracks were only observed when R ≤ ~ 20 m implies that the cracking is avoided when 

plasticity during cooling relieves approximately one third of the thermal misfit stress. It is also 
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observed that at higher defect levels, the post-cooling wafer curvature (or the residual tensile stress) 

shows a weaker dependence epi stack thickness and the cooling rate. The interaction of defect density, 

cooling rate, and thickness on cracking can be understood using the model presented in the following 

section. 

4.3.2 Mathematical model  

For simplicity, the system is modeled as a single, monolithic, isotropic, elastic-plastic film on an 

isotropic, elastic, semi-infinite substrate. The laser stack and the buffer layer are treated as a single 

layer whose properties are taken as the average of the sublayers. Furthermore, it is assumed that the 

film is subject to biaxial stress and deformation, and that the film is stress-free immediately after 

deposition (as justified above). The substrate is also assumed to be thick enough that the sample 

curvature does not significantly alter the computed film stress. Cooling generates thermal misfit 

strains that induce plastic flow via thermally activated dislocation glide, which mitigates 

thermoelastic stresses that drive cracking. An increase in dislocation density will increase the plastic 

strains, lower the stress, and in turn lower the likelihood of cracking. Conversely, increasing the 

cooling rate will decrease the plastic strains, increase the stress, and in turn increase the likelihood of 

cracking.  

The equi-biaxial stress in the film upon cooling can be written as: 

                                                                   𝜎(𝑡) =  𝐸̅[(𝛼𝑠 − 𝛼𝑓)(𝑇(𝑡) − 𝑇0) − ε𝑝𝑙(𝑡)]                                                                                   (8) 

where 𝐸̅  =  𝐸𝑓  /(1 − 𝑣𝑓 ) is the biaxial modulus of film (with 𝐸𝑓 as the elastic modulus and 𝑣𝑓 the 

Poisson’s ratio of the film), 𝛼𝑠,𝑓  are the coefficients of thermal expansion of the substrate and the film, 

respectively. As mentioned above, though the CTE values are temperature dependent, the CTE 

mismatch has a rather weak temperature dependence over the temperature range of interest (~300 K 

to 800 K), and the one obtains virtually identical results if this effect is included using the reported 
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values112,113. T(t) is the current temperature at time t, T0 is the stress-free deposition temperature, and 

εpl(t) is the equi-biaxial plastic strain that arises during cooling (in the absence of plastic strain, the 

thermal misfit in the laser stack and substrate upon cooldown corresponds to about ∼ 240 MPa in the 

film). The evolution of plastic strains is assumed to be accommodated by thermally activated 

dislocation glide and driven by thermal misfit stress and line-tension from the TDs (which is additive 

to the misfit stress because of the reverse glide process118), such that the plastic strain rate is given by: 

 

                                     ε̇𝑝𝑙 = 𝑏𝜌𝑚𝜈0𝑒𝑥𝑝 [−
𝑄

𝑘𝑇(𝑡)
] [

𝑛𝜎(𝑡)

𝜏∗
+

𝜇𝑏

4𝑛𝜋(1−𝜈)𝜏∗ℎ
𝑙𝑛(𝛼𝑒

ℎ

𝑏
)]

𝑚
                         (9) 

where the dot denotes the time derivative, b is the Burger’s vector of the threading dislocations, ρm is 

the dislocation density, 𝜈0  is a characteristic reference velocity, Q is the activation energy for 

dislocation glide, k is Boltzmann’s constant, T(t) is the absolute temperature, μ is the shear modulus 

of the film (μ =  𝐸𝑓  /(2(1 + ν𝑓 )), αe ≈ 1 is a geometric constant, τ∗ is a characteristic shear stress 

controlling creep rate, and h is the film thickness. The dimensionless factor n relates the resolved 

shear stress on the slip plane to the in-plane direct stresses generated by misfit, i.e. τ = nσ; for high 

symmetry systems such as the one considered here, n ≈ 0.5. This expression reflects the cumulative 

plastic strain rate owing to the collective glide of a population of dislocations124, with a dislocation 

velocity mediated by temperature (first exponential term) and an effective stress (term in brackets).  

The latter includes the thermal misfit stress acting on the glide plane (first term in brackets) and the 

line tension of the TDs during reverse glide (second term in brackets); a similar treatment is discussed 

elsewhere118.  Cases with and without the line-tension term are discussed in a later section. 

 

 The governing equations can be simplified to reveal controlling dimensionless parameters as follows. 

We consider a linear cooling step according to T(t) = T0−Rt, where T0 is the initial stress-free reference 

temperature, and r is the cooling rate. Cooling from T0 to a final temperature Tf therefore occurs over 
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the interval tf  = (T0 −Tf )/r. The dimensionless time is defined as θ = t/tf = Rt/(T0 −Tf ), such that stress 

and plastic strain evolve over the interval 0 ≤ θ ≤ 1. We define the dimensionless stress as Σ(θ) = 

σ(t)/σ0, where σ0  = 𝐸̅𝑓(𝛼𝑓 − 𝛼𝑠)(𝑇0 − 𝑇𝑓) is the thermoelastic misfit stress, i.e., the stress that would 

occur in the absence of intervening plasticity (i.e., σ0 ∼ 240MPa). For convenience, we define a 

normalized plastic strain as 𝜉(𝜃) = 𝐸̅𝑓ε𝑝𝑙(𝜃)/𝜎0. With these normalizations, the governing equations 

can be re-written as: 

 

                                                            Σ(𝜃) = 𝜃 − 𝜉(𝜃)                                                                       (10) 

                                                           𝜉′(𝜃) = 𝜌̃𝜎̃𝑐
𝑚𝑒𝑥𝑝 (−

𝑄̃

1−ψ𝜏
) [Σ(𝜃) + 𝜎̃𝑙]𝑚                              (11) 

 

where the prime denotes differentiation with respect to the normalized time 𝜃, and the controlling 

parameters are: 

 

𝜌̃ =  
𝐸𝑓𝑏𝜌𝑚𝜈0𝑡𝑓

2𝜎0
=  

𝐸𝑓𝑏𝜌𝑚𝜈0Δ𝑇0

2𝑅𝜎0
=  

𝐸𝑓𝑏𝜌𝑚𝜈0Δ𝑇0

2𝑅𝐸𝑓(𝛼𝑠−𝛼𝑓)Δ𝑇0
=  

𝑏𝜌𝑚𝜈0

2𝑅(𝛼𝑠−𝛼𝑓)
= 𝑑𝑖𝑚𝑒𝑛𝑡𝑖𝑜𝑛𝑙𝑒𝑠𝑠 𝑑𝑖𝑠𝑙. 𝑑𝑒𝑛𝑠.                             (12) 

𝑄̃ =
𝑄

𝑘𝑇0
= 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑙𝑒𝑠𝑠 𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑖𝑜𝑛 𝑒𝑛𝑒𝑟𝑔𝑦 (𝑎𝑡 𝑑𝑒𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛)                                                                                             (13) 

𝜎̃𝑐 =
𝜎0

𝜎∗
=

𝐸𝑓(𝛼𝑠−𝛼𝑓)Δ𝑇0

𝜎∗
= 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑙𝑒𝑠𝑠 𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑠𝑡𝑟𝑒𝑠𝑠 𝑟𝑒𝑙. 𝑡𝑜 𝑐𝑟𝑒𝑒𝑝 𝑠𝑡𝑟𝑒𝑠𝑠                                                          (14) 

𝜎̃𝑙 =  
𝑏

4𝜋(1−𝜈)ℎ(𝛼𝑠−𝛼𝑓)Δ𝑇0
𝑙𝑛

𝛼𝑒ℎ

𝑏
= 𝑑𝑖𝑚𝑒𝑛𝑠𝑖𝑜𝑛𝑙𝑒𝑠𝑠 𝑙𝑖𝑛𝑒 𝑡𝑒𝑛𝑠𝑖𝑜𝑛 𝑟𝑒𝑙. 𝑡𝑜 𝑡ℎ𝑒𝑟𝑚𝑎𝑙 𝑠𝑡𝑟𝑒𝑠𝑠                                          (15) 

𝜓 =  
𝑇0

𝑇0−𝑇𝑓
≈ 1 = 𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑡𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑟𝑒𝑙𝑎𝑡𝑖𝑣𝑒 𝑡𝑜 𝑐ℎ𝑎𝑛𝑔𝑒                                                                                                       (16) 

 

A single non-linear ordinary differential equation for stress as a function of time can be obtained by 

taking the derivative of Eqn. (3) with respect to τ and using Eqn. (4) to eliminate the plastic strain 

rate term. The problem is solved with Σ(0) = 0 (zero stress at the start of cooling), while Σ(1) 
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represents the final stress state after cooling. Table 3 provides a summary of the expected ranges of 

input parameters for the present system, which are used to generate results in the next section. 

 

 

Table 3: Material parameters used in the calculations obtained from the reported values. 

Substrate Film Plasticity 
Elastic 

modulus 

(GPa) 

Poisson’s 

ratio 

CTE  

(K-1) 

Elastic 

modulus 

(GPa) 

Poisson’s 

ratio 

CTE 

(K-1) 

b  

(Å) 

Q  

(J) 

𝝉∗ 

(MPa) 

𝝂 𝟎  

(m/s) 

m 

      155     0.26 2.6×10-6       107     0.35 5.45×10-6    4    2.1×10-19     1 1.9×103  1.7 

 

The 300 mm Si substrates used are produced from CZ-grown crystals within standard CMOS-

compatible specifications. The residual doping is p-type with a vendor determined resistivity of 

approximately 15 ohmcm. All lasers were grown on cleaved pieces from the center of the 300 mm 

template. Based on the commonly accepted values for Si and experiments done on the specific type 

of Si wafer, an educated guess was performed for the elastic properties of the Si template used125,126. 

The elastic parameters for the film are the weighted averages of the values from the literature127. The 

CTE values for both the substrate and the film are the room temperature values. The Burger’s vector, 

b, equals 
𝑎

√2
, which is approximately 4 Å, where a is the lattice constant. For the empirical plasticity 

parameters used for the thermally activated glide model, the values were obtained by Yonenaga and 

Sumino128, and a similar treatment was used elsewhere118.  

With the measured residual stress via wafer curvature, the propensity for cracking can be analyzed 

by computing the energy released by a channeling crack through the film129. The steady-state energy 

release rate for an isolated crack that extends large distances relative to the film thickness is 

considered here, which represents the maximum possible crack driving force. For the present system 

(where the modulus of the film is lower than that of the substrate), this is given by: 
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                                      𝐺(𝜃) =
𝜋

2

(𝜎(𝑡))
2

ℎ(1−𝜈𝑓
2)

𝐸𝑓
=

𝜋

2

𝜎0
2ℎ(1−𝜈𝑓

2)

𝐸𝑓
Σ(𝜃)2 =  𝐺0Σ(𝜃)2                         (10) 

where 𝐺0 represents the maximum possible energy release rate in the absence of intervening plasticity, 

i.e., the driving force for cracking arising from thermoelastic misfit strains that are not mitigated 

plastic strains. Note again that with the present normalization, Σ(τ) ≤ 1.  

4.3.3 Results and discussion 

Figure 29 plots the energy release rate (ERR) for isolated channeling cracks obtained from stresses 

calculated directly from wafer curvature measurements after cooling (shown in Figure 28). Since G 

∝ σ2, the ERR results also reflect the differences in the final stress state resulting from differences in 

dislocation density and cooling rate. The boundary between cases with and without cracking falls 

between 1.5 < G < 2 J/m2; only the thick epi and low dislocation density samples experience cracking, 

i.e. the solid circles above the toughness line. At the lower cooling rate and the lowest dislocation 

density, the linear crack density is a factor of four smaller than the higher cooling rate, strongly 

suggesting the critical energy release rate is just below 1.8 J/m2. This corresponds to a toughness of 

KC = 0.37 MPa√m and falls in the middle of the range reported elsewhere130–132. It should be noted 

that in the absence of intervening plasticity, the thermoelastic misfit stresses from cooling have a 

driving force of G ∼ 5 J/m2, which is well above the reported toughness values for GaAs; as such, 

cracking will occur in all of the present cases in the absence of any dislocation-mediated relaxation. 

Since the ERR scales linearly with stack thickness, this implies that a stack thickness below ~ 2.04 

µm will not crack even in the limit of zero dislocation density.  
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Figure 29: ERRs, obtained from the stresses computed from wafer curvature measurements, for isolated channeling cracks 

as a function of cooling rate, for three dislocation densities.  

The plasticity model described above provides some insight regarding the coupling between 

dislocation density and cooling rate. Figure 30a plots the residual stresses obtained as a function of 

cooling rate for the dislocation densities observed in the experiments.  The results are scaled by the 

thermal misfit stresses that occur in the absence of intervening plasticity; calculations for cases both 

with and without the line-tension are included. Including the line-tension term lowers the predicted 

final residual stresses; these cases result in better agreement with the experiments for higher defect 

levels (𝜌𝑚= 3.5×107 cm−2 and 4×108 cm−2) but poorer agreement for low defect levels (𝜌𝑚 = 1×106 

cm−2). The discrepancy may arise from additional dislocation pinning in the InGaAs filters in the low 

defect template. Figure 30b plots contours of the corresponding energy release rates as a function of 

both cooling rate and dislocation density. The results shown in Figure 30a, b, and c were generated 

with Q = 2.1×10−19 J and m = 1.7 and without line tension, as this provides better agreement with 

cases with the low defect density. The contour for 1.75 J/m2 < G < 2 J/m2 separates conditions 

expected to crack (above the shaded zone) and those not expected to crack (below the shaded zone). 
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The shaded zone in Figure 30b illustrates the trade-off between dislocation density and cooling rate, 

with slower cooling required to avoid cracking for lower dislocation densities. The ERR prediction 

gives a weaker dependence on defect density and cooling rate with increasing defect density and 

decreasing cooling rate, respectively, which is consistent with the experimental observation that the 

residual tensile stress is less sensitive to film thickness or cooling rate at higher TDD. Despite the 

differences between the stress prediction and the experimental measurements of wafer curvature, the 

correct conclusion regarding cracking is obtained for 5 of the 6 experimental conditions. Due to the 

over-prediction of stress for a cooling rate of 100 °C/min and dislocation density of 𝜌𝑚 = 35×106 

cm−2, one predicts cracking that is not observed experimentally. Figure 30c shows the contours of the 

maximum tolerable film thickness to avoid crack formation as a function of defect density and cooling 

rate. It suggests that for a 𝜌𝑚 = 1×106 cm-2 and a cooling rate of 1 °C/min, the film would not crack 

until 6~6.5 µm. Yet, a 6.07 µm film cracked at that TDD level and cooling rate, suggesting an 

underestimate of the residual stress, similar to the results shown in Figure 30a. Clearly, improvements 

to the plasticity model that incorporate the true complexity of the device layers and other potential 

dissipation pathways will provide more accurate estimates of stress and more precise regime maps. 

Future work should focus on more detailed dislocation motion models, defect annihilation and 

pinning during the reverse glide process. 

 

Figure 30: (a) Stress as a function of cooling rate, for three dislocation densities, with wafer curvature results superimposed. 

(b) Contour map of predicted energy release rate as a function of dislocation density and cooling rate; conditions above the 

critical line are expected to crack, while those below the line are not expected to crack. The predicted stresses are higher 



56 

 

than those observed for the middle of the top row, such that cracking is predicted despite observations to the contrary. (c) 

The contour of the critical film thickness for crack formation with respect to the dislocation density and the cooling rate for 

the given film toughness.   

It is worth mentioning again that both the physical experimental setup and the mathematical model 

allow the samples to deflect freely during cooling down. Additional constraints may act to increase 

the stress and likelihood of cracking. Growing such laser materials inside pre-defined trenches would 

mitigate the issues with the residual tension, provided the GaAs debonds from the side walls. In such 

cases, the edges of the strips are stress-free, and the stress at the center is lower than in blanket films, 

provided the width of the trenches is comparable to the length-scale associated with shear transfer 

along the film/substrate interface129. Aligning the trenches along the [1 -1 0] crystal direction, together 

with thinner epi design and slower cooling rate, would significantly suppress the likelihood of 

cracking.  

4.4 Summary 

The above findings of the formation of MDs near the active region suggest that the previously 

improved device performance from TDD reduction could be attributed to removing the MDs one-by-

one. Inserting TLs aims to attack the problem by directly repelling the MDs into the highly doped 

cladding layers. Further optimization is required in terms of the composition, thickness, and location 

with respect to the specific laser stack design. Yet, the film is expected to be more rigid as longer 

segments of the TDs are pinned. 

Though the model developed to predict the onset of cracking exhibit acceptable accuracy, it under 

predicts the relaxation for the high defect samples and over predicts for the low defect samples. This 

suggests that other paths of relaxation and defect pinning exist, respectively. Currently, the model 

assumes the III-V film is uniform with averaged properties from all the consecutive layers. A detailed 

breakdown of each layer and dislocation model with core structure, doping effect, and active 

region/filter layer pinning effect included would greatly increase the model accuracy. Prediction of 
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the crack asymmetry, crack density, and the temperature at which the crack initiates would then be 

possible.  
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Chapter 5   

Breakthrough reliability at elevated temperatures  
 

As mentioned in earlier chapters, direct epitaxial growth of III-V material on Si represents a more 

economically favorable option than bonding, with additional room for improvement as this scheme 

provides the best natural heatsinking for laser operation. Yet, due to the dissimilarities between III-V 

materials and Si, electrically active cyrstalline defects, especially the TDs that penetrate all device 

layers and the MDs formed near the active region, are generated during the hetero-epitaxial growth. 

Previously, the device extrapolated life time, defined as the time required to double the initial 

threshold current, of the MBE grown InAs QD lasers was improved from 800 h to more than 

10,000,000 h at room temperature after reducing the TDD from 3×108 cm-2 down to 7.6×106 cm-2. 

Including p-modulation doping resulted in a lifetime of 7 years at 60 °C133. However, such 

performance is not enough for real world applications where the ambient temperature is around 70 °C 

to 80 °C within the datacenter racks. The extrapolated lifetime is also not long enough. Figure 31 

shown below is the aging data done at Intel on bonded QW lasers operating at 80 °C, and no apparent 

degradation was observed after 25,000 hours. Thus, epitaxially grown devices would need to reach 

such performance to be commercially viable.  
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Figure 31: Bias change for 10 mW output power aged at 80 °C for bonded QW lasers. 

 

Figure 32: (a) Room temperature aging data for the epitaxial QD lasers on Si with three different levels of TDD. (b) 60 °C 

aging data. The Gen III laser lifetime dropped from >100 years to ~6000 hours. Introducing p-modulation doping increased 

the lifetime to about 8 years due to improved differential gain at higher temperatures.  

5.1 New generation of QD lasers on Si 

With the previously introduced defect management tools, asymmetric graded (ASG) dislocation 

filters for lower TDD and TLs for MDs, the device performance is expected to be greatly improved. 

To demonstrate the expected longer lifetime at higher ambient temperatures, multiple on-Si lasers 

were grown as shown below. All the samples were grown in a Veeco Gen-II solid source MBE on an 

APD-free GaP/Si(001) on-axis template. The growth of the initial 1.6 µm GaAs and the TCA process 

were described in detail in Chapter 3. Two different DFL designs were implemented. The first design 

involved a single 200 nm In0.10Ga0.90As insertion layer referred to as the baseline (TDD = 7×106 cm-
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2), while the second design utilized the ASG filters for low a TDD template (TDD ≤1.5×106 cm-2). 

Both designs were completed with a GaAs capping layer to bring the lattice constant back to that of 

GaAs, and the total buffer thicknesses were kept the same. Two laser stack designs were utilized. The 

TLs consisted of 7-nm-thick p-In0.15Ga0.85As, and n-In0.15Al0.85As strained quantum wells (QWs) were 

inserted in the p- and n-cladding layers, respectively. The materials were chosen for band alignment 

to minimize disturbance in the electrical properties of the laser stack. The QWs were 180 nm away 

from the QD active region. The active region, with an expanded schematic shown below, consists of 

5 layers of InAs QDs embedded in In0.15Ga0.85As QWs. 10 nm GaAs within each barrier layer between 

the dot layers was p-doped to 5×1017 cm-2, namely the pMD, for high temperature performance52. The 

optimum growth temperature for nucleating QDs was 495 °C with an indium growth rate of 0.11 

ML/s and a V/III ratio of 35. The laser stack without TLs was grown on the baseline buffer structure 

with p-modulation doping for comparison (the previous best laser, Sample A). Detailed sample 

structures are shown in Figure 33a and the room temperature photoluminescence (PL) spectra of the 

as-grown samples are shown in Figure 33b. The inset shows the AFM image of the uncapped dots. 

By growing on the low TDD template and by inserting the TLs (Sample C), the PL intensity increases 

approximately 60% compared to the standard design (Sample A). The as-grown materials were then 

fabricated into narrow ridge Fabry-Perot (FP) lasers with ridge width varied from 2 to 5 μm. The 

fabricated lasers were then cleaved into 1500 μm long bars after thinning down the Si substrate to 

approximately 180 μm. 
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Figure 33: (a) Detailed schematics of the three on-Si lasers grown. Sample A is the previous best laser structure with a TDD 

of 7×106 cm-2 and no TLs. Sample B has the same TDD but with TLs inserted, and Sample C has a TDD no more than 

1×106 cm-2 and TLs inserted. (b) Room temperature PL spectrum of the as-grown lasers. 

                

Figure 34: (a) and (b) are representative LI curve of the best performing devices. (c)-(e) are the comparisons between 

devices from different epi designs on threshold currents, slope efficiencies, and characteristic temperatures, respectively.   

All light current voltage (LIV) characteristics are measured under CW conditions. A representative 

room temperature (RT) LI curve from Sample C is shown in Figure 34a, with a double-sided wall-

plug efficiency of 12.6% and a maximum single side output power of 65 mW. Figure 34b shows the 
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exhaustive temperature measurements done on the same device. A maximum CW lasing temperature 

of 108 °C was obtained, limited by the maximum stage temperature. Figure 34c-e summarize the LIV 

characteristics of the best as-cleaved devices from all three samples. Sample A has an overall similar 

performance compared to our previously reported results with the same buffer TDD and laser stack 

design134. By inserting the TLs in the top and bottom cladding layers (Sample B), the threshold current, 

slope efficiency, and high temperature performance are all significantly improved compared to 

Sample A. Incorporating the ASG buffer with the TLs (Sample C) provides additional improvement 

in the performance. A record low RT threshold current density for p-modulation doped InAs QD laser 

of 266 A/cm2 and a high slope efficiency of 0.158 W/A were achieved in Sample C. In Figure 34e, 

by fitting to the exponential function of 𝐼𝑡ℎ = 𝐼0exp (
𝑇

𝑇0
), where Ith is the threshold current at a given 

stage temperature T, the CW characteristic temperature, T0, was measured to be as high as 167 K for 

Sample C between 30 °C and 60 °C. The threshold current was essentially unchanged between 20 °C 

to 35 °C. The high temperature performance was only measured up to 60 °C for most of the devices 

in order to not degrade their performance before aging.  

To investigate the origin of the performance improvements, a representative device from each of the 

three designs was chosen to measure the modal gain and transparency current density, using this 

method described elsewhere74. Nearly identical gain coefficients were extracted for all three devices 

with a logarithmic gain model in Figure 35a, while the devices from Sample B and C had a noticeably 

lower transparency current density, as shown in Figure 35b. The reduction in transparency current, 

attributed to reduced Shockley-Read-Hall recombination from defects, is believed to be the source of 

performance improvements in Sample B and C. 
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Figure 35: (a) Net modal gain as a function of injection current density, and (b) transparency current density as a function 

of wavelength on one as-cleaved device from each sample. 

5.2 Aging experiment setup and results 

High-reflective (HR) coatings were then applied on both facets of laser bars chosen for aging, with 

60% reflectivity on the front and 99% reflectivity on the rear. The devices were singulated into small 

dies and mounted onto AlN carriers. The device-carrier assemblies were loaded into an ILX LRS-

9434 reliability test rack with the front facet facing the internal photodetectors. The LRS-9434 is a 

high-density, high reliability laser lifetime test system provided by Intel. Different test scenarios can 

be executed simultaneously in the chamber. As shown in Figure 36, the aging rack holds up to eleven 

independent control measure modules (CMMs). Each CMM can include up to four laser diode 

fixtures. The AC power cables and the Ethernet cables for software control of the aging tests are 

routed at the back of the rack. The aging rack is able to test up to 1408 devices simultaneously with 

a 500 mA maximum drive current per device, and the ambient temperature can be tuned from 40 °C 

to 120 °C. The control software, ReliaTest, allows real-time viewing of both the currently running 

test data and the data for the completed tests. Intuitive graphical user interface simplifies the test 

control.  
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Figure 36: (a) The front of the aging system. Each CMM holds four fixtures. (b) The back of the aging system.  

 

 

Figure 37: Zoomed in views of the individual fixtures. (a) The drawer-like configuration of the fixture; (b) the removable 

top cover and (b) the singulated devices on mounted carriers.   

The removable fixture consists of a stainless-steel airflow plenum, face plate with handle and air 

intake, main PCB, nickel-plated temperature-controlled aluminum device plate, rear connector with 

alignment features, and clamping/optical power measurement assembly. Figure 37c illustrates an 
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example of the singulated devices/AlN carrier assembly. Each fixture is able to hold up to 16 carriers 

and 2 devices could be attached to each carrier.  

Since the ambient temperature at which the on-chip lasers would be operating in datacenter processors 

is up to 80 °C, all devices were aged at 80 °C and biased at 2 times their average 80 °C threshold 

currents. LIV characteristics were measured automatically before aging and after each 50-hour 

interval during the 4000-hour aging run. The evolution of LI curves for the hero devices from each 

sample are shown in Figure 38a-c. Previously, devices from Sample A showed an extrapolated 

lifetime of about 8 years at 60 °C. Yet, such devices “died” within the first 4000 hours of aging at 

80 °C, suggesting a strong temperature acceleration of the degradation process. Compared with 

Sample A, adding the TLs in Sample B has greatly improved the stability of the LI curves over the 

course of 80 °C aging. The threshold current change was reduced from 104% to 27.6%. Using the 

low TDD buffer in addition to the TLs in Sample C further reduced the threshold increase to only 

10.4%. This suggests that effectively removing the MDs formed during the post-growth cooling 

process with the inserted TLs is the key to high device reliability. This makes sense as reducing TDD 

is effectively removing MDs one at a time, and inserting TLs attacks the MD problem directly.  Figure 

38d shows the aging data for the hero device from Sample C. The extrapolated lifetime from the hero 

devices from Sample C was found to be more than 200,000 hours. Table 4 summarizes the progress 

of in obtaining the highly reliable epitaxial QD lasers on Si over the last few years. With minimum 

change in the actual laser epi design, the extrapolated lifetime has been increased from 800 hours at 

room temperature to more than 200,000 hours at 80 °C by carefully managing the crystalline defects.  
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Figure 38: (a), (b), and (c) are LI evolutions for the lasers from Sample A, B, and C aged at 80 °C, respectively. The lasers 

from Sample A have experienced a threshold current increase of 104% within 4000 hours and Sample B has seen a 27.6% 

increase. The threshold currents of the best devices from Sample C have only increases by 10.4%.  

Table 4: Summary of the main aging results in the last few years53,86,122,133. 

 

For a long time, reducing TDD in the buffer was the primary path in achieving reliable epitaxially 

grown on-chip light sources. However, with dislocation interactions being the only mechanism of 
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filtering in bulk films, the likelihood of two dislocations meeting each other becomes extremely low 

once TDD gets sufficiently low. Even with the ASG structure here to reduce the TDD to lower than 

1×106 cm-2, this value is still two to three orders of magnitude higher than that of the state-of-the-art 

native III-V wafers at 103-104 cm-2. Material quality comparable to the latter is not likely to happen 

for bulk III-V deposition, but it should be possible for QD deposition. The above systematic 

comparisons of aging data show that the successful application of TLs can improve the reliability of 

on-Si lasers by over 200 times compared to those without such TLs and is the key in achieving highly 

robust laser operation. Unlike conventional dislocation mitigation strategies, the TL reduces neither 

the number of TDs nor the number of MDs. By shifting the position of MDs away from the QD layer, 

the impact of defects on device performance can be greatly mitigated111. Though the obtained device 

reliability is still not sufficient for actual datacenter applications, the above demonstration points out 

that the path to further obtaining more reliable monolithically integrated on-chip light source is to 

develop strategies to effectively removing the MDs from the active region.  

5.3 Proposed new laser design 

Although devices from Sample C have shown record long extrapolated lifetime at 80 °C, as can be 

inferred from the results shown in Chapter 4, high density of cracks were found in the as-grown 

Sample C material due to the low defect density. These cracks not only limit the device yield from 

Sample C, but they could also be affect the device performance as well since they would potentially 

block the heat flow. For the same geometry, devices from Sample C experience thermal rollover about 

100 to 150 mA sooner than those from Sample B, despite the lower threshold, higher slope efficiency, 

and higher T0. As suggested in Chapter 4, growing thinner III-V layers and cooling slower would 

reduce the likelihood of crack formation and at a total III-V layer thickness of 2.04 µm, no cracks 

should be observed even with zero dislocation density. This 2.04 µm total III-V thickness is not that 

realistic, as thick enough layers are required for optical confinement, defect reduction, and electrical 
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contacts. However, the results suggest that if a much thinner stack than the current design (6.5 µm) 

could be obtained, another benefit besides having crack-free III-V films would be less MDs near the 

active region as the need for tensile relaxation via TD reverse glide is reduced. In order to compensate 

for the reduced optical confinement with the thinner laser stack, the aluminum composition in the 

cladding layers was then increased from 40% to 70%. The cladding layer thickness could then be 

reduced from 1.4 µm to 700 nm on each side. The intensity difference between the sample (high vs. 

low TDD, with vs. without TLs) is smaller, suggesting that the MD formation is less prominent in the 

thinner stacks. It is also possible to reduce the buffer layer thickness with better filter designs to 

maintain the defect density level. However, fabrication of the 70% Al lasers proves to be trickier as 

the high aluminum content layers are subject for void formation. These voids add another layer of 

uncertainty to the device performance. No meaningful conclusion can be drawn on whether thin lasers 

would function better or worse before the void problem is solved with tighter fabrication tolerance.  

5.4 A short note on growth calibration 

As was seen in the PL spectra of the as-grown lasers in Figure 33(b), despite the intensity differences, 

the PL wavelengths of the ground state emission are all centered at 1293 nm (±1 nm). The PL 

wavelength is extremely sensitive to the InGaAs composition and the QD quality in the active region 

(given that the temperature is calibrated accurately), and thus, the In and Ga growth rates. The Ga, 

together with Al, growth rate is calibrated with distributed Bragg reflector (DBR) stacks, and this 

method is accurate within 1%. However, the indium growth rates are originally calibrated via RHEED 

oscillations when growing InAs on InAs native substrates. This method is inherently less accurate as 

it would depend on the software used and the RHEED screen quality. Since the indium is grown on 

a InAs substrate but not on GaAs, a growth rate conversion is required, and the indium sticking 

coefficient would change if other Group III atoms are present during the growth. Historically, for the 
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above-mentioned reasons, the wavelengths of the best PL structure between each growth campaigns 

have been swinging from 1275 nm to 1295 nm. 

 

Figure 39: Indium growth rate/InGaAs composition calibration with XRD. Five different Indium fluxes were used while 

keeping the Ga flux the same. RSMs confirmed that the InGaAs layers were 100 % strained. The plot of the In growth rate 

vs. flux should be linear. 

 In order to have a more accurate indium growth rate calibration, so that the active region difference 

between each laser sample is negligible during the aging test, another calibration is proposed using 

XRD. The sample structure is very simple as shown in the Figure 39. The InxGa(1-x)As thickness is 

chosen to be 25 nm. The indium composition of interests falls between 10% to 20%, and a layer 

thickness of 25 nm ensures that the InGaAs layer is fully strained to make the XRD data easier to 

interpret. The 25 nm is also the minimum acceptable thickness to have enough signal on the XRD. 

The RSM scans have shown that the InGaAs layers with different compositions are indeed fully 

strained and the extracted indium compositions fall in a straight line with respected to the indium 

fluxes. Using this calibration method, the PL wavelength hits 1293 nm on every laser growth. Thus, 
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the PL intensity and the device performance difference could be sole attributed to the laser stack 

quality. 

5.5 Summary 

For the first time, the epitaxially grown QD lasers on Si has demonstrated an over 200,000 hour 

extrapolated lifetime at 80 °C under CW operation. This is achieved by carefully managing the 

crystalline defects with ASG filters and TLs. Yet, as the defect level is approaching the native 

substrate level, the film exhibits higher tendency to crack as the plastic flow strain is reduce. The 

surface cracks limit the device yield and the potentially the performance. As suggested in Chapter 4, 

thinner stack designs would be preferential to circumvent the cracking issue by lowering the energy 

release rate. Only then the full potential of the low defect templates and the TLs on improving the 

device performance could be explored.  
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Chapter 6   

Toward Monolithic Integration with Si Photonic Circuits 

 

 

Figure 40: (a) Schematic of the hetero-epitaxial laser integration on Si (HELIOS) platform. (b) Butt-coupling configuration 

with double SiN core and Si waveguide. (c) The simulated coupling efficiency with respect to the gap between the laser and 

the nitride cores and the core width. (d) Proposed full epi stack for the in-trench optical gain. 

High performance InAs quantum dot lasers grown on planar (001) Si has for the first time entered the 

realm for commercialization. The demonstration of long lifetime at 80 °C is comforting but not 

enough. Such devices need to be integrated onto existing Si photonics chips through direct epitaxial 

growth. However, even for the best laser stack on Si, the QD active region is still about 3.5 μm above 

the Si substrate which makes it close to impossible to evanescently couple the light to the Si. One 
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promising approach would be to deposit the material stack onto a pre-patterned template with all other 

passive components already laid out within the oxide. Pockets for laser deposition would be etched 

open down to the Si handle wafer to make room for the buffer layer and part of the bottom cladding 

layer. The vertical alignment of the laser active region to the existing waveguides would be accurate 

within a few nanometers due to the precise control of the layer thickness in a growth chamber. 

The main challenge would be to realize the same material quality in the pockets as on a planar Si 

surface. Beam flux shadowing from the mask material and the inability to measure the surface 

temperature and observe the surface quality in-situ would be the major issues to solve. Nevertheless, 

the potential impact for obtaining such high-performance light source in the pockets on a Si photonic 

chip is well worth the effort. The resulted integrated platform would not only revolutionize photonic 

chips for communication, but also other applications that require on-chip gain elements, e.g. LiDAR 

with optical phased arrays.  

 

Figure 41: On-chip gain for (a) optical communication and (b) solid state LiDAR system. 

6.1 Initial attempts 

The first proposed template architecture has large exposed (111) Si surface with (001) flat bottom. 

The purpose is to eliminate the antiphase domains with the high index planes, similar to the previous 

V-grooved template with much smaller (111) Si surfaces. A thin layer of Ge was first deposited to 

help with oxide desorption in our III-V-only chamber. However, such architecture was quickly 
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abandoned as it was extremely difficult to achieve high quality crystals on both (001) and (111) 

surface simultaneously, possibly due to the different optimum growth conditions. After depositing a 

thin 100 nm GaAs, it is observed that the (111) surface is noticeably rougher than the GaAs deposited 

on (001) surface since the original growth conditions were tuned on a (001) surface. The initial 

template and the preliminary growth results are summarized in Figure 42. On top of that, the crystal 

doesn’t planarize nicely after filling the trench with GaAs (not shown here).  

 

Figure 42: (a) The initial template with oxide fences in different directions and width. (b) Close up SEM images of the oxide 

fence with Ge deposited on the Si surface. (c) Cross-section SEM image after depositing 100 nm GaAs. (d) and (e) are 

cross-section SEMs after depositing 1 um GaAs.  

Nonetheless, the attempt to achieve selective MBE growth on the oxide patterned wafer was carried 

out on the initial templates as well. The MBE is inherently not selective under normal growth 

conditions (580 °C and 1 μm/h growth rate) as the atoms are mass-spread onto the sample surface in 

a ballistic manner during the growth, and polycrystalline III-V would form on the oxide surface. As 

shown below in Figure 43, both the oxide mask and the crystal surface would be covered with III-V 

materials under the conventional growth conditions.  
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Figure 43: (a) Nomarski top-down image and (b) cross-section SEM image after depositing 1 μm GaAs on the Ge/Si 

template. Non-selective polycrystalline III-V material is clearly visible.  

Yet, the net deposition is a result of the impinging flux minus the desorption flux. The desorption of 

III-V adatoms on the SiO2 surface is much higher than on a III-V surface. Thus, it is possible to 

achieve selective growth if the effective impinging flux could be tuned to be lower than the desorption 

flux135. The proposed technique to achieve selective growth is called punctuated supplied epitaxy 

(PSE), where the Group III fluxes are turned off periodically, schematically shown in Figure 44. In 

the absence of the Group III fluxes, the adatoms on the oxide surface would either leave the oxide 

surface or diffuse into the nearby trenches provided that the surface temperature is sufficiently high. 

Both the GaAs/AlGaAs and InGaAs could be grown selectively with the PSE technique135,136. It can 

also be expected that if the growth temperature is high and the Group III flux is low, selective growth 

could be achieved even under continuous deposition. 



75 

 

 

Figure 44: (a) Illustration of the PSE process. Both Group III and Group V fluxes are supplied during the deposition time 

(𝜏𝑑) and only Group V flux is supplied during the desorption time (𝜏𝑖𝑛𝑡). The The 𝜏𝑖𝑛𝑡 is normally longer than 𝜏𝑑. Group V 

flux is there to protect the crystalline surface inside the trench. (b) Schematic of the adatom actions during the desorption 

time. 

Various growth conditions were experimented, and the degree of selectivity was examined mostly by 

Nomarski imaging. As shown in Figure 45 below, when the growth temperature is 630 °C and the 

growth rate is 0.1 μm/h, perfect selectivity can be achieved even with continuous deposition. However, 

the PSE approach resulted in a more pristine crystal quality. On top of that, similar selectivity and 

crystal quality as shown in Figure 45f could be achieved at 580 °C with a growth rate up to 0.3 μm/h 

using PSE whereas the selectivity is lost when the growth rate is increase to 0.12 μm/h at 580 °C for 

continuous deposition. Unfortunately, the selective MBE growth experimented with here requires a 

very long growth time (>2 days) to deposit the whole laser stack due to the slow growth rates and the 

periodic pauses. As such, it is then considered not viable for the later device development. The 

required temperature for AlGaAs selective area growth would potentially cause severe interdiffusion 

of the QDs with the surrounding matrix. In order to achieve perfect selectivity with a reasonable 

growth temperature and growth rate (~1 μm/h), the growth chamber may need to be upgraded with a 

hydrogen plasma source137. 
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Figure 45: Continuous deposition with 0.1 μm/h and 40 V/III ratio at (a) 630 °C, (b) 600 °C), and (c) 580 °C. PSE deposition 

at 630 °C with a growth rate of 0.1 μm/h and a V/III ratio of (d) 450, (e) 100, and (f) between 10 and 40. Compared with 

the previous results, it seems the growth temperature and growth rate control the selectivity and V/III control the crystal 

quality. PSE relaxes the requirements of growth rates and growth temperature for perfect selectivity. 

6.2 Temperature discrepancy 

In the test templates shown above, the majority of the sample area is exposed with Ge or III-V. It is 

then straight forward to measure the surface temperature with pyrometer and monitor the surface 

quality in-situ with RHEED. However, in the templates for the actual device build, the oxide mask 

covers most of the surface which makes the pyrometer reading less reliable and completely forbidden 

the use of RHEED. Since the silicon substrate is normally doped, the sample temperature 

measurement during growth would still have to rely on pyrometry, which depends not only on the 

actual sample temperature but also the on emissivity of the surface. It has been observed that for the 

same sample geometry, the sample with the oxide mask gives a lower temperature reading compared 

to that measured on planar GaP/Si. Once the oxide mask is covered with polycrystalline III-V due to 

the non-selective growth, the temperature reading is higher than that measured on planar GaP/Si. The 

pyrometer temperature profiles obtained from three different surfaces are shown below in Figure 46. 
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Figure 46: Pyrometer temperature profiles with respect to the heater thermocouple setting measured on GaAs substrate, on 

oxide patterned Si wafer, and on polycrystalline III-V deposited on the oxide mask. The red horizontal line the QD growth 

temperature on GaAs. Thus, if the temperature calibration is done on the oxide, the actual III-V temperature would be well 

above 550 °C, which would evaporate the QDs.  

The consequence is that if the temperature profile calibrated on the oxide surface is used, the growth 

temperature of the QDs would be underestimated from the pyro reading. Since the optimum QD 

growth temperature (~495 °C) is very close to the temperature (~505 °C) above which the QDs would 

be evaporated from the surface, the temperature underestimation may evaporate all the QDs. On the 

other hand, the temperature would be severely overestimated if trusting the pyro reading during the 

QD growth after the oxide mask is covered with polycrystalline cladding materials. Thus, the most 

accurate way to calibrate the sample temperature would be to record the heater power required for the 

bare GaP/Si profile. In the next section, it will be shown that a high crystalline quality could be 

achieved in the pockets when trusting the heater power, yet QD contrast was not observed in the 

active region. This could be because the oxide mask has a much lower heat conductivity than the III-

V material in the pockets. Thus, even though the sample was heated to the same temperature as if it 

were just a bare GaP/Si piece with the same geometry, more heat would be channeled through the III-
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V pocket. This inherent temperature uncertainty on the in-pocket III-V surface from the sample 

architecture may need arbitrary heater power tuning until the existence of the QDs is observed. 

6.3 High crystalline quality  

In order to obtain high quality III-V crystals inside the trenches, multiple trench architectures have 

been investigated, as shown below. As mentioned previously, the trenches with large exposed (111) 

Si surfaces have been ruled out, with or without a Ge layer. Any structure with bare Si surface is not 

suitable for the III-V MBE chamber and a recess into the Si substrate is required to make room for 

the buffer layer. Thus, Trench 5C, flat-bottom Si with selective GaP is the most promising starting 

point for the MBE in-trench growth. Figure 47a shows summary of all trench types tested. 

 

Figure 47: (a) All the proposed trench architectures. The top is for the test growths and the bottom is for the full device 

build. (b) An example coupon with trenches in both horizontal and vertical directions with different widths and lengths.  

The initial 1.6 μm GaAs was deposited in a Trench 5C structure with the same growth conditions as 

was done on a blanket GaP/Si wafer. All growth temperatures were calibrated with respect to the 

heater power. The cross-section SEMs of the as-grown material are shown below. The defect densities 

were measured via PVTEM as the trenches are too small to establish long range periodicity for ECCI.  
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Figure 48: (a) and (b) are cross-section SEM images for the as-grown GaAs film. The thin GaP layer is clearly visible, and 

the GaAs film thickness is as designed across all trenches regardless of the width. (c) and (d) are PVTEM images taken 800 

nm below the surface and on top of the surface, respectively.  

It can be seen from Figure 48a,b that the 1.6 μm of GaAs has been successfully deposited on the thin 

GaP layer inside the trench and the thicknesses are as-designed, regardless of the trench width (10 

μm and above, noticeable beam shadowing for narrower trenches). This suggests that the in-trench 

growth rates are the same as on blanket substrates. The measured TDD via PVTEM is about 5×108 

cm-2 on the surface of the GaAs layer and 2×109 cm-2 at 800 nm below the surface. These TDD values 

are the same as those measured on a blanket sample. It has been observed that surface morphology of 

the as-grown GaAs shows a discrepancy between horizontal and vertical trenches and such 

differences are amplified after the TCA process, as shown below in Figure 49. This discrepancy has 

been expected from the beginning of the project as the surface diffusion is asymmetric in the III-V 

materials, being considerably faster in the [1 -1 0] direction. Thus, when the trench is favorably 

aligned with the crystal strips, the surface morphology is better than the ones in the orthogonal 

direction. An in-depth investigation is required to fully understand this discrepancy.  
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Figure 49: (a) and (b) are the top-down SEM of the as-grown initial 1.6 μm GaAs. The surface morphology in the horizontal 

trench is slightly rougher. (c) and (d) are the post-TCA surface morphology of the same sample. The surface of the GaAs 

within the horizontal trench is significantly rougher than the one in the vertical trench. 

Beside the roughened surface after TCA, another interesting observation was made on the post-TCA 

GaAs strips, as shown in Figure 50 below. Before the TCA process, the GaAs film thickness was 1.6 

µm and was reduced to approximately 960 nm after TCA, which suggests that Ga and As atoms were 

evaporated during the TCA process. This III-V evaporation phenomena was not observed when 

performing the TCA process on the GaAs grown on blanket GaP/Si template. A proposed explanation 

is as follows. During the TCA process, the surface atoms would diffuse laterally to find the most 

energetically favorable sites to bond93. Different from the case on a blanket substrate where atoms 

would just diffuse randomly, the atoms would now prefer to gather around the top corners of the in-

trench strips. This is possibly due to the inter-surface diffusion and required strain relaxation that are 

thermally activated 138,139. As more atoms accumulate around the corners and the “horn-shaped” tips 

are developed, the vapor pressure might have increased to a point where the arsenic overpressure is 
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overcome and III-V sublimation is then initiated. Of course, a lot more experiments and in-depth 

material characterizations are needed to verify the above hypothesis. Nevertheless, this observation 

suggests that the TCA process, which is very effective is reducing TDD, must be removed for the in-

trench growths.  

 

Figure 50: (a) Cross-section SEM if the post-TCA in-trench GaAs film. Though the polycrystalline material on the oxide 

wall has been removed, the in-trench material has been partially removed as well. (b) Schematic illustration of the hypothesis 

of how the III-V is evaporated.  

An attempt to deposit the full stack (buffer + laser epi) was carried out after calibrating the sample 

temperature with respect to the heater power and the TCA process was not used. A cross-sectional 

TEM image of the in-trench full stack is shown below. The crystal quality is the same as if it were 

grown on a blanket GaP/Si wafer with no observed APDs and all layer thicknesses are the same as 

designed, shown in Figure 51a. The InGaAs dislocation filters and the active region contrast are 

clearly visible. As mentioned above, the underestimation of the sample temperature is considered as 

the major challenge in growing high quality QD laser stacks in the trenches. In order to gauge the 

severity of the underestimation, an EDS scan was performed across the InGaAs graded filter layers. 

The extracted indium composition profile is shown in Figure 51c, and the values are the same as the 
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intended compositions. This suggests that the actual surface temperature when growing the InGaAs 

filters was not higher than 540 °C, when the heater power was set for 495 °C. It has previously been 

observed that the InGaAs composition could not be maintained above 540 °C. With. these as-designed 

InGaAs graded filter layers, the TDD was reduced from 5×108 cm-2 on top of the bottom GaAs layer 

to 1~2×107 cm-2 after the buffer layer structure, suggesting a dislocation filter efficiency of 

approximately 97%.  

 

Figure 51: (a) Cross-sectional TEM of the in-trench full stack. (b) The raw EDS data scanned across the InGaAs graded 

filter layers. (c) The extracted indium composition profile. 

A zoomed in view around the active region is shown in Figure 52. Though the contrast from the 

InGaAs QW is clearly visible, no QD contrast was observed. This suggests that the actual surface 

temperature when growing the QDs was at least higher than 510 °C for the In adatoms to have zero 

sticking coefficient when the heater power was set for 495 °C. This maximum surface temperature 

for QD nucleation was determined from a growth temperature series done on GaAs native substrates, 

which will be briefly discussed later in Figure 57 in Chapter 7. Combined with the argument above, 

the actual surface temperature is underestimated by approximately 15 °C to 45 °C.  This discrepancy 

is because the indium adatom sticking coefficient has a higher temperature tolerance when other 

Group III elements are present during growth (Ga or Al). Thus, the heater power would then need to 

be arbitrarily tuned down slowly until high quality QDs are obtained in the in-trench laser stack. 
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Figure 52: Zoomed in XTEM around the active region for (a) foil normal perpendicular to the trench long edge and (b) foil 

normal parallel to the trench long edge.  

The zoomed in view shown in Figure 52a was obtained from a TEM foil with its surface normal 

perpendicular to the trench direction. MDs near the top and bottom of the active region are clearly 

visible, formed during the post-growth cooling process. Yet, on the same sample, no MDs were 

observed on a TEM foil with its surface normal aligned with the trench direction, and this suggests 

that the tensile stress is much less across the short edge of the trench, shown in Figure 52b. As stated 

at the end of Chapter 4, this stress asymmetry is expected for these narrow strips of III-V grown in 

the trenches. According to the book by Prof. Matthew Begley129, the edges of strips are stress-free, 

and the stress level would reach that obtained on a blanket film about 2 to 4 times the film thickness 

toward the center of the strips. Since the film thickness is around 5.5 µm and the trench lengths are a 

few thousands of microns, the stress state along the trench has reached the blanket film level. Thus, 

MDs would form in response to the tensile relaxation during cooling (Chapter 4). In the direction 

across the trench, since the trenches are 15 to 20 µm wide, the tensile stress is expected to be less than 

on a blanket film. Consequently, no MDs were observed in the foil with its surface normal aligned 

with the trench direction. Since the post-cooling MDs near the active region are distributed 
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asymmetrically in the blanket materials, shown elsewhere122, aligning the trench to the direction with 

denser MDs (measured on the blanket film) would potentially minimize the number of MDs. 

6.4 Summary 

Reproducing the high quality QD laser materials in the pre-patterned pockets on Si photonic chips 

with butt-coupling configuration is currently the most promising approach to achieve true monolithic 

integration of III-V light source. Due to the lack of in-situ monitors, growing blindly in the pockets 

is not a trivial task. After trying out on multiple template architectures and carefully tuning the growth 

conditions, blanket-substrate-level crystal quality has been achieved with GaP-seasoned pockets. Yet, 

possibly due to the inherent hotter temperature inside the pockets, QD contrast has not been observed 

despite the accurate indium composition in the filter layers. Arbitrarily tuning the heater power to 

locate the condition for QD nucleation is needed. Fortunately, the pocket geometry offers another 

way of reducing the MD density by aligning the [1 1 0] crystal orientation with the pocket long edge. 

It is then expected that the in-pocket lasers could perform better than those grown on blanket 

templates if the same QD quality could be achieved.   
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Chapter 7   

Extending QD technology to other wavelengths 

 

The emission wavelength of the InAs QDs is highly tunable, primarily depending on the amount of 

InAs deposited, surrounding materials, the lattice mismatch with the substrate, and even how the InAs 

QDs are buried. Though the main focus of my research has been focusing on the 1300 nm lasers for 

datacom applications, QD lasers emitting around 1550 nm on InP substrate for telecom applications 

and 1178 nm on GaAs as the pump source for Na atom clock have also been investigated. In this 

chapter, the growth optimization and device demonstration of lasers emitting at those wavelengths 

will be briefly discussed.  

7.1 1178 nm QD laser on GaAs 

7.1.1 Growth development  

In order to develop a InAs QD source that is not documented in literature, it is only logical to start 

with known growth conditions for depositing InAs QDs on GaAs native substrate. Thus, the starting 

growth conditions were chosen to be 490 °C for the growth temperature, 0.113 ML/s for the growth 

rate, and 35 for the V/III ratio. Since it is always easier to redshift the emission wavelength by 

depositing more InAs or embed the QDs within InGaAs QWs, the first step to develop a 1178 nm 

source is to determine the minimum wavelength obtainable under the above-mentioned growth 

conditions with no InGaAs QWs. The comparisons between the 1300 nm QD and the attempted 1178 

nm QD PL sample structures, room temperature PL spectra, and the amount of InAs deposited before 

the on-set of nucleation are shown in Figure 53 below. 
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Figure 53: (a) and (b) are the PL sample structures for the 1300 nm QD and 1178 nm QD, respectively. (c) and (d) are the 

room temperature PL spectra for the corresponding sample structures. (e) and (f) illustrate the deposition profile of InAs. 

The red arrows point to when the on-set of nucleation was observed in RHEED for the corresponding structure.  

For the QDs emitting around 1300 nm, the InAs was deposited on a 2 nm In0.15Ga0.85As layer and 

capped with a 5 nm In0.15Ga0.85As layer while the attempted 1178 nm QDs were deposited on a GaAs 

surface and capped with GaAs, shown in Figure 53a and b, respectively. The PL spectrum of the well-

optimized 1300 nm QDs shows a FWHM of 30 meV, and the energy separation between the ground 

state and the first excited state is 78 meV. Though the PL spectrum for the first-attempt 1178 nm QDs 

shows a wider FWHM and narrower energy separation, the intensity is acceptable considering that 
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the detector used has a lower responsivity around 1157 nm than around 1300 nm. The ~20 nm bluer 

emission wavelength is less of an issue since, as mentioned above, it is always easier to redshift the 

wavelength. Here, it is found that how the QDs are buried also strongly affects the emission 

wavelength.  It is worth mentioning that for the structures shown in Figure 53a and b, the capping 

layers, either the InGaAs cap for 1300 nm QDs or the GaAs cap for the attempted 1178 nm QDs, 

were not deposited continuously. 3 nm of the capping layers were first deposited, followed by a 10 s 

pause, and then another 2 nm of the capping layers. Another 10 s pause was then introduced before 

finishing up the PL structure with a thick GaAs layer. This is referred to as “split capping.” The two 

different capping sequence is roughly illustrated below. Together with two different growth rates for 

the GaAs capping layer, four different capping scenarios were experimentally tested. The results are 

summarized in Table 5.  

 

Figure 54: (a) The room temperature PL spectra of the four different scenarios. The number labels correspond to the Sample 

No. in Table 2.  The red vertical dotted line denotes the target 1178nm wavelength. (b) and (c) are the schematic illustrations 

of the split and the continuous capping sequence, respectively.  
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Table 5: Four test conditions on the GaAs capping layers and the resulted PL qualities are summarized.  

Sample 

No. 

Capping 

sequence 

Capping 

rate 

 

WL  

(nm) 

FWHM 

(meV) 

Separation 

(meV) 

1  Split  1 μm/h 1157 42 63 

2 Split 1.8 Å/s 1142 48 61 

3 Continuous  1 μm/h 1203 32 75 

4 Continuous 1.8 Å/s 1195 40 71 

 

It has been observed that a continuous capping layer would significantly redshift the emission 

wavelength by approximately 50 nm and improve both the FWHM and the energy separation. A 

higher capping rate could also provide an ~10 nm redshift in wavelength and marginal improvements 

in FHMW while slightly degrading the energy separation, which is tolerable. However, as shown in 

Figure 54a, the redshifts obtained by growing the capping layer continuously overshot the target 

wavelength. Then it was expected that if the capping layer was grown not completely continuously 

but with shorter pause time (less than 10s), the wavelength could be fined tuned between the two end 

points. Before doing so, the deposition sequence for nucleating InAs QDs on GaAs would need to be 

adjusted. As shown in Figure 53e and f, the 1.4 ML of InAs was deposited first followed by six 0.192 

ML bursts separated by a 1s pause. Since this deposition sequence was optimized for 1300 nm QDs, 

when it was executed on the In0.15Ga0.85As pre-layer, the nucleation happened at 1.3 to 1.4 ML as 

intended. The nucleation was delayed to the third burst when the deposition sequence was executed 

on bare GaAs surface for the 1178nm QDs. This was expected due to the lack of the initial 

compressive strain from the In0.15Ga0.85As pre-layer. It is known that the QD quality would be better 

if the continuous deposition of the InAs material is maintained until nucleation is observed. Thus, 

since nucleation happened after the third burst, which was about 2 ML InAs, the continuous 

deposition was extend to 2 ML before switching to the 0.192 ML bursts.  
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Figure 55: (a) and (b) are the initial and the proposed deposition sequences of the InAs QDs on bare GaAs surface, 

respectively. (c) Room temperature PL spectra of samples with different number of post-nucleation bursts. The black curve 

is the reference sample with the original deposition sequence. The numbers on the curves indicate the number of bursts used. 

The vertical red dotted line is the target wavelength. (d) Extracted emission wavelengths with different number of bursts. 

The horizontal dotted line indicates the target wavelength. (e) Schematic of the dot with elastic strain relaxation.  

As shown in Figure 55a and b, where the red arrows indicate the observed on-set of nucleation, the 

nucleation on bare GaAs happened after continuously depositing 2 ML of InAs. Then the question 

was how many 0.192 ML bursts should be included. As shown in the PL spectrum in Figure 55c, the 

best PL intensity was achieved with three bursts after the on-set of nucleation at 2 ML, which was 

about 2.57 ML in total, the same as having six bursts after 1.4 ML. It was also observed that, 

regardless of the number of post-nucleation bursts, continuously depositing the InAs material until 

the on-set of nucleation resulted in better dot quality as was expected. Figure 55d shows the extracted 
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emission wavelengths with respect to the number of post-nucleation bursts. Counter intuitively, a 

blueshift was observed with more InAs deposited up to five bursts. Normally, a redshift is expected 

when depositing more InAs material for the bigger dots and less confinement. This abnormality could 

be attributed to a reduced degree of elastic relaxation, as schematically shown in Figure 55e. The 

strain of the dots could be partially relaxed through their elastic expansion and this process is expected 

to be less effective when a higher percentage of the atoms within the QDs are buried. A more in-depth 

study on the microscopic structure of the QDs is required to confirm this hypothesis.  

The above experiments suggested that the “2 ML+3 bursts” deposition sequence should be utilized 

for growing InAs QDs on bare GaAs. The emission wavelength of this structure was about 1167 nm. 

It is worth mentioning that the GaAs capping layer was deposited in a split manner with 10 s pauses 

in between. As mentioned above, the wavelength could be fine-tuned by adjusting the pause duration 

during the capping layer growth. After reducing the pause duration from 10 s to 8 s, the emission 

wavelength was tuned to exactly 1178 nm, as shown below in Figure 56.  

 

 

 

 

 

 

 

Figure 56: Room temperature PL of the 1178 nm InAs QDs. The inset shows the AFM image of the QDs. The surface QD 

density is about 3×1010 cm-2.  
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The active region structure to obtain the 1178 nm QD emission has then been achieved under the 

given QD growth conditions: 490 °C growth temperature, 0.113 ML/s growth rate, and 35 V/III ratio. 

Below are the PL spectra of a growth temperature series. 

 

Figure 57: (a) PL spectra of the growth temperature series. The vertical red dotted line is the target wavelength. (b) Extracted 

emission wavelength vs. growth temperature. (c) Extracted FWHM and energy separation vs. growth temperature.  

As shown in Figure 57, both the emission wavelength and the PL intensity have a very strong 

monotonic dependence on the growth temperature. Similar trend was observed in the FWHM and the 

energy separation in Figure 57c and lower growth temperature is favorable. Thus, the 1178 nm 

emission wavelength obtained at 490 °C is a “local optimum.” The convolution between the growth 

conditions and the deposition sequence/sample structure would need to be thoroughly investigated to 

locate the “absolute optimum.” The strong monotonic dependence of the wavelength on the growth 

temperature has not been observed for the 1300 nm QDs, possibly due to the dependence of the 

InGaAs quality on the growth temperature. Thus, the 1178 nm QD temperature series could also be 
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used to confirm the accuracy of the temperature calibration for each growth campaign since the “oxide 

desorb” method has an inherent 5 °C uncertainty.  

7.1.2 Device demonstration 

 

Figure 58: (a) Cross-section SEM of the as-cleaved FP lasers with a shallow etch ridge. (b) Temperature dependent LI 

curves. CW operation is maintained to 45 °C. (c) Room temperature spectrum of the cleave/cleave and the HR/cleave 

devices. 

A full laser stack with 5 layers of 1178 nm QDs as the active region was grown on native n-GaAs 

substrate. The QD layers were separated by 40 nm GaAs spacer layers to prohibit strain coupling 

between the dot layers. The material was then fabricated into FP narrow ridge lasers, as shown in 

Figure 58a. Possibly due to the lower dot density, the lasers shorter than 2000 μm did not lase with 

as-cleaved facets. After applying HR coating on one facet of the cleaved laser bars, lasers no shorter 

than 1500 μm showed lasing characteristics and the previously lasing devices experienced reduced 

threshold currents. A set of representative CW LI curves were shown in Figure 58b, measured on a 

2×1750 μm2 device. CW operation was maintained up to 45 °C stage temperature. The high threshold 

current, low output power, and low maximum operating temperature could also be due to the low dot 

density. Even though a higher dot density might be possible with finer tuning of the growth conditions, 

it is less likely to reach that of the 1300 nm QDs as less InAs was deposited after nucleation. However, 

without the InGaAs QWs, the 1178 nm QDs layers could be stacked to an arbitrary number of layers 

without worrying about relaxation. Figure 58c shows the room temperature spectrum of a 3×1750 
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μm2 device. The HR/cleave facet configuration showed lasing characteristics, but the center 

wavelength was around 1209 nm instead of the target 1178 nm. A possible cause was a slight colder 

growth temperature. As previously suggested in Figure 57a, only 5 °C colder than the target growth 

temperature could result in a 30 nm redshift in the emission wavelength. Considering that the PL 

optimizations were done on quarters of 2-inch GaAs wafers while the laser was grown on a full 3-

inch n-GaAs, such small temperature variation could be expected depending on the spot size of the 

pyrometer. In order to hit the target wavelength, a split of QD growth temperatures might be required. 

Below, Figure 59 shows the grating structures patterned with e-beam lithography for the re-grown 

DFB lasers emitting around 1178 nm. The gratings were patterned and etched after depositing the 

active region and before growing the top cladding layers. The regrowth and the consecutive 

fabrication processes are currently still on-going.  

 

Figure 59: (a) and (b) are the SEM images of the etched gratings for the DFB laser emitting at 1178 nm. 

7.2 1550 nm Qdash laser on InP 

7.2.1 Growth 

Though it is possible to reach 1550 nm emission wavelength with InAs QDs embedded in 

In0.35Ga0.65As QWs grown on GaAs, the highly strained In0.35Ga0.65As QWs limit the number of active 

layers one can stack before the QWs relax. This puts a hard limit on the gain given a fixed property 
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of each individual dot layer. Such limitations could be overcome by growing the InAs nanoparticles 

on an InP substrate. A lower lattice mismatch would inherently redshift the emission wavelength and 

the use of lattice matched In0.532Ga0.468As and In0.523Al0.477As materials to construct the laser structure 

introduces no strain. It was determined from a series of PL sample growths that the optimum growth 

conditions for nucleating InAs nanoparticles on InP lattice constant were 485 °C for the growth 

temperature, 0.4 ML/s for the growth rate, 18 for the V/III ratio, and 3.25 ML for the total amount of 

InAs deposite. The PL structure and a typical AFM scan on the surface particles are shown below in 

Figure 60.  

 

Figure 60: (a) PL structure used to optimize the growth conditions for 1550 nm InAs Qdashes. DA stands for “digital alloy”. 

The structure is finished with uncapped Qdashes for morphology study. (b) A typical AFM scan showing the Qdash 

morphology.  

 

Figure 61: Qdash formation process. (a) the initial nucleation center with shallow facets and close-to-square base; (b) 

attachment of the adatoms to the existing nucleation sites from both the [1 1 0] and [1 -1 0] directions; (c) islands elongated 
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along the [1 -1 0] direction formed due to a higher surface diffusion; (d) shorter and rounder islands form during the post 

growth annealing process in reaction to the high residual strain in the elongated dashes.   

Due to the lower lattice mismatch and asymmetric adatom surface diffusion, the InAs nanoparticles 

nucleated on InP lattice constant showed elongated based along the [1 -1 0], commonly referred to as 

Qdashes. The proposed Qdash formation mechanism is schematically shown in Figure 61. The initial 

nucleation center was a square-based pyramid with low angle facets, typically the {1 1 5} facets. The 

indium atoms deposited afterwards would tend to diffuse toward the existing nucleation centers, 

known as the heterogeneous nucleation process. The surface diffusivity of the indium adatoms is 

much larger along the surface reconstruction dimer row direction, namely the [1 -1 0] direction140, 

resulting in the elongated dashes in the [1 -1 0] direction. Yet, the as-grown Qdashes are expected to 

be less stable as they are still highly strained. The percentage of the strain relaxed is proportional to 

the ratio of 
𝑆1+𝑆2

𝐿
141. The variables are defined graphically in Figure 61c. Compared to the dome-like 

1300 nm QDs, the Qdashes would have much smaller 
𝑆1+𝑆2

𝐿
 value. However, due to the lower lattice 

mismatch, the InAs Qdashes could be sustained on InP during growth while the InAs grown on GaAs 

would “snap” into dots during growth for the much higher lattice mismatch. The high residual strain 

within the as-deposited Qdashes would cause the dashes to evolve. As schematically shown in Figure 

61d, the Qdashes are expected to “break” into shorter islands when left uncapped at the growth 

temperature. Experimental evidence is shown in Figure 62.  
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Figure 62: (a) AFM scans of the uncapped surface Qdashes with different GI time142. (b) Room temperature PL of the 

corresponding GI time.  

Figure 62a shows the Qdash morphology evolution as a function of the growth interruption (GI) time 

after depositing the InAs Qdashes. As the GI time was increased from 0 s to 60 s, the Qdash 

morphology become more “dot-like”, and the height of the nanoparticles was increased as well. 

Consequently, the emission wavelength experienced a significant redshift and higher intensity. The 

increase in intensity was achieved at the expense of larger FWHM as the “breaking into dot” process 

is somewhat random. The above GI experiment was done with 3.75 ML total InAs. The total amount 

of InAs was reduced to 3.25 ML in the laser to make room for the redshift during growth interruption.  

7.2.2 Device demonstration 

Since the Qdashes are obviously elongated along the [1 -1 0] direction, the FP lasers fabricated from 

this material are expected to perform differently when the ridge is parallel or perpendicular to the 

dash elongated direction. Thus, FP lasers with ridges in both directions were fabricated for 

comparison. As shown below in Figure 63, the lasers showed obvious lower threshold currents, higher 

maximum output power, and later rollover when the ridge is perpendicular to the dash elongated 

direction. Since these dashes are 100 to 200 nm long and about 20 nm wide, they can be considered 
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as 1D nanowires. The performance difference could then be attributed to the stronger interaction 

between the electric field and the dipole within the dashes, and thus a higher material gain, when the 

ridge is perpendicular to the dash elongation direction. 

 

Figure 63: (a) Schematic of the laser epi stack. All quaternary alloys were grown digitally. (b) LI curve comparison between 

the perpendicular and the parallel ridge configuration. (c) The extracted threshold current density and the maximum output 

power for the two different ridge configurations. 

The same laser material has also been fabricated into photodetectors (PDs). The schematic and the 

cross-sectional view and top-view scanning electron microscope (SEM) images of a fabricated device 

are shown in Figure 64. 

 

Figure 64. (a) Schematic diagram of the fabricated waveguide photodetector. (b) Top-view and (c) cross-

sectional views of the fabricated device. 
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Figure 65: (a) Temperature dependent measurement of the Current-voltage characteristics of a 30 × 50 μm2 

device. Inset: Arrhenius plot of temperature dependent dark current at -1 V.  

The dark current voltage (I-V) curves of a 30 × 50 μm2 photodiode were measured from 150–345 K 

in a variable temperature probe station and recorded by a semiconductor device analyzer, as shown 

in Figure 65. Due to the detection limit, dark currents measured below 240 K are too low to be 

resolved. At room temperature, a dark current of 5.2 pA is obtained under a bias voltage of -1 V, 

which corresponds to an ultra-low dark current density of 3.3×10-7A/cm2. Linear fitting of the 

Arrhenius plot of the temperature dependent dark current biased at -1 V is shown in the inset in Figure 

65. The extracted activation energy (Ea) of 0.63 eV is ~78% of the InAs Qdash bandgap (Eg) (~0.8 

eV) at room temperature, indicating that the dark current is dominated by both the diffusion and 

generation-recombination components.  
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Figure 66: Dark current density as a function of (b) the device area and (c) the device perimeter/area for a series of devices 

with a fixed PD mesa length of 50 μm at room temperature.  

For a fixed PD mesa length of 50 μm, dark current and dark current density are plotted as a function 

of the device area, and device perimeter/area respectively for a series of devices at room temperature, 

shown in Figure 66. The average dark current density with the narrowest stripes (2.8×10-6A/cm2 for 

3 μm stripes) yielded ~8-fold increase compared to devices with a wide stripe (3.3×10-7A/cm2 for 30 

μm stripes). The slope between the dark current density and device perimeter/area indicates that the 

surface leakage still exists and requires further improvement of the device passivation process. Still, 

the dark current density of 3.3×10-7A/cm2 is around five orders of magnitude lower than state-of-art 

Ge PDs and two orders of magnitude lower than the commercial InGaAs PDs143. More in depth 

characterization of the PDs can be found elsewhere144.  

Micro-ring lasers have also been fabricated and characterized on this material platform145. Ring-

waveguide lasers based on the whispering gallery mode (WGM) with radii ranging from 25 μm to 

100 μm and a ring width of 4 μm have been investigated. An example set of top-view and cross-

sectional SEM images of a ring with 60 μm radii is shown in Figure 67.  
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Figure 67: SEM images of the fabricated device. Top-view (a) and cross-sectional views (b), (c) of a fabricated microring 

laser. Highlighted color sections: red, microring laser (a) and active region (b); blue, III–V; yellow, selected metal contacts. 

The output power was measured by capturing the radiation out-coupling from the ring cavity by an 

integrating sphere placed 5 mm from the ring cavity edge. A ~90° azimuthal light-radiation-collection 

angle was estimated for such geometry. Considering the angular directivity pattern of radiation and 

the detector’s spectral sensitivity, the optical power magnitude (0.18 mW at an injection current of 

80 mA) presented here is an underestimate. Figure 68a shows the light-current-voltage (L-I-V) 

characteristics of a representative ring laser of outer R=100 μm and ring width (W) 4 μm, with a 

threshold current (Ith) of 13 mA. A logarithmic plot of the LI curve is presented in the inset in Figure 

68a, exhibiting a ‘S-shaped’ nonlinear transition from spontaneous emission to stimulated emission. 

CW operation with no sign of performance degradation and power roll-off was observed up to 

injection current values as high as 5 times threshold. The corresponding threshold current density Jth 

has an ultra-low value of 528 A/cm2, which indicates excellent non-radiative recombination 

suppression at the deeply etched sidewalls of the Qdash structures.  

The spectra shown in Figure 68b were measured by coupling output light into a lensed fiber connected 

to an optical spectrum analyzer. Only a few unique modes with spectrally distant spacing were 

observed. This is most likely caused by relatively few WGMs falling within the gain spectrum of the 
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QDashes. Due to the different overlap of WGMs with the QDashes, each WGM can have different 

quality factors and different susceptibility to defects and imperfections. Here, an extinction ratio over 

26 dB was observed for the primary lasing mode at ~1530 nm near the PL intensity maximum of the 

ground-state optical transition in QDashes, due to the advantages in spatial overlapping of emitters to 

the surrounding cavity, radiative emission rate, or resonance in frequency. The peak at 1550 nm was 

plotted separately in Figure 68b, and the fine mode spacing was measured to be ∼1.06 nm. The group 

refractive index of the cavity was calculated to be 3.6 accordingly. 

 

Figure 68: (a) Light-current-voltage characteristics, inset: LI curve in the log-log scale. (b) Zoomed-in view of the spectrum 

taken at 50 mA. (c) Emission spectra at increasing injection currents of a micro-ring laser with a radius of 100 μm and a 

ring width of 4 μm under CW operation at room temperature. (d) Micro-ring laser with a radius of 100 μm and ring width 

of 4 μm shows continuous-wave lasing up to 55°C. (e) Plots of threshold current versus stage temperature for four different 

laser devices with various outer-ring radii. Inset: extracted characteristic temperature T0 as a function of outer-ring radius. 

High-temperature CW operation of the same device (r=100 μm, w=4 μm) was demonstrated up to 

55°C. Temperature dependent lasing of this device is shown in Figure 68d. A plot of the CW threshold 
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current versus the stage temperature for this device, along with three other lasers of various outer-

ring radii, is shown in Figure 68e. The characteristic temperature T0 was extracted by fitting the 

increase in threshold using an exponential function Ith(T) ∝ exp(T/T0), and found to be ~39 K. This 

is a record-high value for 1.55 μm microring QDash lasers. The inset in Fig. 6(b) shows the extracted 

T0 as a function of outer-ring radius. Decrease in the ring cavity size leads to a slight deterioration of 

the maximum operating temperature, decreasing from 55°C to 50°C when the outer-ring radius scales 

from 100 µm to 30 µm. T0, however, stays almost constant in the range of 30-40 K. This suggests 

minimal increase of thermal resistance for smaller ring cavities.  

7.3 Summary 

InAs QDs grown on GaAs can be tuned to emit around 1178 nm for pumping a sodium optical clock. 

Without the InGaAs pre-layer, as in the 1300 nm InAs QD lasers, the nucleation is delayed from 1.4 

ML to 1.9 ML. Adjusting the deposition sequence has significantly improved the PL intensity and 

2.55 ML of total amount of InAs renders the best PL, the same as the 1300 nm QDs. Unlike the 1300 

nm QD with InGaAs prelayer and capping layer, the PL properties of the 1178 nm QDs experience a 

monotonic and very sensitive dependence on the growth temperature. Although it would indeed make 

hitting the target wavelength tricky, it provides a very sensitive gauge for the accuracy of the 

temperature calibration. 

Due to the lower lattice mismatch and asymmetric surface adatom diffusion, the InAs nanoparticles 

emitting around 1550 nm grown on InP elongate in the [1 -1 0] direction and the nanoparticles are 

generally noted as Qdashes. Since the strain is less relaxed in the Qdashes, post-growth annealing of 

the exposed Qdashes results in more circular islands with wider size distribution. FP lasers with ridges 

aligned to the [1 1 0] crystal orientation shows lower threshold current and higher outpower power 

due to the stronger interaction between the electric field and the dipole within the dashes. Other high-
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performance devices, namely PDs and micro-ring lasers, have also been demonstrate with the same 

material stack.  
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Chapter 8   

Summary, future work, and other interesting applications 
 

8.1 Approaching the heterogeneously integrated QW laser performance 

Monolithic integration of III-V light sources on Si has always been considered as the ultimate solution 

for realizing on-chip light sources for Si photonics. Epitaxially grown devices could leverage most of 

the existing CMOS manufacturing, which ensures low cost and high yield. However, due to the 

unavoidable crystalline defects originated from the dissimilarities of III-Vs and Si, the performance 

and reliability of the epitaxially grown devices severely lag behind the heterogeneously integrated 

counter parts. Considerable amount of effort has been devoted to eliminating the defects, mainly the 

threading dislocations as they penetrate all device layers and are expected to be the most detrimental 

factor of device performance. Many research groups have successfully developed low defect (~7 to 

9×106 cm-2) GaAs virtual substrate structures grown on CMOS compatible Si with strained layer 

superlattice81–83. However, the achieved TDD is still high compared to the technological desirable 

levels (<105 cm-2). In Chapter 3, an asymmetric step graded filter has been introduced which has 

greatly promoted the degree of relaxation, resulting in a TDD lower than 1.5×106 cm-2. The recently 

discovered MD formation near the active region from the CTE mismatch has opened up another 

design space for defect management. The inserted trapping layers effectively block the MDs from 

touching the active region and into the highly doped cladding layers, where the non-radiative 

recombination rate would be greatly suppressed. This discovery suggests that the improved lifetime 

from reducing the TDD alone86 could just be removing the sources for MDs one at a time.  
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Figure 69: (a) Schematic of the buffer structure with ASG filter. (b) Example PVTEM measured on top of the GaAs capping 

layer. (d) Schematic of the full laser stack with inserted TLs. The materials were chosen to minimize the band offset. (d) 

XTEM with [0 0 1] surface normal. P-side appears to have more MDs than the n-side. (e) Zoomed-in view on the active 

region, showing that the MDs are effectively blocked away from the active region. 

After about 3 to 4 years with six generations of devices, with the newly introduced defect management 

tools, the extrapolated lifetime of these epitaxially grown QD laser has been improved from 800 hours 

at room temperature to over 200,000 hours at 80 °C. This is indeed a significant achievement bringing 

these epitaxial devices one big step forward to the real-world application. However, just as a friendly 

reminder, there is still a noticeable gap in terms of reliability between the epitaxial QD lasers and 

bonded QW lasers. As shown in Figure 70 below, the red solid line needs to be further flattened and 

the effort required for that 10% improvement might be a lot more compared to going from 800 h at 

room temperature to more than 200,000 h at 80 °C. 

 

Figure 70: Reintroduced aging results of the bonded QW lasers at 80 °C after 25000 hours. The solid red line roughly depicts 

the change in the bias required for 10 mW output power in the best epitaxial QD lasers. 



106 

 

Fortunately, as discussed in Chapter 3 and 4, the “ASG” filter and the MD trapping layers are far 

from being optimized.  For the ASG filter structure, it is known that a continuous grading would be 

more effective in promoting relaxation than a step graded structure as the misfit arrays would form at 

the most energetically favorable locations rather than at fixed interfaces146. Since the strain energy is 

proportional to ε2h, it is worth trying both the linear and parabolic gradings on both the compressive 

and tensile side of the ASG structures. As suggested in Figure 22, the current trapping layer design, 

which uses the same indium composition as the active region QWs to avoid growth complications, is 

imperfect with MDs leaking through the trapping layer.  Investigating the full design space of the 

trapping layers, in terms of indium composition, thickness, and location, with respect to the specific 

laser stack might be needed to locate the optimum trapping layer structure. However, better TD 

elimination with better filters and better MD blocking with optimized trapping layers would 

inevitably render the crystal more brittle with higher residual tensile stress. To avoid film cracking, 

designs with thinner total III-V film thickness are preferential, as suggested in the latter half of 

Chapter 4.  

It is worth pointing out that thinner film design is only to “go around” the cracking issue when the 

film becomes more fragile by lowering the energy release rate. The residual tensile stress is not 

reduced. Such high residual tension could possibly hurt the device performance for the distorted band 

structure12,147 and driving point defects promoting REDC. To fundamentally reduce the residual 

tensile stress, using GaAsP as the cladding material could be a viable option due the lower CTE, if a 

phosphorus source is available. A more accessible approach in our chamber is to utilize pocket 

geometry introduced in Chapter 6. While using the same materials and growth conditions, it is 

possible to fundamentally reduce the residual tension by growing in narrow trenches. Evidentially, 

no MDs elongated along the trench long edge were observed for the lower tension across the trench. 

Another idea to fundamentally reduce the number of MDs near the active region then comes into the 
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picture. The distribution of the MDs near the active region is asymmetric. A much higher linear 

density has been observed along the [1 -1 0] direction122. Thus, as shown in Figure 71 below, if the 

trench (blue rectangle) long edge is aligned with the [1 1 0] direction, it is possible to eliminate the 

MDs in the [1 1 0] direction. The remaining MDs in the [1 -1 0] direction could potentially be less 

detrimental as they affect a much smaller area. 

 

Figure 71: PVTEM image of a QD laser active region. The yellow arrow points to an example MD. The “coffee-bin” 

contrasts are the QDs.  

The challenge would be to identify the crystal orientation of the in-trench GaP surface. Even though 

the GaP would potentially randomly pick between the [1 1 0] and the [1 -1 0] orientation when 

deposited on a non-polar Si substrate, since the Si wafer used has a small offcut, with the exact same 

growth conditions, the GaP should have the same crystal orientation with respect to the 300 mm Si 

wafer between manufacture cycles. If this MD elimination strategy were to succeed, the in-trench 

lasers are then expected to outperform the devices grown on blanket GaP/Si template, despite the 

higher threading dislocation density. It is worth demonstrating this strategy on blanket GaP/Si with 

in-house patterned oxide trenches before trying this out on the fully patterned chips.  
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8.2 Interesting new directions 

8.2.1 Monolithic on-chip light source for photonics biosensors 

The global biosensor market size has reached USD 21.96 billion in 2020 and is forecasted to exceed 

USD 34 billion by 2026. Within this market, optical biosensors, via evanescent field detection, are 

identified as the most lucrative technology.  

 

Figure 72: Projected global biosensor market in the next few years. 

Medical testing and diagnostics outside of the clinic is the new normal, which has been further boosted 

during the COVID-19 pandemic. This would require handheld medical devices that are cheap to build, 

light weight, and robust against environmental fluctuations. The well-developed silicon photonics 

integrated circuit, among other available technologies for fabricating photonic biosensors, is one of 

the most promising for its compatibility with CMOS foundry processes.  

Similar to the communication applications, the major roadblock for obtaining a cheap lab-on-a-chip 

is the lack of monolithically integrated light source. Provided that the QD lasers on planar Si, or more 

ideally on patterned Si template with PIC laid out, could demonstrate comparable performance to 

heterogeneously integrated counterparts, a true lab-on-a-chip could be realized with low cost and 

could be deposited and fabricated on 300 mm Si. Since most of the bio-samples for quick testing 

would be in aqueous solutions, e.g. blood, saliva, and urine, designing a light source that has minimum 

water absorption would be required for high sensor performance. From the wafer absorption spectrum 
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below, a laser emitting around 450 nm would be ideal, but absorption in the green-red range is also 

acceptable. To achieve this, a QD laser emitting at 1178 nm, mentioned in Chapter 6, could be a 

candidate after frequency doubling. Interferometer structures, either MZI or YI148, currently hold the 

highest sensitivity and lowest detection limit among other detection architectures and such structures 

could readily be made with Si waveguides and its native oxide cladding. The waveguides could 

potentially be specifically functionalized with colloidal QD coatings to increase the selectivity of the 

detectors for the programmable surfaces of these colloidal QDs. The sensitivity and detection limit 

could also be improved as QDs receptors have no “orientation”. 

 

Figure 73: Water absorption spectrum suggesting that a light source working around 500-600 nm would be ideal. 
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Figure 74: Example architecture of an on-chip biosensor. The laser was picked and glued onto the platform with photonic 

wire bonds (PWB) connecting the laser to the sensor waveguides. A monolithic light source via direction epitaxy would 

greatly reduce the cost and improve scalability149.  

Combining the monolithic on-chip light source, Si-based detection architecture, microfluidics 

systems, on-chip detection, and read out, a high-performance handheld biosensor could be realized. 

Such devices could be deployed anywhere around the globe since they don’t need a well-established 

lab to function. Early detection of various types of cancers, Alzheimer, infectious diseases, and 

general health monitoring could potentially be made possible at every household.  

8.2.2 QDs as ideal quantum light emitters 

All the above research and applications are focusing on QDs as an on-chip light source for their 

exceptional insensitivity to crystalline defects. But these nanoparticles, confining carriers in all three 

dimensions, are “artificial atoms” as well, which naturally makes them good quantum light emitters.  

 

Figure 75: Schematic of a QD quantum light emitter coupled to a resonant cavity to improve extraction efficiency. 
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Most quantum light experiments are done with pumping nonlinear waveguides or cavities via 

spontaneous four-wave mixing or spontaneous parametric down-conversion since these parametric 

sources work at room temperature and can be made highly identical. However, these parametric 

sources are non-deterministic which greatly hinders the scalability. On the other hand, QDs are 

naturally deterministic single/entangled photon sources. Recently the performance of epitaxial QD 

quantum light source has exceeded that from the parametric sources in terms of purity, 

indistinguishability, and brightness.  

The QDs are ideal emitters for polarization entangled photon pairs through biexciton cascade 

process150. Polarization entanglement is beneficially for quantum communication as PM fibers are 

well-established. Locally generated entangled photon pairs with the source are also better suited for 

quantum repeaters. The main limitation for QDs to generate perfect polarization entangled photons is 

the fine structure splitting (FSS) from geometric asymmetry originated from the asymmetric surface 

adatom diffusion on the III-V surfaces. The tolerance of the diffusion asymmetry could be tuned with 

external fields, either electromagnetic or hydraulic. It is always more desirable and cheaper to tune 

the FSS with the built-in fields from the crystal itself. From my experience, higher lattice mismatch 

would result in dots with more symmetric shape and lower FSS. It has also been reported in literature 

that InAs/GaAs QDs (~7% mismatch) experience smaller FSS compared to the InAs/InP QDs (~3% 

mismatch). By growing on the Si substrate, the In(Ga)As QDs could be deposited at any arbitrary 

lattice constant, thus enabling a wide tuning range for zero FSS. Epitaxial QDs are also advantageous 

as they could be deposited within an optical cavity to increase the extraction efficiency and be 

fabricated into a quantum light diode which could be triggered electrically. 

8.3 Conclusions 

The newly introduced ASG structure that has greatly improved the degree of relaxation in the filter 

layers and the inserted TLs that have removed MDs from the active region have significantly boosted 
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the high temperature performance of the epitaxial QD lasers on Si. The more than 200,000 hour 

extrapolated lifetime at 80 °C has restored the promises of monolithically integrated light source on 

Si photonic chips. Both tools are still at the “proof-of-concept” stage and are subject to further 

optimization. Clear path has been laid out for potentially obtaining native substrate defect level with 

continuous grading schemes and perfect TLs in terms of composition, thickness, and location. Yet, 

lower defect levels and stronger MD blocking effect render the film more brittle and more likely to 

crack with higher wafer curvature. A simplified model uniting thin film fracture mechanics and 

dislocation-mediated plastic relaxation suggests that thinner stack is required to generate less warped 

and crack-free film with the same residual tensile stress.  

Blanket-substrate-level crystalline quality has been achieved within the pre-patterned pockets on Si 

photonics chips for monolithic integrations. The chip architecture unexpectedly provides a way to 

fundamentally lower the residual tensile stress and thus the MD density. This alone should further 

promote device performance and reliability as strain is known to encourage dislocation climb and 

potentially alter the band structure. Provided that the epitaxial QD lasers on Si with effectively infinite 

lifetime could be obtained soon, it would not only benefit the communication applications but 

anywhere that might require an on-chip gain element. 
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