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ABSTRACT OF THE DISSERTATION

The Segal-Bargmann Transform on Classical Matrix Lie Groups

by

Alice Zhuo-Yu Chan

Doctor of Philosophy in Mathematics

University of California San Diego, 2019

Professor Todd Kemp, Chair

We study the complex-time Segal-Bargmann transform BKN
s,τ on a compact type Lie

group KN , where KN is one of the following classical matrix Lie groups: the special orthogonal

group SO(N,R), the special unitary group SU(N), or the compact symplectic group Sp(N).

Our work complements and extends the results of Driver, Hall, and Kemp on the Segal-Bargman

transform for the unitary group U(N). We provide an effective method of computing the action

of the Segal-Bargmann transform on trace polynomials, which comprise a subspace of smooth

functions on KN extending the polynomial functional calculus. Using these results, we show

vii



that as N →∞, the finite-dimensional transform BKN
s,τ has a meaningful limit Gs,τ which can be

identified as an operator on the space of complex Laurent polynomials.
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Chapter 1

Introduction

1.1 Historical development and background

The classical Segal-Bargmann transform Bt, introduced in the 1960s by Segal [23–25]

and Bargmann [1, 2] as a useful tool in quantum field theory, is a unitary isomorphism from

quantum mechanical configuration space, L2(Rn, ρt) onto phase space, HL2(Cd, µt). That is,

for t > 0, let ρt denote the heat kernel with variance t on Rd:

ρt(x) = (2πt)−d/2 exp(−|x|2/2t).

This has an entire analytic continuation to Cd, given by

(ρt)C(z) = (2πt)−d/2 exp
(
−z · z

2t

)
.

If f ∈ L1
loc(Rd) is of sufficiently slow growth, we can define

(Btf)(z) :=

∫
Rd

(ρt)C(z − y)f(y) dy, (1.1)
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and map f 7→ Btf is called the classical Segal-Bargmann transform. If we let µt denote the heat

kernel on Cd, now with variance t
2
:

µt(z) = (πt)−d exp(−|z|2/t), (1.2)

then the map

Bt : L2(Rd, ρt)→ HL2(Cd, µt)

is a unitary isomorphism, where HL2(Cd, µt), also called the Segal-Bargmann space, is the

space of square-integrable holomorphic functions on Cd. The development of the classical Segal-

Bargmann transform is described in [16, 17].

In [14], Hall showed that the Segal-Bargmann transform can be extended to compact Lie

groups, and in [6], the transform was further extended by Driver to Lie groups of compact type,

a class that includes compact Lie groups and Rd. For this extension, given an Ad-invariant inner

product on the Lie algebra k of K, let ∆K denote the corresponding Laplace operator and let

e
t
2

∆K denote the time-t heat operator on K. For f ∈ L2(K, ρt), the transform is then defined by

Btf = (e
t
2

∆Kf)C, (1.3)

where (·)C denotes analytic continuation from K to KC. As in the Euclidean setting, Bt is

an isometric isomorphism from L2(K, ρt) onto the holomorphic function space HL2(KC, µt),

where µt is the (time-rescaled) heat kernel on KC.

Motivated by the study of quantized Yang-Mills theory on a space-time cylinder, Driver

and Hall in [8] gave a two-parameter extension of the Segal-Bargmann transform Bs,t on com-

pact type Lie groups for positive numbers 2s > t > 0. The transform

Bs,t : L2(K, ρs)→ HL2(KC, µs,t) (1.4)
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is given by the same formula (1.3) as Bt. However, the functions in the domain are measured

at time s and µs,t is an appropriately chosen heat kernel such that (1.4) remains an isometric

isomorphism. For the case K = Rd, the heat kernel density µs,t is a Gaussian measure with dif-

ferent variances along the real and imaginary axes. When s = t, Bt,t is equivalent to the original

transform Bt; the cases s → ∞ and s → t
2

were also studied in [15]. The transform Bs,t was

further extended by Driver, Hall, and Kemp in [10] to the complex-time Segal-Bargmann trans-

form Bs,τ for s > 0 and τ ∈ D(s, s) (the disk of radius s, centered at s in the complex plane).

Similarly to the (s, t) case, this transform is an isometric isomorphism between L2(K, ρs) and

HL2(KC, µs,τ ), where µs,τ is a heat kernel measure onKC corresponding to an Ad(K)-invariant

real inner product on kC, the complexification of k = Lie(K). In [10, Theorem 3.2], it is shown

that all such Ad(K)-invariant real inner products form a family parametrized by (s, τ). Thus

this generalization of the Segal-Bargmann transform is natural in the sense that it corresponds to

the largest possible class of heat kernel measures on KC.

An infinite dimensional version of the Segal-Bargmann transform on Euclidean space

was originally studied by Segal [25]. In [13], Gross and Malliavin showed that Hall’s extension

of the transform to compact Lie groups can be recovered from an infinite dimensional version of

the Segal-Bargmann transform through stochastic analysis. Building upon this work, Hall and

Sengupta developed an infinite dimensional limit of the transform for the path group with values

in a compact Lie group [18].

Another approach to constructing an infinite dimensional limit of the Segal-Bargmann

transform was studied by Biane in [4]. He considered the large-N limit of a version of the clas-

sical Segal-Bargmann transform SNt acting on functions from u(N) = Lie(U(N)) to MN(C),

3



where u(N) is equipped with the inner product 〈X, Y 〉u(N) = N Tr(XY ∗) and MN(C) is

equipped with the inner product 〈X, Y 〉MN (C) = 1
N

Tr(XY ∗). The N -dependent scaling is nec-

essary since otherwise, the target Hilbert space becomes trivial in the limit, as shown by Gordina

in [11,12]. The transform SNt is given by a polynomial functional calculus (see [4, Section 1.1])

and for f ∈ C[u], the transformed functions SNt fN have a large-N limit ft ∈ C[u]. The map

F t : f 7→ ft is then a unitary transformation on the limiting L2 closure of polynomials with

respect to the limit heat kernel measure (see [4, Theorem 3]).

In addition, Biane constructed the free Hall transform G t as a type of large-N limit

of the Segal-Bargmann transform on U(N) (see [4, Proposition 13]). Rather than taking the

limit directly, he did so by developing free probabilistic analogues of the Malliavin calculus

techniques used by Gross and Malliavin in [13]. Driver, Hall, and Kemp in [9] and Cébron in [5]

showed simultaneously and independently that the free Hall transform G t is, in fact, the direct,

large-N limit of the Segal-Bargmann transform on U(N). The techniques used in [9] and [5]

are different: in [9], PDE methods were used to derive the polynomial generating function of the

limiting transform, whereas in [5], tools from free probability were used to construct the large-N

limit. Nevertheless, both papers identify certain abstract spaces of “trace polynomials” (cf. [9,

Definition 1.7] and [5, Section 1]) and give similar intertwining formulas for the Laplace operator

∆U(N) on these spaces (cf. [9, Theorem 1.18] and [5, Lemma 4.1]) which are used in computing

the large-N limit of the transform. Moreover, [9] shows that the large-N limit of the two-

parameter version (1.4) of the Segal-Bargmann transform on U(N) is given by a corresponding

two-parameter extension Gs,t of the free Hall transform [9, Theorem 1.11], where G t = Gt,t.

This two-parameter version of the free Segal-Bargmann transform was also investigated by Ho
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in [19]; in particular, he gave an integral kernel for the large-N limit of the Segal-Bargmann

transform over U(N).

In this dissertation, we study the large-N limit of the complex-time Segal-Bargmann

transform on the special orthogonal group SO(N,R), the special unitary group SU(N), and the

compact symplectic group Sp(N). The groups SO(N,R), U(N), and Sp(N) can be viewed in

a unified manner as unitary groups over the three associative real division algebras R C, and H.

This motivates our study of the Segal-Bargmann transform on these particular classical matrix

Lie groups and, as seen in Theorem 1.6, the connection between these groups is reflected in the

close similarity of their respective large-N limits. We employ techniques similar to those used

in [6] for the U(N) case, deriving intertwining formulas for the Laplace operators ∆SO(N,R),

∆SU(N), and ∆Sp(N) for the space of trace polynomials (Theorem 1.4). We then consider the

(s, τ) version of the complex-time Segal-Bargmann transform developed in [10] and use our

intertwining formulas to explicitly compute the transform on the space of trace polynomials

(Theorem 1.5). Taking N → ∞ and using scaled, N -dependent inner products on the Lie

algebras as in Notation 2.4, our main result (Theorem 1.6) is that the limiting transform in the

SO(N,R), SU(N), and Sp(N) cases is the same operator Gs,τ , which we call the free Segal-

Bargmann transform. When τ is real-valued, the operator Gs,τ is equal to the operator Gs,t

studied in [9] for the U(N) case.

The remainder of the dissertation is as follows. In the next section, we explicitly state

the main results of this dissertation. Then, in Chapter 2, we briefly describe known results

concerning heat kernels on compact type Lie groups necessary to carry out our analysis, as well

as set the notation and definitions used in the subsequent chapters of the dissertation. The Segal-
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Bargmann transform on SO(N,R) is described in Chapter 3, where we explicitly compute an

intertwining formula for the Laplace operator ∆SO(N,R). Using these results, we then consider

the large-N limit of the Segal-Bargmann transform on SO(N,R) in Chapter 4, showing that

limiting transform is the free Segal-Bargmann transform Gs,τ . In Chapters 5 and 6, we carry

out a similar analysis in the Sp(N) and SU(N) cases, deriving intertwining formulas for the

transform and taking the large-N limit to show that we also arrive at the free Segal-Bargmann

transform Gs,τ for these Lie groups.

1.2 Main definitions and theorems

We now outline the main results of this dissertation, deferring a fuller discussion of the

requisite background and definitions to Section 2.

Let K denote a Lie group of compact type with Lie algebra k. Then K possesses a left-

invariant metric whose associated Laplacian ∆K is bi-invariant (cf. (2.1)). For each s > 0, there

is an associated heat kernel ρKs ∈ C∞(K, (0,∞)) satisfying

(
e
s
2

∆Kf
)

(x) =

∫
K

f(xk)ρKs (k) dk =

∫
K

f(k)ρKs (xk−1) dk for all f ∈ L2(K). (1.5)

Let KC denote the complexification of K and C+ = {τ = t+ iu : t > 0, u ∈ R} denote

the right half-plane. As shown in [10, Theorem 1.2], the heat kernel (ρKs )s>0 possesses a unique

entire analytic continuation

ρKC : C+ ×KC → C

such that ρKC (s, x) = ρs(x) for all s > 0 and x ∈ K ⊆ KC. Thus we can proceed as in the
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classical case and define the Segal-Bargmann transform for compact type Lie groups using a

group convolution formula similar to (1.1) (see [6] for details).

Definition 1.1 (Complex-time Segal-Bargmann transform). Let s > 0 and τ = t+ iθ ∈ D(s, s),

and let ρKs and ρKC be as above. For z ∈ KC and f ∈ L2(K, ρKs ), define

(BK
s,τf)(z) :=

∫
K

ρKC (τ, zk−1)f(k) dk for z ∈ KC. (1.6)

The complex-time Segal-Bargmann transformBK
s,τ is an isometric isomorphism between

certain L2 and holomorphic L2 spaces on K and KC:

Theorem 1.2 (Driver, Hall, and Kemp, [10, Theorem 1.6]). LetK be a connected, compact-type

Lie group, and set s > 0 and τ ∈ D(s, s). Let µKC
s,τ denote the (time-rescaled) heat kernel on KC

defined by (2.4). Then BK
s,τf is holomorphic on KC for each f ∈ L2(K, ρKs ). Moreover,

BK
s,τ : L2(K, ρKs )→ HL2(KC, µ

KC
s,τ ) (1.7)

is a unitary isomorphism.

If we set K = Rd and s = τ > 0, we recover the main result for the classical Segal-

Bargmann transform from Section 1.1.

Every compact Lie group K has a faithful representation. Hence, viewing K as a matrix

group, we can extend BK
s,τ to matrix-valued functions. Let MN(R) denote the algebra of N ×N

real matrices with unit IN , and let MN(C) denote the algebra of N ×N complex matrices. Let

GLN(C) denote the group of all invertible matrices in MN(C). Define a scaled Hilbert-Schmidt

norm on MN(C) by

‖A‖2
MN (C) :=

1

N
Tr(AA∗), A ∈ MN(C), (1.8)
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where Tr denotes the usual trace.

Definition 1.3 (Boosted Segal-Bargmann transform). Let K ⊆ GLN(C) be a compact matrix

Lie group with complexification KC. Let F be an MN(C) valued function on K or KC, and let

‖F‖MN (C) denote the scalar-valued function A 7→ ‖F (A)‖MN (C). Fix s > 0 and τ ∈ D(s, s),

and let

L2(K, ρKs ; MN(C)) = {F : K → MN(C); ‖F‖MN (C) ∈ L2(K, ρKs )}, and

L2(KC, µ
KC
s,τ ; MN(C)) = {F : KC → MN(C); ‖F‖MN (C) ∈ L2(KC, µ

KC
s,τ )}.

The norms defined by

‖F‖2
L2(K,ρKs ;MN (C)) :=

∫
K

‖F (A)‖2
MN (C) ρ

K
s (A) dA (1.9)

‖F‖2

L2(KC,µ
KC
s,τ ;MN (C))

:=

∫
KC

‖F (A)‖2
MN (C) µ

KC
s,τ (A) dA (1.10)

make these spaces into Hilbert spaces. Let HL2(KC, µ
KC
s,τ ; MN(C)) ⊆ L2(KC, µ

KC
s,τ ; MN(C))

denote the subspace of matrix-valued holomorphic functions.

The boosted Segal-Bargmann transform

BK
s,τ : L2(K, ρKs ; MN(C))→ HL2(KC, µ

KC
s,τ ; MN(C))

is the unitary isomorphism determined by applying BN
s,τ componentwise; i.e.,

BK
s,τ (f · A) = BK

s,τf · A for f ∈ L2(K, ρKs ) and A ∈ MN(C).

In this dissertation, we consider the case when K = KN is one of SO(N,R), SU(N),

or Sp(N). We provide an effective method of computing BKN
s,τ on the space of polynomials,
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and show that in this setting, the transform has a meaningful limit as N → ∞. However, the

boosted Segal-Bargmann transform typically does not preserve the space of polynomials on K.

For example, consider the polynomial PN(A) = A2 on SO(N,R). Let Tr denote the usual trace

and set tr = 1
N

Tr. From Example 4.11, we see that

(B
SO(N,R)
s,t PN)(A) =

1

N
(1− e−t)IN +

1

2
e−t(1 + e

2t
N )A2 − N

2
e−t(−1 + e

2t
N )A trA, (1.11)

This example highlights that in general, BK
s,τ maps the space of polynomial functions on K

into the larger space of trace polynomials, first introduced in [9, Definition 1.7], which we now

briefly describe (see Section 3.2 for the full details).

Let C[u, u−1;v] denote the algebra of polynomials in the commuting variables u, u−1,

and v = {v±1, v±2, . . .}. For each P ∈ C[u, u−1;v], there is an associated trace polynomial

P
(1)
N on SO(N,R). For now, it is enough to think of P (1)

N (A) as a certain “polynomial” function

of A and tr(A). If P ∈ C[u, u−1;v] is a function of the variable u alone, then P (1)
N is simply

the corresponding polynomial on SO(N,R). For example, the trace polynomial on SO(N,R)

associated with P (u;v) = u5 is P (1)
N (A) = A5. On the other hand, (1.11) is the trace polynomial

on SO(N,R) associated with

f(u;v) =
1

N
(1− e−t) +

1

2
e−t(1 + e

2t
N )u2 − N

2
e−t(−1 + e

2t
N )uv1 ∈ C[u, u−1;v].

In addition, for P ∈ C[u, u−1;v], there are analogous trace polynomials P (2)
N and P

(4)
N on

SU(N), and Sp(N), resp. (see Definition 3.5 for precise definitions).

To simplify the statement of our results, we introduce the following notation: forN ∈ N,

let

K
(1)
N = SO(N,R), K

(2)
N = SU(N), K

(2′)
N = U(N), K

(4)
N = Sp(N), (1.12)

9



and set K(β)
N,C = (K

(β)
N )C and ∆

(β)
N = ∆

K
(β)
N

for β = 1, 2, 2′, 4. In addition, we write ρN,(β)
s =

ρ
K

(β)
N

s and µN,(β)
s,τ = µ

K
(β)
N,C

s,τ for the heat kernels on K(β)
N and K(β)

N,C, respectively.

Our first theorem is an intertwining result showing that ∆
(β)
N P

(β)
N can be computed by

applying a certain pseudodifferential operator on C[u, u−1;v] to P and then considering the

corresponding trace polynomial.

Theorem 1.4 (Intertwining formulas for ∆SO(N,R), ∆SU(N), and ∆Sp(N)). For β ∈ {1, 2, 4} and

N ∈ N, there are pseudodifferential operators D(β)
N acting on C[u, u−1;v] (see Definition 3.7)

such that, for each P ∈ C[u, u−1;v],

∆
(β)
N P

(β)
N = [D(β)

N P ]N . (1.13)

Moreover, for all τ ∈ C and P ∈ C[u, u−1;v],

e
τ
2

∆
(β)
N P

(β)
N = [e

τ
2
D(β)
N P ]N (1.14)

For each such β, D(β)
N takes the form

D(β)
N = L0 +

1

N
L(β)

1 +
1

N2
L(β)

2 , (1.15)

where L0,L(β)
1 are first order pseudodifferential operators and L(β)

2 is a second order differential

operator, all independent of N .

The exponential e
τ
2
D(β)
N is well defined on C[u, u−1;v] (see Corollary 3.11). The proof

of Theorem 1.4 for SO(N,R) and Sp(N) can be found on p. 32 and p. 70, resp. We do not

provide a full proof of the SU(N) version of the theorem, as it is very similar to the SO(N,R)

and Sp(N) cases; the proof is discussed on p. 85.
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Our next result shows that we can use e
τ
2
D(β)
N to explicitly compute the Segal-Bargmann

transform on trace polynomials.

Theorem 1.5. Let P ∈ C[u, u−1;v], N ∈ N, s > 0 and τ ∈ D(s, s). For β ∈ {1, 2, 4}, the

Segal-Bargmann transform on the trace polynomial P (β)
N can be computed as

B
K

(β)
N

s,τ P
(β)
N = [e

τ
2
D(β)
N P ]N . (1.16)

The proof of Theorem 1.5 for SO(N,R) and Sp(N) can be found on p. 36 and p. 72,

resp. The proof of this theorem for the SU(N) case is similar, and is discussed on p. 85.

Our main result concerns the limit of BK
(β)
N

s,τ on polynomials as N →∞. While the range

of the boosted Segal-Bargmann transform is the space of trace polynomials, as N → ∞ the

image concentrates back onto the smaller subspace of Laurent polynomials.

Theorem 1.6. Let s > 0, τ ∈ D(s, s), and f ∈ C[u, u−1]. Then there exist unique gs,τ , hs,τ ∈

C[u, u−1] such that

‖BK
(β)
N

s,τ fN − [gs,τ ]N‖2

L2(K
(β)
N,C,µ

N,(β)
s,τ ;MN (C))

= O

(
1

N2

)
, (1.17)

‖(BK
(β)
N

s,τ )−1fN − [hs,τ ]N‖2

L2(K
(β)
N ,ρ

N,(β)
s ;MN (C))

= O

(
1

N2

)
. (1.18)

for β ∈ {1, 2, 4}.

Definition 1.7. The map Gs,τ : C[u, u−1] → C[u, u−1] given by f 7→ gs,τ is called the free

Segal-Bargmann transform, and the map Hs,τ : C[u, u−1] → C[u, u−1] given by f 7→ hs,τ is

called the free inverse Segal-Bargmann transform. Explicit formulas for Gs,τ and Hs,τ are given

in (4.22) and (4.23), respectively.
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The proof of Theorem 1.6 for SO(N,R) can be found on p. 54. The proof of the theorem

for the SU(N) and Sp(N) cases is entirely analogous to the SO(N,R) case, so we do not provide

the full details; the proofs for SU(N) and Sp(N) are discussed on pp. 85 and 76.

Remark 1.8. Many of the results in this dissertation on the Segal-Bargmann transform for

SO(N,R), SU(N), and Sp(N) correspond to work done by Driver, Hall, and Kemp on the

Segal-Bargmann transform on U(N). The U(N) analogue of our intertwining formulas, Theo-

rem 1.4, is contained in [9, Theorem 1.18], where it is shown that ∆U(N) has the intertwining

formula

D(2′)
N = L0 +

1

N
L(2′)

1 +
1

N2
L(2′)

2

for certain pseudodifferential operators L0,L(2′)
1 , and L(2′)

2 on C[u, u−1;v], the trace polynomial

space (cf. Remark 3.13), where the operator L(2′)
1 is identically zero (as it is for L(2)

1 in the

SU(N) case).

The same operatorL0 appears in the intertwining formulas for SO(N,R), U(N), SU(N),

and Sp(N). As N →∞, it is the operator L0 that drives the large-N behavior of the transform;

this is the key to our main result on the free Segal-Bargmann transform, Theorem 1.6, which

states that the large-N limit of the Segal-Bargmann transform on SO(N,R), SU(N), and Sp(N)

is the same operator Gs,τ . Moreover, we emphasize that the rate of convergence in all cases

is O(1/N2), as it is in the analogous result for the U(N) case, [9, Theorem 1.11]. This is

somewhat surprising, since there is a nontrivial term of order 1/N in the intertwining formulas

for SO(N,R) and Sp(N) that does not appear in the U(N) and SU(N) cases. That we still obtain

O(1/N2) convergence for SO(N,R) and Sp(N) is due to the fact that in the scalar version of
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their intertwining formulas (cf. Theorems 3.20 and 5.5), the term of order 1/N is a first order

differential operator. As a result, the 1/N terms are “washed away” in the covariance estimates

(cf. the proof of Theorem 4.10 in the SO(N,R) case for a more precise explanation; the Sp(N)

case is similar).

This chapter contains material that has been accepted for publication in the Journal of

Functional Analysis, 2020, Chan, Alice Z. The dissertation author was the sole author of this

paper.
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Chapter 2

Background

In this section, we expand on the background required to prove our main results. In

particular, we provide a brief overview of the heat kernel results used in constructing the Segal-

Bargmann transform, and conclude by setting some notation that will be used for the remainder

of the paper.

2.1 Heat kernels on Lie groups

Definition 2.1. Let K be a Lie group with Lie algebra k. An inner product 〈·, ·〉k on k is Ad-

invariant if, for all X1, X2 ∈ k and all k ∈ K,

〈AdkX1,AdkX2〉k = 〈X1, X2〉k .

A group whose Lie algebra possesses an Ad-invariant inner product is called compact type.

The Lie groups SO(N,R), SU(N), and Sp(N) studied in this paper are compact type

(and are, in fact, compact).

14



Compact type Lie groups have the following property.

Proposition 2.2 ([22, Lemma 7.5]). If K is a compact type Lie group with a fixed Ad-invariant

inner product, the K is isometrically isomorphic to a direct product group, i.e. K ∼= K0 × Rd

for some compact Lie group K0 and some nonnegative integer d.

Let K be a compact type Lie group with Lie algebra k, and fix an Ad-invariant inner

product on k. Choose a right Haar measure λ on K; we will write dx for λ(dx) and L2(K) for

L2(K,λ). If βk is an orthonormal basis for k, we define the Laplace operator ∆K on K by

∆K =
∑
X∈βk

X̃2, (2.1)

where for any X ∈ k, X̃ is the left-invariant vector field given by

(X̃f)(k) =
d

dt
f(ketX)

∣∣∣∣
t=0

(2.2)

for any smooth real or complex-valued function f on K. The operator is independent of or-

thonormal basis chosen. For a detailed overview of left-invariant Laplacian operators, see [22];

see also [6, 7, 10] for further background on heat kernels on compact type Lie groups.

The operator ∆K is left-invariant for any Lie group K. When K is compact type, ∆K

is also bi-invariant (cf. [10, Lemma 3.5]). In addition, it is well known that ∆K on K is

elliptic and essentially self-adjoint on L2(K) with respect to any right invariant Haar measure

(see [10, Section 3.2]). As a result, there exists an associated heat kernel ρKt ∈ C∞(K, (0,∞))

satisfying (1.5).

Definition 2.3. Let s > 0 and τ = t + iθ ∈ D(s, s). We define a second order left-invariant
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differential operator AKC
s,τ on KC by

AKC
s,τ =

d∑
j=1

[(
s− t

2

)
X̃2
j +

t

2
Ỹ 2
j − θX̃jỸj

]
, (2.3)

where {Xj}dj=1 is any orthonormal basis of k, and Yj = JXj where J is the operation of multi-

plication of i on kC = Lie(KC).

The operator AKC
s,τ |C∞c (KC) is essentially self-adjoint on L2(KC) with respect to any right

Haar measure (see [10, Section 3.2]). There exists a corresponding heat kernel density µKC
s,τ ∈

C∞(KC, (0,∞)) such that

(
e

1
2
AKC
s,τ f

)
(z) =

∫
KC

µKC
s,τ (w)f(zw) dz for all f ∈ L2(KC). (2.4)

2.2 Notation and definitions

The classical Segal-Bargmann transform is an isometric isomorphism from L2(Rd) onto

HL2(Cd). In order to extend the Segal-Bargmann transform to Lie groups, we note that every

connected Lie group has a complexification defined by a certain representation-theoretic univer-

sal property, mimicking the relationship between Rd and Cd (see [10, Section 2.1]). For the

present purposes, it is enough to know the concrete complexifications of SO(N,R), SU(N), and

Sp(N), which we describe below.

Let SO(N,R) denote the special orthogonal group, defined by SO(N,R) = {A ∈

MN(R) : AAᵀ = IN , det(A) = 1}. Its complexification, SO(N,R)C, is given by SO(N,C) =

{A ∈ MN(C) : AAᵀ = IN , det(A) = 1}. The Lie group SO(N,R) has Lie algebra so(N,R) =

{X ∈ MN(R) : Xᵀ = −X}, while SO(N,C) has Lie algebra so(N,C) = {X ∈ MN(C) :
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Xᵀ = −X}.

The unitary group, U(N), is defined by U(N) = {A ∈ MN(C) : AA∗ = IN}. The Lie

algebra of U(N) is u(N) = {X ∈ MN(C) : X∗ = −X}. The special unitary group SU(N)

is the subgroup of U(N) consisting of matrices with determinant 1. The complexification of

SU(N) is the special linear group SL(N,C) = {A ∈ GLN(C) : det(A) = 1}. The Lie algebra

of SU(N) is su(N) = {X ∈ MN(C) : X∗ = −X,Tr(X) = 0}, and the Lie algebra of

SL(N,C) is sl(N,C) = {X ∈ MN(C) : Tr(X) = 0}.

There are two standard realizations of the compact symplectic group Sp(N), first as a

group of N ×N matrices over the quaternions, and second as a group of 2N ×2N matrices over

C. It is more convenient for us to work with the latter realization, which we introduce here; we

address the former realization in Section 5.6. Our choice of realization means that we will often

have to add a normalization factor of 1
2

when working with Sp(N) ⊆ M2N(C).

Set

Ω0 =

 0 1

−1 0

 ∈ M2(C).

For N ∈ N, we define Ω = ΩN := diag(Ω0,Ω0, . . . ,Ω0︸ ︷︷ ︸
N times

) ∈ M2N(C). We define the complex

symplectic group by Sp(N,C) = {A ∈ M2N(C) : AᵀΩA = Ω}. The Lie algebra of Sp(N,C)

is sp(N,C) = {X ∈ M2N(C) : ΩXᵀΩ = X}. The compact symplectic group Sp(N) consists

of the elements of Sp(N,C) which are also unitary, i.e.

Sp(N) = Sp(N,C) ∩ U(2N) = {A ∈ M2N(C) : AᵀΩA = Ω, A∗A = I2N}. (2.5)

The Lie algebra of Sp(N) is sp(N) = {X ∈ M2N(C) : ΩXᵀΩ = X,X∗ = −X}. The

complexification of Sp(N) is Sp(N,C).
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The groups SO(N,R), SU(N), and Sp(N) can be thought of as (special) unitary groups

over R, C, and H, resp. For notational convenience, throughout the paper we associate the

parameters β = 1, 2, 2′, 4 with SO(N,R), SU(N), U(N), and Sp(N), resp., where β refers to

the dimension of R, C, and H as associative algebras over R.

In order for the large-N limit of the Segal-Bargmann transform to converge in a meaning-

ful way, we require the following normalizations of the trace and Hilbert-Schmidt inner products.

Notation 2.4. For A ∈ MN(C), define

tr(A) =
1

N
Tr(A), (2.6)

t̃r(A) =
1

2N
Tr(A), (2.7)

where Tr denotes the usual trace. We use tr when applying the Segal-Bargmann transform on

SO(N,R) and SU(N), and t̃r when applying the Segal-Bargmann transform on Sp(N).

We also define inner products on so(N,R), su(N), and sp(N) by

〈X, Y 〉so(N,R) =
N

2
Tr(XY ∗) =

N2

2
tr(XY ∗), X, Y ∈ so(N,R), (2.8)

〈X, Y 〉su(N) = N Tr(XY ∗) = N2 tr(XY ∗), X, Y ∈ su(N), (2.9)

〈X, Y 〉sp(N) = N Tr(XY ∗) = 2N2t̃r(XY ∗), X, Y ∈ sp(N). (2.10)

This chapter contains material that has been accepted for publication in the Journal of

Functional Analysis, 2020, Chan, Alice Z. The dissertation author was the sole author of this

paper.
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Chapter 3

The Segal-Bargmann transform on

SO(N,R)

In this section and the next, we prove Theorem 1.4, Theorem 1.5, and Theorem 1.6 for

the Segal-Bargmann transform on SO(N,R). We begin with a set of “magic formulas” which are

the key ingredient to proving the SO(N,R) version of the intertwining formula for ∆SO(N,R) of

Theorem 1.4. These formulas, which give simple expressions for certain quadratic matrix sums,

are the analogues of the “magic formulas” of [9, Proposition 3.1] for U(N). They allow us to

compute the Segal-Bargmann transform for trace polynomials on SO(N,R) (1.5 for SO(N,R)).

We then prove a second intertwining formula for the operatorASO(N,C)
s,τ which is used in proving

the limit theorems of Section 4.
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3.1 Magic formulas and derivative formulas

Lemma 3.1 (Elementary matrix identities). Let Ei,j ∈ MN(C) denote the N ×N matrix with a

1 in the (i, j)th entry and zeros elsewhere. For 1 ≤ i, j, k, ` ≤ N and A = (Ai,j) ∈ MN(C), we

have

Ei,jEk,` = δj,kEi,` (3.1)

Ei,jAEi,j = Aj,iEi,j (3.2)

Ei,jAEj,i = Aj,jEi,i (3.3)

Tr(AEi,j) = Aj,i (3.4)

Proof. For 1 ≤ a, b,≤ N ,

[Ei,jEk,`]a,b =
N∑
h=1

[Ei,j]a,h[Ek,`]h,b.

Note that [Ei,j]a,h[Ek,`]h,b equals 1 precisely when a = i, b = `, and j = k, and h = j = k, and

equals 0 otherwise, so [Ei,jEk,`]a,b = δj,kδa,iδb,`, which proves (3.1).

We now make the following observations: for any N ×N matrix A, AEi,j is the matrix

which is all zeros except for the jth column, which is equal to the ith column of A. Hence the

only (possibly) nonzero diagonal entry is the (j, j)th entry, which is Aj,i. This proves (3.4).

Similarly, Ei,jA is the matrix which is all zeros except for the i row, which is the jth row of A.

Putting these observations together yields (3.2) and (3.3).
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Proposition 3.2 (Magic formulas for SO(N,R)). For any A,B ∈MN(C),

∑
X∈βso(N,R)

X2 = −N − 1

N
IN = −IN +

1

N
IN (3.5)

∑
X∈βso(N,R)

XAX =
1

N
Aᵀ − tr(A)IN (3.6)

∑
X∈βso(N,R)

tr(XA)X =
1

N2
(Aᵀ − A) (3.7)

∑
X∈βso(N,R)

tr(XA) tr(XB) =
1

N2
(tr(AᵀB)− tr(AB)) (3.8)

Proof. As shown in Theorem 3.3 of [9], the quantity
∑

X∈βso(N,R) XAX is independent of the

choice of orthonormal basis. Hence to see (3.6), we may set βso(N,R) to be the orthonormal basis

βso(N,R) =

{
1√
N

(Ei,j − Ej,i)
}

1≤i<j≤N
.

By Lemma 3.1,

∑
i<j

(Ei,j − Ej,i)A(Ei,j − Ej,i) =
∑
i<j

[Ei,jAEi,j − Ei,jAEj,i − Ej,iAEi,j + Ej,iAEj,i]

=
∑
i 6=j

(Ei,jAEi,j − Ei,jAEj,i)

=
∑
i 6=j

Aj,iEi,j −
∑
i 6=j

Aj,jEi,i

=
∑
i 6=j

Aj,iEi,j +
N∑
i=1

Ai,iEi,i −
N∑
i=1

Ai,iEi,i −
∑
i 6=j

Aj,jEi,i

= Aᵀ − Tr(A)IN ,

and dividing by N proves (3.6). Equation (3.5) then follows from (3.6) by setting A = IN .
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Similarly, we compute

∑
i<j

Tr(A(Ei,j − Ej,i))(Ei,j − Ej,i) =
∑
i<j

[Tr(AEi,j)Ei,j − Tr(AEi,j)Ej,i

− Tr(AEj,i)Ei,j + Tr(AEj,i)Ej,i]

=
∑
i 6=j

[Tr(AEi,j)Ei,j − Tr(AEj,i)Ei,j]

=
∑
i 6=j

Aj,iEi,j −
∑
i 6=j

Ai,jEi,j

=
∑
i 6=j

Aj,iEi,j +
N∑
i=1

Ai,iEi,i −
N∑
i=1

Ai,iEi,i −
∑
i 6=j

Ai,jEi,j

= Aᵀ − A,

which is equivalent to (3.7). Equation (3.8) now follows from (3.7) by multiplying by B and

taking tr.

Remark 3.3. Our proof of the magic formulas for SO(N,R) is primarily computational, relying

on the elementary matrix identities of Lemma 3.1. These results can also be obtained more

abstractly. Let k(β)
N , for β ∈ {1, 2, 2′, 4}, denote so(N,R), su(N), u(N), and sp(N), resp.,

and let β
k
(β)
N

be an orthonormal basis for k(β)
N . In [21, Lemma 1.2.1], Lévy provides an explicit

decomposition of the Casimir element C
k
(β)
N

, defined as the tensor

C
k
(β)
N

=
∑

X∈β
k
(β)
N

X ⊗X.

Let

T =
N∑

a,b=1

Ea,b ⊗ Eb,a and P =
N∑

a,b=1

Ea,b ⊗ Ea,b. (3.9)
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For K ∈ {R,C,H}, set I(K) = {1, i, j,k}∩K and define two elements ReK and CoK of K⊗RK

by

ReK =
∑
γ∈I(K)

γ ⊗ γ−1 and CoK =
∑
γ∈I(K)

γ ⊗ γ. (3.10)

Then for β ∈ {1, 2′4} (where 2′ corresponds to the value 2), the Casimir element C
k
(β)
N

is given

by

C
k
(β)
N

=
1

βN

(
−T ⊗ ReK +P ⊗ CoK) , (3.11)

and for β = 2, Csu(N) = Cu(N) − 1
N2 iIN ⊗ iIN . This decomposition can be used to compute

any expression of the form
∑

X∈β
k
(β)
N

B(X,X), where B is an R-bilinear map. In particular, the

magic formulas for SO(N,R), SU(N), and Sp(N) (cf. Propositions 3.2, 6.2, and 5.10) can be

obtained in this way.

Proposition 3.4 (Derivative formulas for SO(N,R)). Let X ∈ βso(N,R). The following identities

hold on SO(N,R) and SO(N,C):

X̃Am =
m∑
j=1

AjXAm−j, m ≥ 0 (3.12)

X̃Am = −
0∑

j=m+1

AjXAm−j, m < 0 (3.13)

X̃ tr(Am) = m · tr(XAm), m ∈ Z (3.14)

∆SO(N,R)A
m = 21m≥2

[
1

N

m−1∑
j=1

(m− j)Am−2j −
m−1∑
j=1

(m− j) tr(Aj)Am−j

]

−m(N − 1)

N
Am, m ≥ 0 (3.15)
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∆SO(N,R)A
m = 21m≤−2

[
1

N

−1∑
j=m+1

(−m+ j)Am−2j −
−1∑

j=m+1

(−m+ j) tr(Aj)Am−j

]

+
m(N − 1)

N
Am, m < 0 (3.16)∑

X∈βso(N,R)

X̃ tr(Am) · X̃Ap =
mp

N2
(Ap−m − Ap+m), m, p ∈ Z. (3.17)

We emphasize that these derivative formulas hold true only in the case on SO(N,R) and

SO(N,C), in which case A−1 = Aᵀ.

Proof. The proof of (3.12), (3.13), and (3.14) for the U(N) case are contained in [9]; the proof

of these equations for the SO(N,R) case is identical. Next, by (3.12), we have, for m ≥ 0,

X̃2Am = 21m≥2

∑
j,k 6=0

j+k+`=m

AjXAkXA` +
m∑
j=1

AjX2Am−j. (3.18)

Summing over all X ∈ βSO(N,R) and using the magic formulas (3.5) and (3.6), we have

∆SO(N,R)A
m = 21m≥2

∑
X∈βso(N,R)

∑
k,j 6=0

k+j+`=m

AkXAjXA` +
∑

X∈βso(N,R)

m∑
j=1

AjX2Am−j

= 21m≥2

∑
k,j 6=0

k+j+`=m

[
1

N
Ak(Aj)ᵀA` − tr(Aj)Ak+`

]
− m(N − 1)

N
Am

= 21m≥2

[
1

N

m−1∑
j=1

(m− j)Am−2j −
m−1∑
j=1

(m− j) tr(Aj)Am−j

]
− m(N − 1)

N
Am,

which proves (3.15).

Similarly, if m < 0, we use (3.13) to get

X̃2Am = 21m≤−2

∑
k,`<0,j≤0
j+k+`=m

AjXAkXA` +
0∑

j=m+1

AjX2Am−j.
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Summing over all X ∈ βSO(N,R) and using the magic formulas (3.5) and (3.6), we have

∆SO(N,R)A
m = 21m≥2

∑
X∈βso(N,R)

∑
k,`<0,j≤0
j+k+`=m

AkXAjXA` +
∑

X∈βso(N,R)

0∑
j=m+1

AjX2Am−j

= 21m≥2

∑
k,`<0,j≤0
j+k+`=m

[
1

N
Ak(Aj)ᵀA` − tr(Aj)Ak+`

]
+
m(N − 1)

N
Am

= 21m≥2

[
1

N

−1∑
j=m+1

(−m− j)Am−2j −
−1∑

j=m+1

(−m− j) tr(Aj)Am−j

]

+
m(N − 1)

N
Am,

which proves (3.16).

For (3.17), we first assume m, p ≥ 0. Using equation (3.7) and the fact that Aᵀ = A−1

for A ∈ SO(N,R),

∑
X∈βso(N,R)

X̃ tr(Am) · X̃Ap =
∑

X∈βso(N,R)

[
tr

(
m∑
j=1

AjXAm−j

)(
p∑

k=1

AkXAp−k

)]

=

p∑
k=1

Ak
∑

X∈βso(N,R)

(
m∑
j=1

tr(XAm)

)
XAp−k

=

p∑
k=1

mAk

 ∑
X∈βso(N,R)

tr(XAm)X

Ap−k

=
mp

N2
(Ap−m − Ap+m).
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For m < 0 and p ≥ 0, we have

∑
X∈βso(N,R)

X̃ tr(Am) · X̃Ap =
∑

X∈βso(N,R)

[
tr

(
−

0∑
j=m+1

AjXAm−j

)(
p∑

k=1

AkXAp−k

)]

= −
p∑

k=1

Ak
∑

X∈βso(N,R)

(
0∑

j=m+1

tr(XAm)

)
XAp−k

= −
p∑

k=1

(−m)Ak

 ∑
X∈βso(N,R)

tr(XAm)X

Ap−k

=
mp

N2
(Ap−m − Ap+m).

For m ≥ 0 and p < 0, we have

∑
X∈βso(N,R)

X̃ tr(Am) · X̃Ap =
∑

X∈βso(N,R)

[
tr

(
m∑
j=1

AjXAm−j

)(
−

0∑
k=p+1

AkXAp−k

)]

= −
0∑

k=p+1

Ak
∑

X∈βso(N,R)

(
m∑
j=1

tr(XAm)

)
XAp−k

= −
0∑

k=p+1

mAk

 ∑
X∈βso(N,R)

tr(XAm)X

Ap−k

=
mp

N2
(Ap−m − Ap+m).

Finally, for m, p < 0, we have

∑
X∈βso(N,R)

X̃ tr(Am) · X̃Ap =
∑

X∈βso(N,R)

[
− tr

(
0∑

j=m+1

AjXAm−j

)(
−

0∑
k=p+1

AkXAp−k

)]

=
0∑

k=p+1

Ak
∑

X∈βso(N,R)

(
0∑

j=m+1

tr(XAm)

)
XAp−k

=
0∑

k=p+1

(−m)Ak

 ∑
X∈βso(N,R)

tr(XAm)X

Ap−k

=
(−m)(−p)

N2
(Ap−m − Ap+m).

This proves (3.17).
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3.2 Intertwining formulas for ∆SO(N,R)

In this section, we describe the trace polynomial functional calculus that will be nec-

essary for the proof of Theorem 1.4, which contains the intertwining formulas for ∆SO(N,R),

∆SU(N), and ∆Sp(N). The space of trace polynomials was first introduced in [9, Definition 1.7],

where it was used to prove analogous intertwining results for ∆U(N). Using this framework, we

then prove Theorem 1.4 for the SO(N,R) case.

The computations in this section are related to, but not quite the same as, those used to

establish the intertwining formulas for ∆U(N) in [9, Sections 3-4].

Definition 3.5. Let C[u, u−1] denote the algebra of Laurent polynomials in a single variable u:

C[u, u−1] =

{∑
k∈Z

aku
k : ak ∈ C, ak = 0 for all but finitely many k

}
, (3.19)

with the usual polynomial multiplication. Let C[u] and C[u−1] denote the subalgebras consisting

of polynomials in u and u−1, respectively.

Let C[v] denote the algebra of polynomials in countably many commuting variables

v = {v±1, v±2, . . .}, and let C[u, u−1;v] denote the algebra of polynomials in the commuting

variables {u, u−1, v±1, v±2, . . .}.

We now define the trace polynomial functional calculus: for P ∈ C[u, u−1;v], we have

P
(1)
N (A) = [P (1)]N(A) := P (u;v)|u=A,vk=tr(Ak),k 6=0, A ∈ SO(N,R) or SO(N,C),

P
(2)
N (A) = [P (2)]N(A) := P (u;v)|u=A,vk=tr(Ak),k 6=0, A ∈ SU(N) or SL(N,C),

P
(4)
N (A) = [P (4)]N(A) := P (u;v)|u=A,vk=t̃r(Ak),k 6=0, A ∈ Sp(N) or Sp(N,C).
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Functions of the form P
(β)
N , where P ∈ C[u, u−1;v], are called trace polynomials. We will often

suppress the superscripts for P (β)
N and write PN when it is clear from context which version of

the trace polynomial functional calculus is being used.

As an illustrative example, the trace polynomial P (1)
N = PN on SO(N,R) associated with

P (u;v) = v1v
6
−3u

2 − 3v2
5 is

PN(A) = tr(A) tr(A−3)6A2 − 3 tr(A5)2IN .

We now introduce the pseudodifferential operators on C[u, u−1;v] that appear in our

intertwining formulas.

Definition 3.6. LetR± denote the positive and negative projection operators

R+ : C[u, u−1;v]→ C[u;v] and R− : C[u, u−1;v]→ C[u−1;v]

defined by

R+

(
∞∑

k=−∞

ukqk(v)

)
=
∞∑
k=0

ukqk(v), R−
(

∞∑
k=−∞

ukqk(v)

)
=

−1∑
k=0−∞

ukqk(v).

In addition, for any k ∈ Z, let Muk denote the multiplication operator defined by

MukP (u;v) = ukP (u;v).
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Definition 3.7. Define the following operators on C[u, u−1;v]:

N = N0 +N1 =
∑
|k|≥1

|k|vk
∂

∂vk
+ u

∂

∂u
(R+ −R−), (3.20)

Y1 = Y+
1 − Y−1 =

∞∑
k=1

vkuR+ ∂

∂u
Mu−kR+ −

−1∑
k=−∞

vkuR−
∂

∂u
Mu−kR−, (3.21)

Y2 = Y+
2 − Y−2 =

∞∑
k=2

(
k−1∑
j=1

jvjvk−j

)
∂

∂vk
−

−2∑
k=−∞

(
−1∑

j=k+1

jvjvk−j

)
∂

∂vk
, (3.22)

Z1 = Z+
1 −Z−1 =

∞∑
k=2

(
k−1∑
j=1

(k − j)vk−2j

)
∂

∂vk
−

−2∑
k=−∞

(
−1∑

j=k+1

(k − j)vk−2j

)
∂

∂vk
, (3.23)

Z2 = Z+
2 −Z−2 =

∞∑
k=1

u−k+1R+ ∂

∂u
Mu−kR+ −

−1∑
k=−∞

u−k+1R− ∂
∂u
Mu−kR−, (3.24)

K1 = K+
1 −K−1 =

∑
|k|≥1

ku−k+1 ∂2

∂vk∂u
−
∑
|k|≥1

kuk+1 ∂2

∂vk∂u
, (3.25)

K2 = K+
2 −K−2 =

∑
|j|,|k|≥1

jkvk−j
∂2

∂vj∂vk
−
∑
|j|,|k|≥1

jkvk+j
∂2

∂vj∂vk
, (3.26)

J = 2
∑
|k|≥1

ku
∂

∂u∂vk
+
∑
|j|,|k|≥1

jkvjvk
∂2

∂vj∂vk
+
∑
|k|≥1

k2vk
∂

∂vk
+ u

∂2

∂u2
+ u

∂

∂u
. (3.27)

We set

L0 = −N − 2Y1 − 2Y2, (3.28)

L(1)
1 = N + 2Z1 + 2Z2, L(1)

2 = 2K1 +K2, (3.29)

L(2)
1 = 0, L(2)

2 = −2K−1 −K−2 + J , (3.30)

L(4)
1 = −1

2
L(1)

1 , L(4)
2 =

1

4
L(1)

2 . (3.31)

For β ∈ {1, 2, 4}, we define

D(β)
N = L0 +

1

N
L(β)

1 +
1

N2
L(β)

2 . (3.32)
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Notation 3.8. For m ∈ Z and A ∈ MN(C), let Wm(A) = Am, Vm(A) = tr(Am), and V(A) =

{Vm(A)}|m|≥1. The functions Wm, Vm, and V implicitly depend on N , but we suppress the

index, which should not cause confusion.

Theorem 3.9 (Partial product rule). Let α, β ∈ C. For P ∈ C[u, u−1;v] and Q ∈ C[v], the

operator αL0 + βL(1)
1 satisfies

(
αL0 + βL(1)

1

)
(PQ) =

((
αL0 + βL(1)

1

)
P
)
Q+ P

((
αL0 + βL(1)

1

)
Q
)
. (3.33)

Proof. From Definition 3.7, recall that

L0 = −(N0 +N1)− 2Y1 − 2Y2, L(1)
1 = N0 +N1 + 2Z1 + 2Z2.

Observe that N0, Y2, Z1 are first order differential operators on C[v], and so satisfy the product

rule on C[u, u−1;v]. On the other hand, N1, Y1, and Z2 annihilate C[v] and satisfy, for P ∈

C[u, u−1;v] and Q ∈ C[v],

N1(PQ) = (N1P )Q, Y1(PQ) = (Y1P )Q, Z2(PQ) = (Z2P )Q.

Putting this together shows (3.33).

Definition 3.10. The trace degree of a monomial in C[u, u−1;v] is defined to be

deg
(
uk0vk11 v

k−1

−1 · · · vkmm v
k−m
−m

)
= |k0|+

∑
1≤|j|≤m

|j|kj. (3.34)

We define the trace degree of any element in C[u, u−1;v] to be the highest trace degree of any

of its monomial terms. For m ≥ 0, we define the subspace Cm[u, u−1;v] ⊆ C[u, u−1;v] to be

Cm[u, u−1;v] = {P ∈ C[u, u−1;v] : degP ≤ m}, (3.35)
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consisting of polynomials of trace degree ≤ m. Note that Cm[u, u−1;v] is finite-dimensional

and C[u, u−1;v] =
⋃
m≥0 Cm[u, u−1;v].

Corollary 3.11. Let m,N ∈ N and α, β ∈ C. The operators αL0 + βL(1)
1 , D(1)

N , D(2)
N , and

D(4)
N preserve the finite dimensional subspace Cm[u, u−1;v] ⊆ C[u, u−1;v]. It follows that

eαL0+βL(1)1 , eαD
(1)
N , eαD

(2)
N , and eαD

(4)
N are well-defined operators on each Cm[u, u−1;v] (via power

series, cf. Remark 3.14) and hence are well-defined on all of C[u, u−1;v].

Proof. Recall that αL0 +βL(1)
1 , D(1)

N , D(2)
N , andD(4)

N are linear combinations of the operators J ,

N , Y1, Y2, Z1, Z2, K1, and K2 described in Definition 3.7. Each of these operators, in turn, are

linear combinations of compositions of multiplication, differentiation, and projection operators.

The multiplication and differentiation operators raise and lower trace degree, respectively, while

projection operatorsR+ andR− leaves Cm[u, u−1;v] invariant. Keeping track of multiplication

and differentiation operators in J , N , Y1, Y2, Z1, Z2, K1, and K2 shows that these operators

preserve trace degree. Hence αL0 + βL(1)
1 , D(1)

N , D(2)
N , and D(4)

N preserve the finite dimensional

subspace Cm[u, u−1;v] ⊆ C[u, u−1;v], and the result for eαL0+βL(1)1 , eαD
(1)
N , eαD

(2)
N , and eαD

(4)
N

follows.

Corollary 3.12. For any P ∈ C[u, u−1;v], Q ∈ C[v], and α, β, τ ∈ C,

e
τ
2

(αL0+βL(1)1 )(PQ) = e
τ
2

(αL0+βL(1)1 )P · e
τ
2

(αL0+βL(1)1 )Q. (3.36)

Proof. Suppose L is a linear operator on C[u, u−1;v] which leaves C[v] and Cm[u, u−1;v] in-
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variant and satisfies the partial product rule (3.33). Applying (3.33) repeatedly, we get

∞∑
k=0

1

k!
Lk(PQ) =

∞∑
k=0

1

k!

k∑
`=0

(
k

`

)
(L`P )(Lk−`Q) =

∞∑
k=0

k∑
`=0

1

`!(k − `)!
(L`P )(Lk−`Q)

=
∞∑

j,k=0

1

j!k!
(LjP )(LkQ) =

(
∞∑
j=0

1

j!
LjP

)(
∞∑
k=0

1

k!
LkQ

)

= eLP · eLQ.

By Definition 3.7, it is clear that τ
2

(
αL0 + βL(1)

1

)
leaves C[v] and Cm[u, u−1;v] invariant, so

setting L = τ
2

(
αL0 + βL(1)

1

)
concludes the proof.

We can now prove our main intertwining result for ∆SO(N,R).

Proof of Theorem 1.4 for SO(N,R). It suffices to show that ∆SO(N,R)PN = [DNP ]N holds for

P (u;v) = umq(v), where m ∈ Z \ {0} and q ∈ C[v]. Then PN = Wm · q(V), and by the

product rule,

∆SO(N,R)PN =
∑

X∈βso(N,R)

X̃2(Wm · q(V))

=
∑

X∈βso(N,R)

X̃
(

(X̃Wm) · q(V) +Wm · X̃q(V)
)

=
∑

X∈βso(N,R)

(X̃2Wm) · q(V) + 2X̃Wm · X̃q(V) +Wm · X̃2q(V)

= (∆SO(N,R)Wm) · q(V) + 2
∑

X∈βso(N,R)

X̃Wm · X̃q(V) +Wm · (∆SO(N,R)q(V))

(3.37)

For the first term in (3.37), we consider the cases m ≥ 0 and m < 0 separately. For
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m ≥ 0, we apply (3.15) to get

(∆SO(N,R)Wm) · q(V) = −m(N − 1)

N
Wm · q(V)

+ 21m≥2

[
1

N

m−1∑
k=1

(m− k)Wm−2k −
m−1∑
k=1

(m− k)VkWm−k

]
q(V)

= −N − 1

N

[
u
∂

∂u
R+P

]
N

+
2

N

[(
∞∑
k=1

u−k+1R+ ∂

∂u
Mu−kR+P

)]
N

− 2

[(
∞∑
k=1

vkuR+ ∂

∂u
Mu−kR+

)
P

]
N

= −N − 1

N

[
u
∂

∂u
R+P

]
N

+
2

N
[Z+

2 P ]N − 2[Y+
1 P ]N . (3.38)

A similar computation, using (3.16), shows that for m < 0,

(∆SO(N,R)Wm) · q(V) =
N − 1

N

[
u
∂

∂u
R−P

]
N

− 2

N
[Z−2 P ]N + 2[Y−1 P ]N .

We observe that Y+
1 ,Z+

2 annihilates C[u−1] while Y−1 ,Z−2 annihilates C[u], so for all m ∈ Z,

(∆SO(N,R)Wm) · q(V) = −N − 1

N
[N1P ]N +

2

N
[Z2P ]N − 2[Y1P ]N . (3.39)
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Next, by the chain rule and (3.17), the middle term in (3.37) is

∑
X∈βso(N,R)

X̃Wm · X̃q(V) =
∑

X∈βso(N,R)

X̃Wm ·
∑
|k|≥1

(
∂

∂vk
q

)
(V) · X̃Vk

=
∑
|k|≥1

 ∑
X∈βso(N,R)

X̃Wm · X̃Vk

( ∂

∂vk
q

)
(V)

=
∑
|k|≥1

mk

N2
(Wm−k −Wm+k)

(
∂

∂vk
q

)
(V)

=
1

N2

∑
|k|≥1

k

(
W−k+1

[
∂

∂u
um
]
N

−Wk+1

[
∂

∂u
um
]
N

)(
∂

∂vk
q

)
(V)

(3.40)

=
1

N2

∑
|k|≥1

k(u−k+1 − uk+1)
∂2

∂u∂vk

P


N

=
1

N2
[K1P ]N . (3.41)

where we have used the fact that mWm+j = Wj+1

[
∂
∂u
um
]
N

in line (3.40).

Finally, for the last term in (3.37), we have, for each X ∈ βso(N,R),

X̃2q(V) = X̃

∑
|k|≥1

(
∂

∂vk
q

)
(V) · X̃Vk


=
∑
|k|≥1

(
∂

∂vk
q

)
(V) · X̃2Vk +

∑
|j|,|k|≥1

(
∂2

∂vj∂vk
q

)
(V) · X̃Vj · X̃Vk. (3.42)

In summing the first term in (3.42) over X ∈ βso(N,R), we break up the sum for positive
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and negative k. Using (3.15) and (3.16), we have

∑
X∈βso(N,R)

∞∑
k=1

(
∂

∂vk
q

)
(V) · X̃2Vk =− N − 1

N

∞∑
k=1

kVk

(
∂

∂vk
q

)
(V)

+
2

N

∞∑
k=2

k−1∑
`=1

(k − `)Vk−2`

(
∂

∂vk
q

)
(V)

− 2
∞∑
k=2

k−1∑
`=1

(k − `)V`Vk−`
(

∂

∂vk
q

)
(V) (3.43)

and

∑
X∈βso(N,R)

−1∑
k=−∞

(
∂

∂vk
q

)
(V) · X̃2Vk =

N − 1

N

−1∑
k=−∞

kVk

(
∂

∂vk
q

)
(V)

− 2

N

−2∑
k=−∞

−1∑
`=k+1

(k − `)Vk−2`

(
∂

∂vk
q

)
(V)

− 2
−2∑

k=−∞

−1∑
`=k+1

(−k + `)V`V−k−`

(
∂

∂vk
q

)
(V).

(3.44)

Summing the second term in (3.42) over X ∈ βso(N,R) and using (3.17) yields

∑
X∈βso(N,R)

∑
|j|,|k|≥1

(
∂2

∂vj∂vk
q

)
(V) · X̃Vj · X̃Vk =

1

N2

∑
|j|,|k|≥1

jk(Vk−j − Vk+j)

(
∂2

∂vj∂vk
q

)
(V)

(3.45)

Adding (3.43), (3.44), and (3.45) together and multiplying by Wm, we get

Wm · (∆SO(N,R)q(V)) =

[(
−N − 1

N
N0 +

2

N
Z1 − 2Y2 +

1

N2
K2

)
P

]
N

(3.46)

Combining (3.39), (3.41), and (3.46) proves (1.13) for SO(N,R) (β = 1). Equation

(1.14) now follows from Corollary (3.11).
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Remark 3.13. A similar intertwining formula is proven in [9] for the U(N) case, where for any

P ∈ C[u, u−1;v],

∆U(N)PN =

[(
L0 −

1

N2
(2K−1 +K−2 )

)
P

]
N

, (3.47)

and, subsequently, for τ ∈ C,

e
τ
2

∆U(N)PN = [e
τ
2

(L0− 1
N2 (2K−1 +K−2 ))P ]N . (3.48)

Remark 3.14. In this paper, we are primarily concerned with computing the Segal-Bargmann

transform on trace polynomials. In this setting, ifD is a left-invariant differential operator onK,

where K is a compact type matrix Lie group, then we can compute the action of eD on a trace

polynomial f via the power series

(eDf)(x) =

(
∞∑
n=0

1

n!
Dnf

)
(x). (3.49)

In particular, if D = τ
2
∆K , we can define e

τ
2

∆Kf as a function on K using the power series

definition. In [10], it is shown that e
τ
2

∆Kf has a unique analytic continuation to KC. Moreover,

this analytic continuation is equal to BK
s,τf .

Proof of Theorem 1.5 for SO(N,R). By the intertwining formula (1.14), we have

e
τ
2

∆SO(N,R)PN = [e
τ
2
D(1)
N P ]N .

Corollary 3.11 shows that [e
τ
2
D(1)
N P ]N is a trace polynomial on SO(N,R), so its analytic contin-

uation to SO(N,C) is given by the same trace polynomial function. Hence [e
τ
2
D(1)
N P ]N , viewed

as a holomorphic function on SO(N,C), is the analytic continuation of e
τ
2

∆SO(N,R)PN , and so is

equal to B
SO(N,R)
s,τ PN .
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3.3 Intertwining formulas for ASO(N,C)
s,τ

We now prove an intertwining formula for SO(N,C) that is analogous to the intertwining

formula for SO(N,R) in Theorem 1.4. To do so, we use the word polynomial space introduced

in [9, Notation 3.21], which was used to prove a similar intertwining formula for GLN(C) =

U(N)C.

Notation 3.15. For m ∈ N, define Em to be the set of words ε : {1, . . . ,m} → {±1,±∗}. We

denote the length of a word ε ∈ Em by |ε| = m and set E = ∪m≥0Em. We define the word

polynomial space W to be

W = C [{vε}ε∈E ] ,

the space of polynomials in the commuting variables {vε}ε∈Em . For j, k ∈ Z not both zero, we

define the words

ε(j, k) =

|j| times︷ ︸︸ ︷
(±1, . . . ,±1,

|k| times︷ ︸︸ ︷
±∗, . . . ,±∗) ∈ E|j|+|k|, (3.50)

where the first |j| slots contain +1 if j > 0 and −1 if j < 0, and the last |k| slots contain +∗ if

k > 0 and −∗ if k < 0. We set vε(0,0) = 1.

Notation 3.16. For ε = (ε1, . . . , εm) ∈ Em and A ∈ SO(N,C), we define Aε = Aε1 · · ·Aεm ,

where A+∗ := A∗ and A−∗ := (A∗)−1. If P ∈ W , we define a function PN : SO(N,C)→ C by

PN(A) = P (V(A)),

where

V(A) = {Vε(A) : ε ∈ E }
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and

Vε(A) = tr(Aε) = tr(Aε1 · · ·Aεm).

Notation 3.17. We define the inclusion maps ι, ι∗ : C[v] ↪→ W , with ι linear and ι∗ conjugate

linear, by

ι(vk) = vε(k,0), ι∗(vk) = vε(0,k). (3.51)

The maps ι and ι∗ intertwine with the evaluation map in the following way: for Q ∈ C[v],

[ι(Q)]N(A) = QN(A), [ι∗(Q)]N(A) = QN(A)∗. (3.52)

Definition 3.18. The trace degree of a monomial
∏m

j=1 v
kj
εj ∈ W is defined to be

deg

(
m∏
j=1

vkjεj

)
=

m∑
j=1

|kj||εj|,

and the trace degree of an arbitrary element of W is the highest trace degree of any of its mono-

mial terms.

For each m ∈ N, we let Wm denote the finite dimensional subspace of W

Wm = {P ∈ W : deg(P ) ≤ m} ⊆ C[{vε}|ε|≤m],

so that W =
⋃∞
m=1 Wm.

Theorem 3.19. Fix s ∈ R and τ = t + iθ ∈ C. There are collections {Qs,τ
ε : ε ∈ E },

{Rs,τ
ε : ε ∈ E }, and

{
Ss,τε,δ : ε, δ ∈ E

}
in W such that:

1. for each ε ∈ E , Qs,τ
ε andRs,τ

ε are certain finite sums of monomials of trace degree |ε| such

that

ASO(N,C)
s,τ Vε = [Qs,τ

ε ]N +
1

N
[Rs,τ

ε ]N , (3.53)
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2. for ε, δ ∈ E , Ss,τε,δ is a certain finite sum of monomials of trace degree |ε|+ |δ| such that

dSO(N,R)∑
`=1

[(
s− t

2

)
(X̃`Vε)(X̃`Vδ) +

t

2
(Ỹ`Vε)(Ỹ`Vδ)− θ(X̃`Vε)(Ỹ`Vδ)

]
=

1

N2
[Ss,τε,δ ]N .

(3.54)

For the proof below, we use the following conventions: let βso(N,R) = {X`}
dSO(N,R)
`=1 denote

an orthonormal basis for so(N,R), with β+ = βso(N,R) and β− = iβso(N,R). If X ∈ MN(C) and

A ∈ SO(N,C),

(AX)1 := AX, (AX)−1 := −XA−1, (AX)∗ := X∗A∗, (AX)−∗ := −A∗X∗. (3.55)

In addition, we will be liberal in our use of ± to denote a sign that may vary for different terms

and on different sides of an equation, since we will not require a precise formula for our word

polynomials beyond what is described in the theorem statement.

Proof. Fix a word ε = (ε1, . . . , εm) ∈ E . Then for each X ∈ β± and A ∈ SO(N,C),

(X̃Vε)(A) =
m∑
j=1

tr(Aε1 · · · (AX)εj · · ·Aεm), (3.56)

so

(X̃2Vε)(A) =
m∑
j=1

tr(Aε1 · · · (AX2)εj · · ·Aεm) (3.57)

+ 2
∑

1≤j<k≤m

tr(Aε1 · · · (AX)εj · · · (AX)εk · · ·Aεm) (3.58)

Applying magic formula (3.5) to sum each term in (3.57) over β±, we have

∑
X∈β±

tr(Aε1 · · · (AX2)εj · · ·Aεm) = ±N − 1

N
tr(Aε1 · · ·Aεj · · ·Aεm) = ±N − 1

N
Vε(A).

(3.59)
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Summing over 1 ≤ j ≤ m now gives

∑
X∈β±

m∑
j=1

tr(Aε1 · · · (AX2)εj · · ·Aεm) =
N − 1

N
n±(ε)Vε(A), (3.60)

where n±(ε) ∈ Z and |n±(ε)| ≤ |ε|. For (3.58), we can express each term in the sum as

tr(Aε1 · · · (AX)εj · · · (AX)εk · · ·Aεm) = ± tr(Aε
0
j,kXAε

1
j,kXAε

2
j,k), (3.61)

so ε0
j,k, ε

1
j,k, and ε2

j,k are substrings of ε such that ε0
j,kε

1
j,kε

2
j,k = ε. Summing (3.61) over X ∈ β±

by magic formula (3.6), we have

∑
X∈β±

tr(Aε1 · · · (AX)εj · · · (AX)εk · · ·Aεm) = ±
[

1

N
tr(Aε

0
j,k(Aε

1
j,k)−1Aε

2
j,k)

− tr(Aε
0
j,kAε

2
j,k) tr(Aε

1
j,k)

]
(3.62)

= ± 1

N
Vε3j,k(A)± Vε0j,kε2j,k(A)Vε1j,k(A), (3.63)

where ε3
j,k is the word of length |ε| such that Vε3j,k(A) = tr(Aε

0
j,k(Aε

1
j,k)−1Aε

2
j,k). Thus summing

(3.58) over X ∈ β± gives

∑
X∈β±

∑
1≤j<k≤m

tr(Aε1 · · · (AX)εj · · · (AX)εk · · ·Aεm) =
1

N

∑
1≤j<k≤m

±Vε3j,k(A)

+
∑

1≤j<k≤m

±Vε0j,kε2j,k(A)Vε1j,k(A).

(3.64)

We define word polynomials corresponding to (3.64) by

Q±ε,0 =
∑

1≤j<k≤m

±vε3j,k (3.65)

Q±ε,1 =
∑

1≤j<k≤m

±vε0j,kε2j,kvε1j,k . (3.66)
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Now if X ∈ β+ and Y = iX ∈ β−, then

(Ỹ Vε)(A) =
m∑
j=1

tr(Aε1 · · · (AY )εj · · ·Aεm) = i

m∑
j=1

± tr(Aε1 · · · (AX)εj · · ·Aεm), (3.67)

and

(X̃Ỹ Vε)(A) =i
m∑
j=1

± tr(Aε1 · · · (AX2)εj · · ·Aεm) (3.68)

+ 2i
∑

1≤j<k≤m

± tr(Aε1 · · · (AX)εj · · · (AX)εk · · ·Aεm). (3.69)

A similar argument to the above shows that summing (3.68) over X ∈ β+ gives

∑
X∈β+

m∑
j=1

± tr(Aε1 · · · (AX2)εj · · ·Aεm) =
N − 1

N
η(ε)Vε(A) (3.70)

where η(ε) ∈ Z and |η(ε)| ≤ |ε|. In addition, summing (3.69) over X ∈ β+, we have∑
X∈β+

∑
1≤j<k≤m

± tr(Aε1 · · · (AX)εj · · · (AX)εk · · ·Aεm) =
1

N

∑
1≤j<k≤m

Vε3j,k(A)

+
∑

1≤j<k≤m

±Vε0j,kε2j,k(A)Vε1j,k(A).

(3.71)

We define corresponding word polynomials

Qε,2 = i
∑

1≤j<k≤m

±vε3j,k (3.72)

Qε,3 = i
∑

1≤j<k≤m

±vε0j,kε2j,kvε1j,k . (3.73)

Putting this together, we define

Qs,τ
ε =

(
s− t

2

)(
n+(ε)vε + 2Q+

ε,1

)
+
t

2

(
n−(ε)vε + 2Q−ε,1

)
− θ (iη(ε) + 2Qε,3) , (3.74)

Rs,τ
ε =

(
s− t

2

)(
−n+(ε)vε + 2Q+

ε,0

)
+
t

2

(
−n−(ε)vε + 2Q−ε,0

)
− θ (−iη(ε) + 2Qε,2) .

(3.75)
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By construction, Qs,τ
ε and Rs,τ

ε are of the required form and satisfy (3.53).

For part (2), fix δ ∈ E with n = |δ|. For each X ∈ β±,

(X̃Vδ)(A)(X̃Vε)(A) =
m∑
j=1

n∑
k=1

tr(Aε1 · · · (AX)εj · · ·Aεm) tr(Aδ1 · · · (AX)δk · · ·Aδn). (3.76)

Using the invariance of the trace under cyclic permutations, we can write the terms in the above

sum as

± tr(XAε(j)) tr(XAδ(k)),

where ε(j) and δ(k) are particular cyclic permutations of ε and δ. Summing over X ∈ β± and

applying magic formula (3.8), along with the fact that X ∈ so(N,C) is skew-symmetric,

∑
X∈β±

(X̃Vδ)(A)(X̃Vε)(A) =
1

N2

m∑
j=1

n∑
k=1

±
(
tr((Aε(j))−1Aδ(k))− tr(Aε(j)Aδ(k)

)
=

1

N2

m∑
j=1

n∑
k=1

±(Vε(j)ᵀδ(k)(A)− Vε(j)δ(k)(A)), (3.77)

where ε(j)ᵀ is the word satisfying Vε(j)ᵀ(A) = Vε(j)(A)−1. (For example, if we have ε(j) =

(−∗,−1, ∗, 1, 1), then ε(j)ᵀ = (−1,−1,−∗, 1, ∗).) We define the associated word polynomials

S±ε,δ =
m∑
j=1

n∑
k=1

±(vε(j)ᵀδ(k) − vε(j)δ(k)). (3.78)

Next, if X ∈ β+ and Y = iX ∈ β−, then

(X̃Vε)(A)(Ỹ Vδ)(A) = i
m∑
j=1

n∑
k=1

± tr(XAε(j)) tr(XAδ(k)). (3.79)

Using magic formula (3.8) to sum over X ∈ β+ gives

dSO(N,R)∑
`=1

(X̃`Vε)(A)(Ỹ`Vδ)(A) =
i

N2

m∑
j=1

n∑
k=1

±(Vε(j)ᵀδ(k)(A)− Vε(j)δ(k)(A)). (3.80)
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Hence we define the associated word polynomial

S ′ε,δ = i

m∑
j=1

n∑
k=1

±(vε(j)ᵀδ(k) − vε(j)δ(k)) (3.81)

(where the signs in (3.81) do not necessarily correspond to those in (3.78)). Finally, we define

Ss,τε,δ =

(
s− t

2

)
S+
ε,δ +

t

2
S−ε,δ − θS

′
ε,δ, (3.82)

where we have constructed Ss,τε,δ so that it is a sum of monomials of trace degree |ε| + |δ| and

satisfies (3.54).

Theorem 3.20 (Intertwining formula for ASO(N,C)
s,τ ). Fix s ∈ R and τ = t + iθ ∈ C, and let

{Qs,τ
ε : ε ∈ E }, {Rs,τ

ε : ε ∈ E }, and
{
Ss,τε,δ : ε, δ ∈ E

}
be as in Theorem 3.19. Define first and

second order differential operators

L̃s,τ0 =
1

2

∑
ε∈E

Qs,τ
ε

∂

∂vε
(3.83)

L̃s,τ1 =
1

2

∑
ε∈E

Rs,τ
ε

∂

∂vε
(3.84)

L̃s,τ2 =
1

2

∑
ε,δ∈E

Ss,τε,δ
∂2

∂vε∂vδ
(3.85)

Then for all N ∈ N and P ∈ W ,

1

2
ASO(N,C)
s,τ PN =

[(
L̃s,τ0 +

1

N
L̃s,τ1 +

1

N2
L̃s,τ2

)
P

]
N

. (3.86)

Proof. For each X ∈ MN(C), we apply the chain rule to get

X̃2PN =
∑
ε∈E

X̃

[(
∂P

∂vε

)
(V) · (X̃Vε)

]

=
∑
ε∈E

(
∂P

∂vε

)
(V) · (X̃2Vε) +

∑
ε,δ∈E

(
∂2P

∂vε∂vδ

)
(V) · (X̃Vε)(X̃Vδ).
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Hence

ASO(N,C)
s,τ PN =

∑
ε∈E

(
∂P

∂vε

)
(V) · ASO(N,C)

s,τ Vε

+
∑
ε,δ∈E

(
∂2P

∂vε∂vδ

)
(V)

dSO(N,R)∑
`=1

[(
s− t

2

)
(X̃`Vε)(X̃`Vδ)

+
t

2
(Ỹ`Vε)(Ỹ`Vδ)− θ(X̃`Vε)(Ỹ`Vδ)

]
.

The result now follows from Theorem 3.19.

The following result will be useful for the proof of Theorem 1.6. It appears in [9] for the

GL(N,C) case, with the proof virtually unchanged for SO(N,C).

Lemma 3.21 ([9, Lemma 3.28]). There exists a sesquilinear form (with the second argument

conjugate linear)

B : C[u, u−1;v]× C[u, u−1;v]→ W

such that, for all P,Q ∈ C[u, u−1;v], we have deg(B(P,Q)) = deg(P ) + deg(Q) and

[B(P,Q)]N(A) = tr[PN(A)QN(A)∗] for all A ∈ SO(N,C).

This chapter contains material that has been accepted for publication in the Journal of

Functional Analysis, 2020, Chan, Alice Z. The dissertation author was the sole author of this

paper.
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Chapter 4

Limit theorems for the Segal-Bargmann

transform on SO(N,R)

We now use the results from the previous section to identify the limit of the Segal-

Bargmann transform on SO(N,R) as N → ∞. In Section 4.1, we prove a few preliminary

results regarding the way in which the heat kernel measures ρSO(N,R)
s and µSO(N,C)

s,τ concentrate

their mass as N → ∞. Then, in Section 4.2, we prove the SO(N,R) version of Theorem 1.6,

the main limit theorem for BSO(N,R)
s,τ .

4.1 Concentration of measures

The following lemma is an essential component of our main limit theorems. It is a known

result (see [20, Corollary 6.2.32]); we include a direct proof here for convenience.
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Lemma 4.1. Let X, Y ∈M(N,C) and suppose ‖ · ‖ is a submultiplicative matrix norm. Then

‖eX+Y − eX‖ ≤ ‖Y ‖e‖X‖e‖Y ‖.

Proof. For n ≥ 0, note that

‖(X + Y )n −Xn‖ ≤ (‖X‖+ ‖Y ‖)n − ‖X‖n,

where the inequality follows by expanding (X + Y )n, which includes an Xn, then applying the

submultiplicativity of the matrix norm, and then recombining terms. Hence

‖eX+Y − eX‖ =

∥∥∥∥∥
∞∑
n=0

(X + Y )n

n!
−
∞∑
n=0

Xn

n!

∥∥∥∥∥
≤

∞∑
n=0

1

n!
‖(X + Y )n −Xn‖

≤
∞∑
n=0

1

n!
[(‖X‖+ ‖Y ‖)n − ‖X‖n]

= e‖X‖+‖Y ‖ − e‖X‖.

It remains to show that e‖X‖+‖Y ‖ − e‖X‖ ≤ ‖Y ‖e‖X‖e‖Y ‖, which is equivalent to showing that

ey − 1 ≤ yey for y ≥ 0. Rearranging, this inequality is equivalent to 1− y ≤ e−y, which holds,

in fact, for all y ∈ R: by Bernoulli’s inequality,

e−y = lim
n→∞

(
1− y

n

)n
≥ 1− y.

Corollary 4.2. Let V be a finite-dimensional normed vector space over C and suppose that that

L0, L1, and L2 are operators on V . Then there exist constants C1, C2, C3 < ∞ depending on
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L0, L1, L2, ‖ · ‖V such that for N sufficiently large,

‖eL0+ 1
N
L1+ 1

N2L2 − eL0‖End(V ) ≤
C1

N
, (4.1)

‖eL0+ 1
N
L1+ 1

N2L2 − eL0+ 1
N
L1‖End(V ) ≤

C2

N2
(4.2)

‖eL0+ 1
N
L1 − eL0‖End(V ) ≤

C3

N
(4.3)

where ‖ · ‖End(V ) is the operator norm on End(V ) induced by ‖ · ‖V . Hence if ϕ ∈ V ∗ is a linear

functional, then for N sufficiently large,

|ϕ(eL0+ 1
N
L0+ 1

N2L2v)− ϕ(eL0v)| ≤ C1

N
‖ϕ‖V ∗‖v||V , (4.4)

|ϕ(eL0+ 1
N
L1+ 1

N2L2v)− ϕ(eL0+ 1
N
L1v)| ≤ C2

N2
‖ϕ‖V ∗‖v||V (4.5)

|ϕ(eL0+ 1
N
L1v)− ϕ(eL0v)| ≤ C3

N
‖ϕ‖V ∗‖v||V (4.6)

where ‖ · ‖V ∗ is the dual norm on V ∗.

Proof. We set X = L0 and Y = 1
N
L1 + 1

N2L2 as in Lemma 4.1, so

‖eL0+ 1
N
L1+ 1

N2L2 − eL0‖End(V ) ≤
1

N
‖L1‖End(V )e

‖L0‖End(V )e
‖ 1
N
L1+ 1

N2L2‖
End(V )

≤ 1

N
‖L1‖End(V )e

‖L0‖End(V )e
1
N
‖L1‖End(V )+

1
N2 ‖L2‖End(V ) .

Choose N0 ∈ N such that e
1
N0
‖L1‖End(V )+

1

N2
0
‖L2‖End(V ) ≤ 2 and set C1 = 2‖L1‖End(V )e

‖L0‖End(V ) .

Then (4.1) holds for all N ≥ N0. Equation (4.4) then follows. The proofs of (4.2), (4.3), and

subsequently (4.5) and (4.6), are similar.

We now introduce notation and establish a few preliminary results which we will use for

proving Theorem 1.6 for SO(N,R) in the next section.

47



Definition 4.3. Define a family of holomorphic functions {νk}k∈Z on C by setting ν0(τ) ≡ 1

and for k 6= 0,

νk(τ) = e−
|k|
2
τ

|k|−1∑
j=0

(−τ)j

j!
|k|j−1

(
|k|
j + 1

)
. (4.7)

For τ ∈ C, define the trace evaluation map πτ : C[u, u−1;v]→ C[u, u−1] by

(πτP )(u) = P (u;v)|vk=νk(τ),k 6=0. (4.8)

For a concrete example, if P (u;v) = v3v
2
−7u

6 + 9v1v
5
−4, then

(πτP )(u) = ν3(τ)ν−7(τ)2u6 + 9ν1(τ)ν−4(τ)5.

The following result is a key tool in proving our main limit theorems.

Theorem 4.4 (Biane, [3]). For each s > 0 and k ∈ Z,

lim
N→∞

∫
U(N)

tr(Uk) ρU(N)
s (U) dU = νk(s).

For P ∈ C[u, u−1;v], let P (u;1) = P (u;v)vk=1,k 6=0. Using the intertwining formula

(3.48) for the U(N) case and Theorem 4.4, we have

νk(s) = lim
N→∞

∫
U(N)

tr(Uk) ρU(N)
s (U) dU = lim

N→∞
(e

s
2

∆U(N) tr[(·)k])(IN) (4.9)

= lim
N→∞

(e
s
2

(L0− 1
N2 (2K−1 +K−2 ))vk)(1). (4.10)

Since L0, K−1 , and K−2 are linear operators which preserve the finite-dimensional vector space

Ck[u, u
−1;v], we consider (e

s
2

(L0− 1
N2 (2K−1 +K−2 ))vk)(1) to be the evaluation of the linear functional

ϕ(Q) := Q(1) on the finite-dimensional space Cm[v]. Hence Corollary 4.2 applies, so taking

the limit as N →∞, we have

νk(s) = (e
s
2
L0vk)(1). (4.11)
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This yields the following version of Theorem 4.4 for the SO(N,R) case, which is due to

Lévy [21].

Lemma 4.5 (Lévy, [21]). For s > 0 and k ∈ Z,

lim
N→∞

∫
SO(N,R)

tr(Ak) ρSO(N,R)
s (A) dA = νk (s) . (4.12)

Proof. We have

lim
N→∞

∫
SO(N,R)

tr(Ak) ρSO(N,R)
s (A) dA = lim

N→∞
(e

s
2

∆SO(N,R) tr[(·)k])(IN)

= lim
N→∞

(e
s
2

(L0+ 1
N
L(1)1 + 1

N2L
(1)
2 )vk)(1) = (e

s
2
L0vk)(1)

= νk (s) ,

where we have again applied Corollary 4.2 as in (4.11).

Lemma 4.6. For Q ∈ C[v] and τ ∈ C, we have

(
e
τ
2
L0Q

)
(1) = πτQ. (4.13)

Proof. By Theorem 3.9, e
τ
2
L0 is a homomorphism of C[v]. Hence it suffices to show that

(
eτL0vk

)
(1) = πτ (vk) = νk (τ) (4.14)

for each k ∈ Z. To see that it holds for all τ ∈ C, we expand the left-hand side as a power

series in τ . Fix a norm ‖ · ‖Wk
on the finite-dimensional vector space Wk := Ck[u, u

−1;v]. Let

‖ · ‖End(Wk) denote the operator norm on End(Wk) induced by ‖ · ‖Wk
, and let ‖ · ‖W ∗k denote

the corresponding dual norm on Wk. Let ϕ be the linear functional acting on Wk defined by
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ϕ(P ) = P (1). Then for any τ ∈ C,

∣∣(e τ2L0vk) (1)
∣∣ =

∣∣∣∣∣
∞∑
n=0

(
1

n!

(τ
2

)n
(L0)nvk

)
(1)

∣∣∣∣∣ =

∣∣∣∣∣
∞∑
n=0

1

n!

(τ
2

)n
ϕ((L0)nvk)

∣∣∣∣∣
≤

∞∑
n=0

1

n!

(
|τ |
2

)n
‖ϕ‖W ∗k ‖L0‖nEnd(Wk)‖vk‖Wk

,

and the right-hand side converges by the ratio test. Thus the function τ 7→
(
e
τ
2
L0vk

)
(1) is

analytic on the complex plane. By (4.11), this function agrees with the entire function τ 7→

νk (τ) for τ ∈ R, and so it also agrees for all τ ∈ C.

Lemma 4.7. Let s > 0 and τ = t+ iθ ∈ D(s, s). For any Q ∈ C[v],

(
eL̃

s,τ
0 ι(Q)

)
(1) = πs−τQ, (4.15)(

eL̃
s,τ
0 ι∗(Q)

)
(1) = πs−τQ. (4.16)

Proof. First, observe that if f : SO(N,C)→ MN(C) is holomorphic, then J̃Xf = iX̃f for all

X ∈ so(N,R). Thus

ASO(N,C)
s,τ f |SO(N,R) =

∑
X∈βso(N,R)

[(
s− t

2

)
X̃2 − t

2
X̃2 − iθX̃2

]
f = (s− τ)∆SO(N,R)f.

In particular, since QN is a trace polynomial,

e
1
2
ASO(N,C)
s,τ QN = e

1
2

(s−τ)∆SO(N,R)QN . (4.17)

Applying intertwining formulas (3.86) and (1.14) to the left side and using (3.52) gives

[
eL̃

s,τ
0 + 1

N
L̃s,τ1 + 1

N2 L̃
s,τ
2 ι(Q)

]
N

= [e
1
2

(s−τ)D(1)
N Q]N . (4.18)

Hence for Q ∈ C[v],

(
eL̃

s,τ
0 + 1

N
L̃s,τ1 + 1

N2 L̃
s,τ
2 ι(Q)

)
(1) =

(
e

1
2

(s−τ)(L0+ 1
N
L(1)1 + 1

N2L
(1)
2 )Q

)
(1). (4.19)
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If degQ = m, then we can view the left and right sides as the evaluation of a linear functional

ϕ(P ) = P (1) on the finite-dimensional spaces Wm and Cm[v], respectively. Thus we may apply

Corollary 4.2 to take the limit as N →∞, which yields(
eL̃

s,τ
0 ι(Q)

)
(1) =

(
e

1
2

(s−τ)L0Q
)

(1). (4.20)

By Lemma 4.6, the expression on the right is πs−τQ. Equation (4.16) is proved similarly, using

the fact that if f : SO(N,C) → MN(C) is antiholomorphic, then J̃Xf = −iX̃f for all X ∈

so(N,R).

Theorem 4.8. Let s > 0, τ ∈ D(s, s), and k ∈ Z. Then

lim
N→∞

∫
SO(N,C)

tr(Ak)µSO(N,C)
s,τ (A) dA = νk (s− τ) . (4.21)

Proof. We use (2.4) and intertwining formula (3.86) to get∫
SO(N,C)

tr(Ak)µSO(N,C)
s,τ (A) dA =

(
e

1
2
ASO(N,C)
s,τ tr[(·)k]

)
(IN) =

(
eL̃

s,τ
0 + 1

N
L̃s,τ1 + 1

N2 L̃
s,τ
2 ι(vk)

)
(1).

Viewing the last expression as a linear functional acting on ι(vk) ∈ Wk, we apply Corollary 4.2

to take the limit as N →∞. Combining this with Lemma 4.7, we have

lim
N→∞

∫
SO(N,C)

tr(Ak)µSO(N,C)
s,τ (A) dA =

(
eL̃

s,τ
0 ι(vk)

)
(1) = πs−τvk = νk (s− τ) .

4.2 The free Segal-Bargmann transform for SO(N,R)

In this section, we prove our main result on the large-N limit of the Segal-Bargmann

transform for SO(N,R). The free Segal-Bargmann transform Gs,τ and the free inverse Segal-

Bargmann transform Hs,τ appearing in Theorem 1.6 have explicit formulas, which we first de-

scribe.
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Definition 4.9. Let L0 be the pseudodifferential operator on C[u, u−1;v] from Definition 3.7.

We define the free Segal-Bargmann transform to be the map Gs,τ : C[u, u−1]→ C[u, u−1] given

by

Gs,τ = πs−τ ◦ e
τ
2
L0 . (4.22)

and we define the free inverse Segal-Bargmann transform to be the map Hs,τ : C[u, u−1] →

C[u, u−1] given by

Hs,τ = πs ◦ e−
τ
2
L0 . (4.23)

Before proving Theorem 1.6, we require the following result.

Theorem 4.10. Let s > 0 and τ = t+ iθ ∈ D(s, s). For any P ∈ C[u, u−1;v],

‖PN − [πsP ]N‖2

L2(ρ
SO(N,R)
s )

= O

(
1

N2

)
, and (4.24)

‖PN − [πs−τP ]N‖2

L2(µ
SO(N,C)
s,τ )

= O

(
1

N2

)
. (4.25)

This result shows that with respect to the heat kernel measure, the space of trace polyno-

mials concentrates onto the space of polynomials as N →∞.

Proof. We first show (4.25). It suffices to prove the result for polynomials of the form P (u;v) =

ukQ(v) for k ∈ Z and Q ∈ C[v]; (4.25) then holds on all of C[u, u−1;v] by the triangle

inequality. For such a polynomial,

P (u;v)− πs−τP (u;v) = uk[Q(v)− πs−τQ] = ukRs−τ ,
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where we let Rs−τ = Q− πs−τQ. Hence for A ∈ SO(N,C),

‖PN(A)− [πs−τP ]N(A)‖2
MN (C) = tr

(
Ak[Rs−τ ]N(A)[Rs−τ ]N(A)∗A∗k

)
= tr(AkA∗k)[Rs−τ ]N(A)[Rs−τ ]N(A)∗

= [vε(k,k)ι(Rs−τ )ι
∗(Rs−τ )]N(A). (4.26)

Along with intertwining formula (3.86), this allows us to compute

‖PN − [πs−τP ]N‖2

L2(µ
SO(N,C)
s,τ )

= e
1
2
ASO(N,C)
s,τ

(
‖PN − [πs−τP ]N‖2

MN (C)

)
(IN) (4.27)

=
(
eL̃

s,τ
0 + 1

N
L̃s,τ1 + 1

N2 L̃
s,τ
2 (vε(k,k)ι(Rs−τ )ι

∗(Rs−τ ))
)

(1) (4.28)

By the triangle inequality, the last line is bounded by

∣∣∣(eD̃s,τN (vε(k,k)ι(Rs−τ )ι
∗(Rs−τ ))

)
(1)−

(
eL̃

s,τ
0 + 1

N
L̃s,τ1 (vε(k,k)ι(Rs−τ )ι

∗(Rs−τ ))
)

(1)
∣∣∣ (4.29)

+
∣∣∣(eL̃s,τ0 + 1

N
L̃s,τ1 (vε(k,k)ι(Rs−τ )ι

∗(Rs−τ ))
)

(1)
∣∣∣ . (4.30)

If m = deg vε(k,k)ι(Rs−τ )ι
∗(Rs−τ ), we can interpret (4.29) as the evaluation of the linear func-

tional ϕ(R) = R(1) on Wm, so by Corollary 4.2,∣∣∣∣ (eD̃s,τN (vε(k,k)ι(Rs−τ )ι
∗(Rs−τ ))

)
(1)−

(
eL̃

s,τ
0 + 1

N
L̃s,τ1 (vε(k,k)ι(Rs−τ )ι

∗(Rs−τ ))
)

(1)

∣∣∣∣
= O

(
1

N2

)
. (4.31)

To bound (4.30), recall from Theorem 3.20 that L̃s,τ0 + 1
N
L̃s,τ1 is a first-order differential operator

on Wm, so eL̃
s,τ
0 + 1

N
L̃s,τ1 is an algebra homomorphism, i.e.

eL̃
s,τ
0 + 1

N
L̃s,τ1 (vε(k,k)ι(Rs−τ )ι

∗(Rs−τ ))

= eL̃
s,τ
0 + 1

N
L̃s,τ1 vε(k,k) · eL̃

s,τ
0 + 1

N
L̃s,τ1 ι(Rs−τ ) · eL̃

s,τ
0 + 1

N
L̃s,τ1 ι∗(Rs−τ ). (4.32)
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For any T ∈ W ,

∣∣∣(eL̃s,τ0 + 1
N
L̃s,τ1 T )(1)

∣∣∣ ≤ ∣∣∣(eL̃s,τ0 + 1
N
L̃s,τ1 T )(1)− (eL̃

s,τ
0 T )(1)

∣∣∣+
∣∣∣(eL̃s,τ0 T )(1)

∣∣∣ (4.33)

By Corollary 4.2, the first term on the right side of (4.33) is O(1/N), while the second term is a

constant not depending on N . Moreover, by Lemma 4.7,

(eL̃
s,τ
0 ι(Rs−τ ))(1) = (eL̃

s,τ
0 ι∗(Rs−τ ))(1) = 0. (4.34)

Applying (4.33) to each term in the product in (4.32) and using (4.34), we have that (4.30) is

O(1/N2). Combining this with (4.31) shows (4.25).

Finally, observe that s
2
∆SO(N,R) = 1

2
ASO(N,C)
s,0 . Setting τ = 0 in (4.27) and restricting to

SO(N,R) shows (4.24).

We can now prove Theorem 1.6 for SO(N,R).

Proof of Theorem 1.6 for SO(N,R). Let f ∈ C[u, u−1]. Using Theorem 1.5 to rewrite the term

B
SO(N,R)
s,τ fN and applying the triangle inequality, we have

‖BSO(N,R)
s,τ fN − [Gs,τf ]N‖L2(µ

SO(N,C)
s,τ )

= ‖[e
τ
2
D(1)
N f ]N − [πs−τ ◦ e

τ
2
L0f ]N‖L2(µ

SO(N,C)
s,τ )

≤ ‖[e
τ
2
D(1)
N f ]N − [e

τ
2
L0f ]N‖L2(µ

SO(N,C)
s,τ )

(4.35)

+ ‖[e
τ
2
L0f ]N − [πs−τ ◦ e

τ
2
L0f ]N‖L2(µ

SO(N,C)
s,τ )

.

(4.36)

By Theorem 4.10, (4.36) is O(1/N), so it remains to show that

‖[e
τ
2
D(1)
N f ]N − [e

τ
2
L0f ]N‖2

L2(µ
SO(N,C)
s,τ )

= O

(
1

N2

)
. (4.37)
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To this end, let m = deg f and R(N) = e
τ
2
D(1)
N f − e τ2L0f ∈ Cm[u, u−1;v]. Recalling (1.10) and

the sesquilinear form B of Lemma 3.21, we have

‖[e
τ
2
D(1)
N f ]N − [e

τ
2
L0f ]N‖2

L2(µ
SO(N,C)
s,τ )

= ‖[R(N)]N‖2

L2(µ
SO(N,C)
s,τ )

= e
1
2
ANs,τ

(
‖[R(N)]N‖2

MN (C)

)
(IN)

=
(
eD̃

s,τ
N B(R(N), R(N))

)
(1). (4.38)

Fix norms ‖ · ‖W2m and ‖ · ‖Cm[u,u−1;v] on W2m and Cm[u, u−1;v], respectively. By Corollary 4.2

applied to the linear functional ϕ(P ) = P (1) on W2m, there exists a constant C = C(m, s, τ)

(not dependent on N ) such that

∣∣∣(eD̃s,τN B(R(N), R(N))
)

(1)−
(
eL̃

s,τ
0 B(R(N), R(N))

)
(1)
∣∣∣ ≤ C

N
||B(R(N), R(N))‖W2m . (4.39)

Next, using the linear functional ψ(P ) =
(
e
τ
2
L0P )

)
(1) on W2m, we have

∣∣∣(eL̃s,τ0 B(R(N), R(N))
)

(1)
∣∣∣ ≤ ‖ψ‖W ∗2m‖B(R(N), R(N))‖W2m . (4.40)

Putting (4.37), (4.39), and (4.40) together yields

‖[e
τ
2
D(1)
N f ]N − [e

τ
2
L0f ]N‖2

L2(µ
SO(N,C)
s,τ )

≤
(
‖ψ‖W ∗2m +

C

N

)
‖B(R(N), R(N))‖W2m . (4.41)

Since B : Cm[u, u−1;v] × Cm[u, u−1;v] → W2m is a sesquilinear form with finite domain and

range, there exists a constant C ′ = C ′(m) (not dependent on N ) such that

‖B(P,Q)‖W2m ≤ C ′‖P‖Cm[u,u−1;v]‖Q‖Cm[u,u−1;v] for all P,Q ∈ Cm[u, u−1;v]. (4.42)

A final application of Corollary 4.2 shows that there exists a constant C ′′ depending on L0, L(1)
1 ,

L(1)
2 , τ , ‖ · ‖Cm[u,u−1;v], and f , but again, not on N , such that

‖R(N)‖Cm[u,u−1;v] = ‖e
τ
2
D(1)
N f − e

τ
2
L0f‖Cm[u,u−1;v] ≤

C ′′

N
. (4.43)
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Hence

‖B(R(N), R(N))‖W2m ≤ ‖R(N)‖2
Cm[u,u−1;v] ≤

(C ′′)2

N2
. (4.44)

Combining (4.41) and (4.44) proves (4.37).

To prove (1.18), we observe that (B
SO(N,R)
s,τ )−1fN |SO(N,R) = e−

τ
2

∆SO(N,R)fN . By a similar

triangle inequality argument using (4.24), it suffices to show

‖[e−
τ
2
D(1)
N f ]N − [e−

τ
2
L0f ]N‖2

L2(ρ
SO(N,R)
s )

= O

(
1

N2

)
. (4.45)

Replacing τ with −τ in the definition of R(N) and (s, τ) with (s, 0) from (4.38) onwards, the

same argument as above proves (4.45).

For uniqueness, we first define seminorms on C[u, u−1;v] by

‖P‖(1)
s,N = ‖PN‖L2(ρ

SO(N,R)
s )

, ‖P‖(2)
s,N = ‖PN‖L2(ρ

U(N)
s )

, (4.46)

‖P‖(1)
s,τ,N = ‖PN‖L2(µ

SO(N,C)
s,τ )

, ‖P‖(2)
s,τ,N = ‖PN‖L2(µ

GLN (C)
s,τ )

. (4.47)

In addition, for β = 1, 2, define the seminorms

‖P‖(β)
s = lim

N→∞
‖P‖(β)

s,N (4.48)

‖P‖(β)
s,τ = lim

N→∞
‖P‖(β)

s,τ,N (4.49)

In [9, Lemma 4.7], it was shown that for β = 2, the seminorms (4.48) and (4.49) are norms

when restricted to C[u, u−1]. Since

‖P‖(1)
s = ‖P‖(2)

s (4.50)

it follows that the seminorm (4.48) is also a norm on C[u, u−1] for β = 1. An argument com-

pletely analogous to the one used in [9, Lemma 4.7] to prove that ‖P‖(2)
s,τ is a norm on C[u, u−1]
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shows that ‖P‖(1)
s,τ is a norm on C[u, u−1]. Hence, if gs,τ , g′s,τ ∈ C[u, u−1] both satisfy

‖BSO(N,R)
s,τ fN − [gs,τ ]N‖2

L2(µ
SO(N,C)
s,τ )

= O

(
1

N2

)
= ‖BSO(N,R)

s,τ fN − [g′s,τ ]N‖2

L2(µ
SO(N,C)
s,τ )

,

the triangle inequality implies that

‖gs,τ − g′s,τ‖L2(µ
SO(N,C)
s,τ )

= O

(
1

N2

)
. (4.51)

Taking N →∞ shows that ‖gs,τ − g′s,τ‖
(1)
s,τ = 0. Since ‖ · ‖(1)

s,τ is a norm on C[u, u−1], it follows

that gs,τ = g′s,τ . A similar argument shows that Hs,τf is the unique polynomial satisfying

(1.18).

Example 4.11. Set P (u;v) = u2 ∈ C[u, u−1]. Then we can show that

BSO(N,R)
s,τ PN(A) =

1

N
(1− e−τ )IN +

1

2
e−τ (1 + e

2τ
N )A2 − N

2
e−τ (−1 + e

2τ
N )A trA, (4.52)

via the same method used in [9, Example 3.5]. By the intertwining formula B
SO(N,R)
s,τ PN =

e
τ
2

∆SO(N,R)PN = [e
τ
2
D(1)
N P ]N , this corresponds to the trace polynomial

(e
τ
2
D(1)
N P )(u;v) =

1

N
(1− e−τ ) +

1

2
e−τ (1 + e

2τ
N )u2 − N

2
e−τ (−1 + e

2τ
N )uv1 (4.53)

= e−τ (u2 − τuv1) +O

(
1

N2

)
. (4.54)

By Theorem 4.10, we compute Gs,τP by evaluating the traces in e
τ
2
D(1)
N P at the moments νs−τ

and taking the large-N limit of the resulting polynomial. Since ν1(s−τ) = e−(s−τ)/2, this yields

Gs,τP (u) = e−τ (u2 − τe−(s−τ)/2u). (4.55)

In [9, Example 3.5], it was shown that for the unitary case (with τ = t > 0),

(e
t
2
D(2′)
N P )(u;v) = e−t cosh(t/N)u2 −Ne−t sinh(t/N)uv1 (4.56)

= e−τ (u2 − τuv1) +O

(
1

N2

)
, (4.57)
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which also results in the same expression for Gs,tP .

This chapter contains material that has been accepted for publication in the Journal of

Functional Analysis, 2020, Chan, Alice Z. The dissertation author was the sole author of this

paper.
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Chapter 5

The Segal-Bargmann transform on Sp(N)

In this section, we prove the Sp(N) version of Theorems 1.4, 1.5, and 1.6. which com-

prise our main results. We begin with a slight digression and show that Sp(N) can also be

realized as a subset of N ×N quaternion matrices. This allows us to easily identify a particular

orthonormal basis of sp(N) ⊆ M2N(C) which we use to compute a set of magic formulas used

in the proofs of our intertwining formulas for e
τ
2

∆Sp(N) and e
1
2
ASp(N,C)
s,τ . These magic formulas

share key similarities with the magic formulas for SO(N,R). Consequently, many of the results

for the Sp(N) case can proven using techniques similar to those used in the SO(N,R) case,

and so we do not always provide the full details. We conclude by showing that when Sp(N) is

realized as a subset of MN(H), a version of the magic formulas and intertwining formulas for

∆Sp(N) also hold.
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5.1 Two realizations of the compact symplectic group

The quaternion algebra H is the four-dimensional associative algebra over R spanned by

1, i, j, and k satisfying the relations

i2 = j2 = k2 = −1

and

ij = k, ji = −k,

jk = i, kj = −i,

ki = j, ik = −j.

We denote the quaternion conjugate of q ∈ H by q∗. That is, if q = a1 + bi + cj + dk,

then q∗ = a1 − bi − cj − dk. If A ∈ MN(H), we define the adjoint of A to be the matrix A∗

defined by (A∗)i,j = (Aj,i)
∗. For each N ≥ 1, we define S̃p(N) as

S̃p(N) = {A ∈MN(H) : A∗A = IN}. (5.1)

Its Lie algebra is

s̃p(N) = {X ∈ MN(H) : X∗ = −X}, (5.2)

which we endow with the real inner product

〈X, Y 〉s̃p(N) = 2N Re Tr(X∗Y ) for all X, Y ∈ s̃p(N). (5.3)

Let

CN =

{
1√
4N

(Ea,b + Eb,a)

}
1≤a<b≤N

∪
{

1√
2N

Ea,a

}
1≤a≤N

,
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where Ea,b ⊆ MN(H) is the N ×N matrix with a 1 in the (a, b) entry and zeros elsewhere. An

orthonormal basis for s̃p(N) with respect to this inner product is

βs̃p(N) =

{
1√
4N

(Ea,b − Eb,a)
}

1≤a<b≤N
∪ iCN ∪ jCN ∪ kCN . (5.4)

From (5.1), we see that S̃p(N) is the unitary group over the quaternions. We now ex-

plicitly construct a (real) Lie group isomorphism between S̃p(N) and Sp(N). While S̃p(N) is,

in some sense, the more natural realization of the compact symplectic group, for our purposes

it is easier to work with the definition given in (2.5). In particular, the complexification of the

compact symplectic group is more readily understood when Sp(N) is realized as a subset of

M2N(C) rather than of MN(H).

The material presented below is standard (cf. [26]); we include it here for convenience.

First, observe that we can realize H as a subalgebra of M2(C). We do so by letting

ψ : H→ M2(C) denote the injective homomorphism

H 3 q = a1 + bi + cj + dk 7→

 a+ di −b− ci

b− ci a− di

 ∈ M2(C). (5.5)

The map ψ preserves conjugation: ψ(q∗) = ψ(q)∗ for all q ∈ H, where we take the quaternion

conjugate on the left and the complex conjugate transpose on the right. Moreover, note that we

can write a matrix of the form (5.5) as  α −β

β α

 (5.6)

for some α, β ∈ C, and any matrix of this form corresponds to a q ∈ H.
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Now define a map Φ : MN(H)→ M2N(C) by

Φ([qi,j]1≤i,j≤N) = [ψ(qi,j)]1≤i,j≤N .

By the properties of block multiplication, Φ is an algebra homomorphism. Since ψ is one-to-

one, it follows that Φ is also one-to-one. Moreover, since ψ preserves conjugation, so does Φ: if

A ∈ MN(H), then Φ(A∗) = Φ(A)∗, where again we take the quaternion conjugate transpose on

the left and the complex conjugate transpose on the right.

Consequently, if A ∈ S̃p(N) ⊆ MN(H), so that A∗A = IN , then

Φ(A)∗Φ(A) = Φ(A∗)Φ(A) = Φ(A∗A) = I2N .

Hence

Φ(S̃p(N)) = {Z ∈M2N(C) : Z∗Z = I2N and ∃ A ∈ MN(H) such that Φ(A) = Z}. (5.7)

We would like to show that Φ(S̃p(N)) = Sp(N), which would imply that Sp(N) ∼= S̃p(N) as

groups. Recall that since A ∈ Sp(N) is unitary and Ω−1 = −Ω, we can rewrite the definition of

Sp(N) as follows:

Sp(N) = {Z ∈M2N(C) : Z∗Z = I2N ,−ΩZΩ = Z}. (5.8)

Comparing (5.7) and 5.8, we see that it suffices to show that

Z = Φ(A) for some A ∈ MN(H) ⇔ −ΩZΩ = Z. (5.9)

We need the following lemma.

Lemma 5.1. Let B ∈ M2(C). Then −Ω0BΩ0 = B if and only if B =

 α −β

β α

 for some

α, β ∈ C.
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Proof. Direct computation.

Consequently, for Z ∈M2N(C),

[−ΩZΩ]i,j =
∑

1≤k,`≤N

[Ω]i,k[Z]k,`[Ω]`,j = −Ω0[Z]i,jΩ0, (5.10)

where [Z]i,j denotes the (i, j)th 2×2 block of Z. By Lemma 5.1, we see that for each 1 ≤ i, j ≤

N , there exists qi,j ∈ H such that ψ(qi,j) = [Z]i,j precisely when −ΩZΩ = Z.

Theorem 5.2. The map Φ|S̃p(N) : S̃p(N)→ Sp(N) is a Lie group isomorphism.

Proof. The preceding discussion shows that Φ|S̃p(N) is a group isomorphism. It remains to be

shown that Φ|S̃p(N) and Φ|−1

S̃p(N)
are smooth, but this is clear from the definition of Φ.

The inner products (2.10) and (5.3) for sp(N) and s̃p(N), resp., are related by Φ. For

X ∈ MN(H), note that

Re TrX =
1

2
Re Tr Φ(X) =

1

2
Tr Φ(X). (5.11)

Hence for X, Y ∈ s̃p(N),

〈X, Y 〉s̃p(N) = 2N Re Tr(XY ∗) = N Tr(Φ(XY ∗)) = N Tr(Φ(X)Φ(Y )∗) = 〈Φ(X),Φ(Y )〉sp(N) .

(5.12)

In particular, if βs̃p(N) is an orthonormal basis for s̃p(N) ⊆ MN(H) with respect to (5.2), then

Φ(βs̃p(N)) is an orthonormal basis for sp(N) ⊆ M2N(C) with respect to (2.10).
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5.2 Magic formulas and derivative formulas

Proposition 5.3 (Magic formulas for Sp(N)). Let βsp(N) be any orthonormal basis for sp(N)

with respect to the inner product (2.10). For any A,B ∈ M2N(C),

∑
X∈βsp(N)

X2 = −2N + 1

2N
I2N = −I2N −

1

2N
I2N (5.13)

∑
X∈βsp(N)

XAX = − 1

2N
ΩAᵀΩ−1 − t̃r(A)I2N (5.14)

∑
X∈βsp(N)

t̃r(XA)X =
1

4N2
(ΩAᵀΩ−1 − A) (5.15)

∑
X∈βsp(N)

t̃r(XA)t̃r(XB) =
1

4N2
(t̃r(ΩAᵀΩB)− t̃r(AB)) (5.16)

Proof. As with the magic formulas for SO(N,R), the quantities on the left hand side of (5.13),

(5.14), (5.15), and (5.16) are independent of choice of orthonormal basis. Thus we may compute

with respect to the orthonormal basis βsp(N) := Φ(βs̃p(N)), where βs̃p(N) is the orthonormal basis

described in (5.4).

We will use the following notation: for A ∈ M2N(C), let [A]i,j denote the (i, j)th 2 × 2

submatrix, and let Ai,jk,` denote the (k, `)th entry of [A]i,j . If Ea,b ⊆ MN(H) is an elementary

matrix and γ ∈ {1, i, j,k} ⊆ H,

F γ
a,b := Φ(γEa,b) ∈M2N(C). (5.17)

Observe that [F γ
a,b]

i,j contains all zeros unless (i, j) = (a, b), in which case it is equal to one of

ψ(1) =

 1 0

0 1

 , ψ(i) =

 0 −1

1 0

 , ψ(j) =

 0 −i

−i 0

 , ψ(k) =

 i 0

0 −i

 ,
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depending on whether γ equals 1, i, j, or k, respectively.

Equation (5.13) follows from (5.14). For (5.14), we have

∑
X∈βsp(N)

XAX =
1

4N

∑
1≤a,b≤N

∑
γ∈{1,i,j,k}

F γ
a,bAF

γ
a,b

− 1

4N

∑
1≤a,b≤N

F 1
a,bAF

1
b,a −

∑
γ∈{i,j,k}

F γ
a,bAF

γ
b,a

 (5.18)

For 1 ≤ a, b, c, d, i, j ≤ N , we have

[F γ
a,bAF

γ
c,d]

i,j =
∑

1≤k,`≤N

[F γ
a,b]

i,k[A]k,`[F γ
c,d]

`,j = [F γ
a,b]

i,b[A]b,c[F γ
c,d]

c,j (5.19)

=


02 i 6= a or j 6= d

ψ(γ)[A]b,cψ(γ) i = a and j = d

(5.20)

A straightforward computation shows that

ψ(1)[A]b,cψ(1) =

 Ab,c1,1 Ab,c1,2

Ab,c2,1 Ab,c2,2

 , ψ(i)[A]b,cψ(i) =

 −Ab,c2,2 Ab,c2,1

Ab,c1,2 −A
b,c
1,1

 (5.21)

ψ(j)[A]b,cψ(j) =

 −Ab,c2,2 −A
b,c
2,1

−Ab,c1,2 −A
b,c
1,1

 , ψ(k)[A]b,cψ(k)

 −Ab,c1,1 Ab,c1,2

Ab,c2,1 −A
b,c
2,2

 (5.22)

Hence for the first term on the right hand side of (5.18),

 ∑
1≤a,b≤N

∑
γ∈{1,i,j,k}

F γ
a,bAF

γ
a,b

i,j =

 ∑
γ∈{1,i,j,k}

F γ
i,jAF

γ
i,j

i,j = 2

 −Aj,i2,2 Aj,i1,2

Aj,i2,1 −A
j,i
1,1

 . (5.23)
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For the second term on the right hand side of (5.18), the (i, j)th block is 02 for i 6= j. For i = j, ∑
1≤a,b≤N

F 1
a,bAF

1
b,a −

∑
γ∈{i,j,k}

F γ
a,bAF

γ
b,a

i,j =

 N∑
b=1

F 1
i,bAF

1
b,i −

∑
γ∈{i,j,k}

F γ
i,bAF

γ
b,i

i,j

(5.24)

=
N∑
b=1

[A]b,b −
∑

γ∈{i,j,k}

ψ(γ)[A]b,bψ(γ)


(5.25)

= 2
N∑
b=1

 Ab,b1,1 + Ab,b2,2 0

0 Ab,b1,1 + Ab,b2,2

 (5.26)

= 2 Tr(A)I2. (5.27)

Putting this together, we have

 ∑
X∈βsp(N)

XAX

i,j =
1

2N



 −A
j,i
2,2 Aj,i1,2

Aj,i2,1 −A
j,i
1,1

 i 6= j

 −A
j,i
2,2 Aj,i1,2

Aj,i2,1 −A
j,i
1,1

− Tr(A)I2 i = j.

(5.28)

On the other hand, we can compute

[
− 1

2N
ΩAᵀΩ−1 − t̃r(A)I2N

]i,j
= − 1

2N


Ω0([A]j,i)ᵀΩ−1

0 i 6= j,

Ω0([A]j,i)ᵀΩ−1
0 − Tr(A)I2 i = j.

(5.29)

Multiplying out (5.29) and comparing with (5.28) proves (5.14).
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Next, for (5.15), we again use the basis βsp(N) to compute

∑
X∈βsp(N)

t̃r(XA)X =
1

4N

∑
1≤a,b≤N

∑
γ∈{1,i,j,k}

t̃r(F γ
a,bA)F γ

a,b (5.30)

− 1

4N

∑
1≤a,b≤N

t̃r(F 1
a,bA)F 1

b,a −
∑

γ∈{i,j,k}

t̃r(F γ
a,bA)F γ

b,a

 . (5.31)

For 1 ≤ a, b ≤ N , a simple calculation shows that

t̃r(F 1
a,bA) =

1

2N
(Ab,a1,1 + Ab,a2,2), t̃r(F i

a,bA) =
1

2N
(Ab,a1,2 − A

b,a
2,1) (5.32)

t̃r(F j
a,bA) = − i

2N
(Ab,a1,2 + Ab,a2,1), t̃r(F k

a,bA) =
i

2N
(Ab,a1,1 − A

b,a
2,2), (5.33)

The (i, j)th block of the right hand side of (5.30) is thus 1

4N

∑
1≤a,b≤N

∑
γ∈{1,i,j,k}

t̃r(F γ
a,bA)F γ

a,b

i,j =
1

4N

t̃r(F 1
i,jA)F 1

i,j +
∑

γ∈{i,j,k}

t̃r(F γ
i,jA)F γ

i,j

i,j

(5.34)

=
1

4N2

 Aj,i2,2 −A
j,i
1,2

−Aj,i2,1 Aj,i1,1

 . (5.35)

Similarly, the (i, j)th block of (5.31) is 1

4N

∑
1≤a,b≤N

t̃r(F 1
a,bA)F 1

b,a −
∑

γ∈{i,j,k}

t̃r(F γ
a,bA)F γ

b,a

i,j =
1

4N

[
t̃r(F 1

j,iA)F 1
i,j

−
∑

γ∈{i,j,k}

t̃r(F γ
j,iA)F γ

i,j

]i,j
(5.36)

=
1

4N2

 Ai,j1,1 Ai,j1,2

Ai,j2,1 Ai,j2,2

 . (5.37)
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Combining our computations,

 ∑
X∈βsp(N)

t̃r(XA)X

i,j =
1

4N2

 Aj,i2,2 − A
i,j
1,1 −A

j,i
1,2 − A

i,j
1,2

−Aj,i2,1 − A
i,j
i,j Aj,i1,1 − A

i,j
2,2

 (5.38)

Again, we can expand

[
1

4N2
(ΩAᵀΩ−1 − A)

]i,j
=

1

4N2
[−Ω0([A]j,i)ᵀΩ−1

0 − A]i,j (5.39)

to see that this is equivalent to (5.38). This proves (5.15); multiplying on the right by B ∈

M2N(C) and taking t̃r proves (5.16).

While Proposition 5.3 holds for all A,B ∈ M2N(C), we now restrict to the case in which

A and B are in Sp(N) or Sp(N,C). Note that for A ∈ Sp(N,C), ΩAᵀΩ−1 = A−1.

The magic formulas for Sp(N) allow us to compute the following derivative formulas,

as in the SO(N,R) case.

Proposition 5.4 (Derivative formulas for Sp(N)). The following identities hold on Sp(N) and

Sp(N,C):

∆Sp(N)A
m = 1m≥2

[
− 1

N

m−1∑
j=1

(m− j)Am−2j − 2
m−1∑
j=1

(m− j)t̃r(Aj)Am−j
]

+

(
−1− 1

2N

)
mAm, m ≥ 0 (5.40)

∆Sp(N)A
m = 1m≤−2

[
− 1

N

−1∑
j=m+1

(−m+ j)Am−2j − 2
−1∑

j=m+1

(−m+ j)t̃r(Aj)Am−j

]

−
(
−1− 1

2N

)
mAm, m < 0 (5.41)

∑
X∈βsp(N)

X̃ t̃r(Am) · X̃Ap =
mp

4N2
(Ap−m − Ap+m), m, p ∈ Z. (5.42)
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Proof. For m ≥ 0, we use (3.18) and magic formulas (5.83) and (5.84) to sum over all X ∈

βSp(N):

∆Sp(N)A
m = 21m≥2

∑
X∈βso(N,R)

∑
k,j 6=0

k+j+`=m

AkXAjXA` +
∑

X∈βso(N,R)

m∑
j=1

AjX2Am−j

= 21m≥2

∑
k,j 6=0

k+j+`=m

[
− 1

2N
Ak(Aj)∗A` − t̃r(Aj)Ak+`

]
− m(2N + 1)

2N
Am

= 1m≥2

[
− 1

N

m−1∑
j=1

(m− j)Am−2j − 2
m−1∑
j=1

(m− j)t̃r(Aj)Am−j
]

+

(
−1− 1

2N

)
mAm.

For m < 0, we use (3.13) and magic formulas (5.83) and (5.84) to sum over all X ∈

βSp(N):

∆Sp(N)A
m = 21m≥2

∑
X∈βso(N,R)

∑
k,`<0,j≤0
j+k+`=m

AkXAjXA` +
∑

X∈βso(N,R)

0∑
j=m+1

AjX2Am−j

= 21m≥2

∑
k,`<0,j≤0
j+k+`=m

[
− 1

2N
Ak(Aj)∗A` − t̃r(Aj)Ak+`

]
+
m(2N + 1)

2N
Am

= 1m≤−2

[
− 1

N

−1∑
j=m+1

(−m+ j)Am−2j − 2
−1∑

j=m+1

(−m+ j)t̃r(Aj)Am−j

]

−
(
−1− 1

2N

)
mAm.

Finally, comparing the magic formulas (3.7) and (5.15), we see that the proof of (5.42)

is identical to that of (3.17).

5.3 Intertwining formulas for ∆Sp(N)

The derivative formulas allow us to prove the intertwining formula for ∆Sp(N).
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Proof of Theorem 1.4 for Sp(N). We proceed as in the proof of Theorem 1.4 for the SO(N,R)

case. Again, it suffices to show that ∆Sp(N)PN = [D(4)
N P ]N holds for P (u;v) = umq(v), where

m ∈ Z \ {0} and q ∈ C[v]. Then PN = Wm · q(V), and by the product rule,

∆Sp(N)PN = (∆Sp(N)Wm) · q(V) + 2
∑

X∈βsp(N)

X̃Wm · X̃q(V) +Wm · (∆Sp(N)q(V)) (5.43)

For the first term in (5.43), we consider the cases m ≥ 0 and m < 0 separately. For

m ≥ 0, we apply (5.40) to get

(∆Sp(N)Wm) · q(V) = −m(2N + 1)

2N
Wm · q(V)

+ 1m≥2

[
− 1

N

m−1∑
k=1

(m− k)Wm−2k − 2
m−1∑
k=1

(m− k)VkWm−k

]
q(V)

= −2N + 1

2N

[
u
∂

∂u
R+P

]
N

+
1

2N

[
−2

(
∞∑
k=1

u−k+1R+ ∂

∂u
Mu−kR+

)
P

]
N

− 2

[(
∞∑
k=1

vkuR+ ∂

∂u
Mu−kR+

)
P

]
N

= −2N + 1

2N

[
u
∂

∂u
R+P

]
N

− 1

N
[Z+

2 P ]N − 2[Y+
1 P ]N . (5.44)

Similarly, for m < 0, we apply (5.41) to get

(∆Sp(N)Wm) · q(V) =
2N + 1

2N

[
u
∂

∂u
R−P

]
N

+
1

N
[Z−2 P ]N + 2[Y−1 P ]N .

Since Y+
1 ,Z+

2 annihilates C[u−1] while Y−1 ,Z−2 annihilates C[u], we have that for all m ∈ Z,

(∆Sp(N)Wm) · q(V) = −2N + 1

2N
[N1P ]N −

1

N
[Z2P ]N − 2[Y1P ]N . (5.45)

For the middle term in (5.43), we note the similarity between the derivative formulas
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(3.17) and (5.42) for the SO(N,R) and Sp(N) cases, resp. Hence, as in (3.41),

∑
X∈βsp(N)

X̃Wm · X̃q(V) =
1

4N2
[K1P ]N . (5.46)

For the last term in (5.43), we have, for each X ∈ βsp(N),

X̃2q(V) =
∑
|k|≥1

(
∂

∂vk
q

)
(V) · X̃2Vk +

∑
|j|,|k|≥1

(
∂2

∂vj∂vk
q

)
(V) · X̃Vj · X̃Vk., (5.47)

as with (3.42).

In summing the first term in (5.47) over X ∈ βsp(N), we break up the sum for positive

and negative k. Using (5.40) and (5.41), we have

∑
X∈βsp(N)

∞∑
k=1

(
∂

∂vk
q

)
(V) · X̃2Vk =− 2N + 1

2N

∞∑
k=1

kVk

(
∂

∂vk
q

)
(V)

− 1

N

∞∑
k=2

k−1∑
`=1

(k − `)Vk−2`

(
∂

∂vk
q

)
(V)

− 2
∞∑
k=2

k−1∑
`=1

(k − `)V`Vk−`
(

∂

∂vk
q

)
(V) (5.48)

and

∑
X∈βsp(N)

−1∑
k=−∞

(
∂

∂vk
q

)
(V) · X̃2Vk =

2N + 1

2N

−1∑
k=−∞

kVk

(
∂

∂vk
q

)
(V)

− 1

N

−2∑
k=−∞

−1∑
`=k+1

(k − `)Vk−2`

(
∂

∂vk
q

)
(V)

− 2
−2∑

k=−∞

−1∑
`=k+1

(−k + `)V`V−k−`

(
∂

∂vk
q

)
(V) (5.49)

Summing the second term in (5.47) over X ∈ βsp(N) and using magic formula (5.42)
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yields

∑
X∈βsp(N)

∑
|j|,|k|≥1

(
∂2

∂vj∂vk
q

)
(V) · X̃Vj · X̃Vk =

1

4N2

∑
|j|,|k|≥1

jk(Vk−j − Vk+j)

(
∂2

∂vj∂vk
q

)
(V)

(5.50)

Adding (5.48), (5.49), and (5.50) together and multiplying by Wm, we get

Wm · (∆Sp(N)q(V)) =

[(
−2N + 1

2N
N0 −

1

N
Z1 − 2Y2 +

1

4N2
K2

)
P

]
N

. (5.51)

Combining (5.45), (5.46), and (5.51) proves (1.13) for Sp(N). Equation (1.14) now

follows.

Proof of Theorem 1.5 for Sp(N). The proof for Sp(N) is entirely analogous to the proof for

SO(N,R). Using the intertwining formula for e
t
2

∆Sp(N) (1.14), we have e
τ
2

∆Sp(N)PN = [e
τ
2
D(4)
N P ]N .

Corollary 3.11 shows that [e
τ
2
D(4)
N P ]N is a well-defined trace polynomial on Sp(N), so its ana-

lytic continuation to Sp(N,C) is given by the same trace polynomial function. Hence [e
τ
2
D(4)
N P ]N ,

viewed as a holomorphic function on Sp(N,C), is the analytic continuation of e
τ
2

∆Sp(N)PN , and

so is equal to B
Sp(N)
s,τ PN .

5.4 Intertwining formulas for ASp(N,C)
s,τ

Theorem 5.5. Fix s ∈ R and τ = t + iθ ∈ C. There are collections {T s,τε : ε ∈ E },

{U s,τ
ε : ε ∈ E } such that for each ε ∈ E , T s,τε and U s,τ

ε are certain finite sums of monomials of

trace degree |ε| such that

ASp(N,C)
s,τ Vε = [T s,τε ]N +

1

N
[U s,τ

ε ]N , (5.52)
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Moreover, let {Ss,τε,δ : ε, δ ∈ E } ⊆ W be the collection of word polynomials from Theorem 3.19.

Then for ε, δ ∈ E ,

dsp(N)∑
`=1

[(
s− t

2

)
(X̃`Vε)(X̃`Vδ) +

t

2
(Ỹ`Vε)(Ỹ`Vδ)− θ(X̃`Vε)(Ỹ`Vδ)

]
=

1

N2
[Ss,τε,δ ]N , (5.53)

where βsp(N) = {X`}
dsp(N)

`=1 and Y` = iX`.

For the proof, we will employ the conventions, mutandis mutatis, as those used in the

proof of Theorem 3.19 (see the remarks following the theorem statement).

Proof. Fix a word ε = (ε1, . . . , εm) ∈ E . Then for each X ∈ β± and A ∈ Sp(N), we apply the

product rule twice to get

(X̃2Vε)(A) =
m∑
j=1

tr(Aε1 · · · (AX2)εj · · ·Aεm) (5.54)

+ 2
∑

1≤j<k≤m

tr(Aε1 · · · (AX)εj · · · (AX)εk · · ·Aεm). (5.55)

Applying magic formula (5.13) to each term in (5.55), we have

∑
X∈β±

tr(Aε1 · · · (AX2)εj · · ·Aεm) = ±2N + 1

2N
tr(Aε1 · · ·Aεj · · ·Aεm) = ±2N + 1

2N
Vε(A).

(5.56)

Summing over 1 ≤ j ≤ m now gives

∑
X∈β±

m∑
j=1

tr(Aε1 · · · (AX2)εj · · ·Aεm) =
2N + 1

2N
n±(ε)Vε(A), (5.57)

where n±(ε) ∈ Z and |n±(ε)| ≤ |ε| (where the integers n±(ε) are not necessarily the same as in

the SO(N,R) case). For (5.55), we can express each term in the sum as

tr(Aε1 · · · (AX)εj · · · (AX)εk · · ·Aεm) = ± tr(Aε
0
j,kXAε

1
j,kXAε

2
j,k), (5.58)
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so ε0
j,k, ε

1
j,k, and ε2

j,k are substrings of ε such that ε0
j,kε

1
j,kε

2
j,k = ε. Summing (5.58) over X ∈ β±

by magic formula (5.14), we have

∑
X∈β±

tr(Aε1 · · · (AX)εj · · · (AX)εk · · ·Aεm) = ±
[
− 1

2N
tr(Aε

0
j,k(Aε

1
j,k)−1Aε

2
j,k)

− tr(Aε
0
j,kAε

2
j,k) tr(Aε

1
j,k)

]
(5.59)

= ± 1

2N
Vε3j,k(A)± Vε0j,kε2j,k(A)Vε1j,k(A), (5.60)

where ε3
j,k is the word of length |ε| such that Vε3j,k(A) = tr(Aε

0
j,k(Aε

1
j,k)−1Aε

2
j,k). Thus summing

(5.55) over X ∈ β± gives∑
X∈β±

∑
1≤j<k≤m

tr(Aε1 · · · (AX)εj · · · (AX)εk · · ·Aεm) =
1

2N

∑
1≤j<k≤m

±Vε3j,k(A)

+
∑

1≤j<k≤m

±Vε1j,k(A)Vε0j,kε2j,k(A).

(5.61)

We define word polynomials corresponding to (5.61) by

T±ε,0 =
∑

1≤j<k≤m

±vε3j,k (5.62)

T±ε,1 =
∑

1≤j<k≤m

±vε0j,kε2j,kvε1j,k . (5.63)

Now if X ∈ β+ and Y = iX ∈ β−, then

(X̃Ỹ Vε)(A) =
i

2

m∑
j=1

± tr(Aε1 · · · (AX2)εj · · ·Aεm) (5.64)

+ i
∑

1≤j<k≤m

± tr(Aε1 · · · (AX)εj · · · (AX)εk · · ·Aεm). (5.65)

Summing (5.64) over X ∈ β+ and applying (5.83) gives

∑
X∈β+

m∑
j=1

± tr(Aε1 · · · (AX2)εj · · ·Aεm) =
2N + 1

2N
η(ε)Vε(A) (5.66)
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where η(ε) ∈ Z and |η(ε)| ≤ |ε|. In addition, summing (5.65) over X ∈ β+, we have∑
X∈β+

∑
1≤j<k≤m

± tr(Aε1 · · · (AX)εj · · · (AX)εk · · ·Aεm) =− 1

2N

∑
1≤j<k≤m

Vε3j,k(A)

−
∑

1≤j<k≤m

±Vε0j,kε2j,k(A)Vε1j,k(A).

(5.67)

We define corresponding word polynomials

Tε,2 = i
∑

1≤j<k≤m

±vε3j,k (5.68)

Tε,3 = i
∑

1≤j<k≤m

±vε0j,kε2j,kvε1j,k . (5.69)

Putting this together, we define

T s,τε =

(
s− t

2

)(
n+(ε)vε + 2T+

ε,1

)
+
t

2

(
n−(ε)vε + 2T−ε,1

)
− θ (iη(ε) + 2Tε,3) , (5.70)

U s,τ
ε =

(
s− t

2

)(
−n+(ε)

2
vε + T+

ε,0

)
+
t

2

(
−n−(ε)

2
vε + T−ε,0

)
− θ

(
−iη(ε)

2
+ Tε,2

)
.

(5.71)

By construction, T s,τε and U s,τ
ε are of the required form and satisfy (5.52).

The proof of (5.53) is essentially identical to that of Theorem 3.19(2); this is due to the

similarity of magic formulas (3.7) and (5.85) for SO(N,R) and Sp(N).

Theorem 5.6 (Intertwining formula for ASp(N,C)
s,τ ). Fix s ∈ R and τ = t + iθ ∈ C. Let

{T s,τε : ε ∈ E }, {U s,τ
ε : ε ∈ E }, and

{
Ss,τε,δ : ε, δ ∈ E

}
be as in Theorem 5.5, and L̃s,τ2 be as in

Theorem 3.20. Define first and second order differential operators

Cs,τ0 =
1

2

∑
ε∈E

T s,τε
∂

∂vε
(5.72)

Cs,τ1 =
1

2

∑
ε∈E

U s,τ
ε

∂

∂vε
(5.73)
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Then for all N ∈ N and P ∈ W ,

1

2
ASp(N,C)
s,τ PN =

[(
Cs,τ0 +

1

N
Cs,τ1 +

1

N2
L̃s,τ2

)
P

]
N

. (5.74)

Proof. For each X ∈ sp(N), we apply the chain rule to get

X̃2PN =
∑
ε∈E

X̃

[(
∂P

∂vε

)
(V) · (X̃Vε)

]

=
∑
ε∈E

(
∂P

∂vε

)
(V) · (X̃2Vε) +

∑
ε,δ∈E

(
∂2P

∂vε∂vδ

)
(V) · (X̃Vε)(X̃Vδ).

Hence

ASp(N,C)
s,τ PN =

∑
ε∈E

(
∂P

∂vε

)
(V) · ASp(N,C)

s,τ Vε

+
∑
ε,δ∈E

(
∂2P

∂vε∂vδ

)
(V)

dSO(N,R)∑
`=1

[(
s− t

2

)
(X̃`Vε)(X̃`Vδ)

+
t

2
(Ỹ`Vε)(Ỹ`Vδ)− θ(X̃`Vε)(Ỹ`Vδ)

]
.

The result now follows from Theorem 5.5.

5.5 Limit theorems for the Segal-Bargmann transform on

Sp(N)

In this section, we outline the proof of Theorem 1.6 for Sp(N). Since the techniques

used are similar to those used in Section 4 to prove the SO(N,R) case, we do not provide the

full details.

The following two lemmas are the analogues of Lemmas 4.5, 4.6, and 4.7 for Sp(N). The

proofs are very similar, and so are not included: the key concentration result is again Lemma 4.2,
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and the only change required is to replace intertwining formulas (1.13) and (3.86) for SO(N,R)

with intertwining formulas (1.13) and (5.74) for Sp(N) wherever applicable.

Lemma 5.7 (Lévy, [21]). For s > 0 and k ∈ Z,

lim
N→∞

∫
Sp(N)

tr(Ak) ρSp(N)
s (A) dA = νk (s) . (5.75)

Lemma 5.8. Let s > 0 and τ = t+ iθ ∈ D(s, s). For any Q ∈ C[v],

(
eC

s,τ
0 ι(Q)

)
(1) = πs−τQ. (5.76)

As in the proof of Theorem 1.6 for SO(N,R), we first require the following analogue of

Theorem 4.10.

Theorem 5.9. Let s > 0 and τ = t+ iθ ∈ D(s, s). For any P ∈ C[u, u−1;v],

‖PN − [πsP ]N‖2

L2(ρ
Sp(N)
s )

= O

(
1

N2

)
, and (5.77)

‖PN − [πs−τP ]N‖2

L2(µ
Sp(N,C)
s,τ )

= O

(
1

N2

)
. (5.78)

Proof. The proof is entirely analogous to the proof of Theorem 4.10. Again, we replace in-

tertwining formula (3.86) for ASO(N,C)
s,τ with intertwining formula (5.74) for ASp(N,C)

s,τ wherever

necessary. To show the Sp(N) version of (4.34) (where L̃s,τ0 is replaced with Cs,τ0 ), we use

Lemma 5.8 in place of Lemma 4.7. The remainder of the proof is the same.

Proof of Theorem 1.5 for Sp(N). The proof of the limit results (1.17) and (1.18) is very similar

to the SO(N,R) case (see p. 54), where we now use the polynomial S(N) = e
τ
2
D(4)
N f − e τ2L0f ∈

Cm[u, u−1;v] in place of R(N) and intertwining formula (5.74) in place of (3.86) in (4.38).
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To show uniqueness, we define seminorms on C[u, u−1;v] by

‖P‖(4)
s,N = ‖PN‖L2(ρ

Sp(N)
s )

, ‖P‖(4)
s,τ,N = ‖PN‖L2(µ

Sp(N,C)
s,τ )

, (5.79)

‖P‖(4)
s = lim

N→∞
‖P‖(4)

s,N , ‖P‖(4)
s,τ = lim

N→∞
‖P‖(4)

s,τ,N . (5.80)

Noting that

‖P‖(4)
s = ‖P‖(2)

s , (5.81)

the remainder of the proof proceeds as in the proof of uniqueness in Theorem 1.5 for SO(N,R).

5.6 Extending the magic formulas and intertwining formulas

to S̃p(N)

We conclude this section by showing a version of the magic formulas and intertwining

results for Sp(N) hold for S̃p(N) ⊆ MN(H). We have the following key relation:

t̃r(Φ(A)) = Re tr(A), A ∈ MN(H), (5.82)

which can be seen by the definition of ψ (see (5.5)).

Proposition 5.10 (Magic formulas for S̃p(N)). Let βs̃p(N) be any orthonormal basis for s̃p(N)
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with respect to the inner product (5.3). For any A,B ∈MN(H),

∑
X∈βs̃p(N)

X2 = −2N + 1

2N
IN = −IN −

1

2N
IN (5.83)

∑
X∈βs̃p(N)

XAX = − 1

2N
A∗ − Re tr(A)IN (5.84)

∑
X∈βs̃p(N)

Re tr(XA)X =
1

4N2
(A∗ − A) (5.85)

∑
X∈βs̃p(N)

Re tr(XA) Re tr(XB) =
1

4N2
(Re tr(A∗B)− Re tr(AB)) (5.86)

Proof. We begin with the observation that for A ∈ MN(H),

ΩΦ(A)ᵀΩ−1 = Φ(A∗). (5.87)

To see why this is the case, note that Lemma 5.1 directly implies that for q ∈ H,

Ω0ψ(q)ᵀΩ−1
0 = ψ(q∗).

Hence if A = [qi,j],

[ΩΦ(A)ᵀΩ−1]i,j =
∑

1≤k,`≤N

[Ω]i,k[Φ(A)ᵀ]k,`[Ω]`,j = [Ω]i,i[Φ(A)ᵀ]i,j[Ω]j,j

= Ω0ψ(qj,i)
ᵀΩ−1

0 = ψ(q∗j,i) = [Φ(A∗)]i,j,

which shows (5.87).

Recall that if βs̃p(N) is an orthonormal basis for s̃p(N), Φ(βs̃p(N)) is an orthonormal basis
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for sp(N). Let A ∈ MN(H). Using (5.14) and (5.82), we have

∑
X∈βs̃p(N)

Φ(XAX) =
∑

X∈βs̃p(N)

Φ(X)Φ(A)Φ(X)

= − 1

2N
ΩΦ(A)ᵀΩ−1 − t̃r(Φ(A))I2N

= − 1

2N
Φ(A∗)− Re tr(A)Φ(IN)

= Φ

(
− 1

2N
A∗ − Re tr(A)IN

)
.

Since Φ is injective, (5.84) follows. The proof of (5.85) is similar, and (5.83) and (5.86) follow

from (5.84) and (5.85), resp.

An S̃p(N) version of Theorem 1.4 also holds for an appropriately defined trace polyno-

mial functional calculus: for P ∈ C[u, u−1;v], we let P̃N : S̃p(N) → MN(H) be the function

defined by

P̃N(A) := P (u;v)|u=A,vk=Re tr(Ak),k 6=0. (5.88)

Proposition 5.11. Let P ∈ C[u, u−1;v] and A ∈ S̃p(N) ⊆ MN(H). Then

PN(Φ(A)) = Φ(P̃N(A)). (5.89)

Proof. It suffices to prove the result for P (u;v) = umvnk , with m,n, k ∈ Z and k 6= 0. Using

(5.82), we have

PN(Φ(A)) = Φ(A)mt̃r(Φ(A)k)n = Φ(Am)(Re tr(Ak))n = Φ(Am(Re tr(Ak))n) = Φ(P̃N(A)).

Using this proposition, we see that the intertwining formula for Sp(N) ⊆ MN(H) is a

direct consequence of the intertwining formula (1.13) for Sp(N) ⊆ M2N(C).
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Theorem 5.12 (Intertwining formulas). For any P ∈ C[u, u−1;v],

∆S̃p(N)P̃N =
[
D(4)
N P

]
N
. (5.90)

Moreover, for all τ ∈ C,

e
τ
2

∆
S̃p(N)P̃N = [e

τ
2
D(4)
N P ]N . (5.91)

Remark 5.13. We have seen that the magic formulas (5.10) for S̃p(N) can be derived from the

magic formulas (5.3) for Sp(N). However, the converse is not true. Suppose we only know that

the magic formula (5.84) holds. Applying Φ to both sides yields

∑
X∈βs̃p(N)

Φ(X)Φ(A)Φ(X) = − 1

2N
Φ(A)∗ − t̃r(Φ(A))I2N . (5.92)

We cannot replace Φ(A) with an arbitrary B ∈ M2N(C) in the formula above. For example,

consider

B =

 1 0

1 1

 ∈ Sp(1,C).

Then we can compute that

∑
Y ∈βsp(1)

Y BY =
1

2

 −3 0

1 −3

 6= 1

2

 −3 −1

0 −3

 = −1

2
B∗ − t̃r(B)I2.

This is another reason why it is more convenient to work with Sp(N) rather than S̃p(N).

This chapter contains material that has been accepted for publication in the Journal of

Functional Analysis, 2020, Chan, Alice Z. The dissertation author was the sole author of this

paper.
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Chapter 6

The Segal-Bargmann transform on SU(N)

In this final section, we analyze the Segal-Bargmann transform on the special unitary

group SU(N). This case uses many of the techniques from the U(N) case, studied in [9].

Consequently, we outline the main ideas required for the proofs of these results and do not

provide the full details.

We first prove the intertwining formulas for SU(N). As in the SO(N,R) and Sp(N)

cases, the basis of these results is a set of magic formulas. We recall the following set of magic

formulas for U(N), proven in [9].

Proposition 6.1 ([9, Proposition 3.1]). Let βu(N) be any orthonormal basis for u(N) with respect
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to the inner product defined by 〈X, Y 〉u(N) = N2 tr(XY ∗). For any A,B ∈ MN(C),

∑
X∈βu(N)

X2 = −IN (6.1)

∑
X∈βu(N)

XAX = − tr(A)IN (6.2)

∑
X∈βu(N)

tr(XA)X = − 1

N2
A (6.3)

∑
X∈βu(N)

tr(XA) tr(XB) = − 1

N2
tr(AB) (6.4)

The magic formulas for SU(N) follow easily from the magic formulas for U(N).

Proposition 6.2 (Magic formulas for SU(N)). Let βsu(N) be any orthonormal basis for su(N)

with respect to the inner product (2.9). For any A,B ∈ MN(C),

∑
X∈βsu(N)

X2 =

(
−1 +

1

N2

)
IN (6.5)

∑
X∈βsu(N)

XAX = − tr(A)IN +
1

N2
A (6.6)

∑
X∈βsu(N)

tr(XA)X = − 1

N2
A+

1

N2
tr(A)IN (6.7)

∑
X∈βsu(N)

tr(XA) tr(XB) = − 1

N2
tr(AB) +

1

N2
tr(A) tr(B) (6.8)

Proof. The expressions on the left side of (6.5), (6.6), (6.7), and (6.8) are independent of or-

thonormal basis chosen. Fix an orthonormal basis βsu(N) for su(N). Observe that the matrix

i
N
IN is an element of u(N) of unit norm such that

〈
i

N
IN , X

〉
u(N)

= 0 for all X ∈ su(N) ⊆ u(N).
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Hence βu(N) = βsu(N) ∪ { iN IN} is an orthonormal basis for u(N). Thus

∑
X∈βsu(N)

X2 =
∑

X∈βu(N)

X2 −
(
i

N
IN

)2

=

(
−1 +

1

N2

)
IN ,

which proves (6.5). The remaining magic formulas are proven similarly.

Proposition 6.3 (Derivative formulas for SU(N)). The following identities hold on SU(N) and

SL(N,C):

∆SU(N)A
m = −21m≥2

m−1∑
j=1

jAj tr(Am−j)−mAm +
m2

N2
Am, m ≥ 0 (6.9)

∆SU(N)A
m = 21m≤−2

−1∑
j=m+1

jAj tr(Am−j) +mAm +
m2

N2
Am, m < 0 (6.10)

∑
X∈βsu(N)

X̃ tr(Am) · X̃Ap =
mp

N2
(−Am+p + Ap tr(Am)), m, p ∈ Z. (6.11)

Proof. The proof of these results is essentially identical to the proofs of the corresponding

derivative formulas for U(N) in [9, Theorem 3.3]; one need only to replace the magic formulas

for U(N) by the magic formulas for SU(N) in the proof, wherever applicable.

The derivative formulas of Proposition 6.3 comprise the key ingredient for the intertwin-

ing formulas for ∆SU(N) and B
SU(N)
s,τ (Theorems 1.4 and 1.5). The proofs of these results are

entirely analogous to the corresponding results for U(N) (cf. [9, Theorems 1.18 and 1.9]). The

only change required in the proof is to replace the magic formulas and derivative formulas for

U(N) by the corresponding formulas for SU(N) from Propositions 6.2 and 6.3. By keeping

track of these changes, we see that for P ∈ C[u, u−1;v], the intertwining formula for ∆SU(N) is

∆SU(N)PN = [D(2)
N P ]N =

[(
L0 −

1

N2
(2K−1 +K−2 − J )

)
P

]
N

.

84



The only difference between this and (3.47), the intertwining formula for ∆U(N), is that for

SU(N), the 1/N2 term on the right hand side contains the additional operator J . This is a

consequence of the close relationship between the magic formulas for U(N) and SU(N).

Finally, our main result regarding the free Segal-Bargmann transform for SU(N), The-

orem 1.6, is proven in the same way as the corresponding result for U(N) (see [9, Theorem

1.11]); again, the only change necessary is the substitution of the magic and derivative formulas

for SU(N) in place of those for U(N) wherever required.

This chapter contains material that has been accepted for publication in the Journal of

Functional Analysis, 2020, Chan, Alice Z. The dissertation author was the sole author of this

paper.
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