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ABSTRACT OF THE DISSERTATION 

High Frequency Multiferroic Devices 

by 

Jinzhao Hu 

Doctor of Philosophy in Mechanical Engineering 

University of California, Los Angeles, 2020 

Professor Gregory P. Carman, Chair 

 

This dissertation focuses on high frequency multiferroic devices from both theoretical and 

experimental aspects. Some potential applications for high frequency multiferroic: antennas, logic 

and memory, will be presented in this dissertation. The introduction section provides a 

fundamental explanation on the multiferroic devices as well as the modeling methods for strain-

mediated multiferroic systems. Former researches indicate that the composites of piezoelectric 

substrate and the magnetoelastic material show great potential on reducing both the devices’ size 

as well as energy consumption. 

Part I of the dissertation shows multiferroics for antenna applications.  Conventionally, 

antennas such as dipoles and loops rely on an electromagnetic (EM) wave resonance. Therefore, 

the sizes of such antennas are within the same order of free space wavelength. Multiferroic antenna 

can transfer the EM wave into an acoustic wave, which has much smaller wavelength compared 

with the wavelength of the EM wave under the same frequency. In this way, multiferroic antennas 
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show a promising path for reducing the antenna system’s size, weight and volume.  Also, three 

multiferroic antennas: shear wave antenna, lamb wave antenna as well as tunable frequency 

broadband antenna are introduced in this section. The shear wave antenna and lamb wave antenna 

are studied experimentally, and the tunable frequency broadband antenna is studied theoretically. 

All of them show great potential on reducing the antenna’s size. 

Part II of this dissertation indicates other applications of multiferroic devices: logic and 

memory. For the logic aspects, a numerical simulation is performed on in-plane mode Bennett 

clocking systems. For memory aspects, a new concept for breaking the switch symmetry the high 

frequency control of the magnetization in nanodisk. In this part, a fully coupled finite element 

model is used to simulate the switch process of the magnetization in the nanodisks. This voltage-

controlled process has potential be used in magnetic memory devices with very low energy 

dissipations. 
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1.    Introduction 

1.1 Motivation 

Wireless communications systems are ubiquitous in modern times, and antennas thus, play 

a crucial role in these communication terminals. The most common example is the cell phone, 

which has broken the limitations of space and distance, changing society significantly. These 

wireless devices bring humans to an extraordinary information-based society. For these wireless 

devices and an information-based society, then one of most key pieces of technology are antennas. 

Antennas are devices designed for reception and transmission of information in the free space. 

They encode the data in each device into electromagnetic (EM) waves, then form an enormous 

invisible network of information.  

Modern antenna technology is based on James Clerk Maxwell’s equations describing the 

relationship between magnetic and electrical fields which were published in 1865[1], and was 

invented by Heinrich Hertz in 1887 with a current dipole.[2] That basic design principle has been 

used, for about 120 years, on different types of antennas, such as wire loop, single dipole or micro 

stripe. These antennas convert the movement of electrons into EM waves by electrical resonance 

in conductive structures. Just like in mechanical resonance, system footprint and geometry for 

antennas have to be carefully manipulated to reach maximize radiation efficiencies. A lot of work 

has been conducted for that purpose.[3]–[11] Today, the sizes of antennas are usually limited to 

about λ/4, where λ is the free space wavelength of EM waves.  

The competition between antennas’ size and the available space in portable electronic 

devices is particularly problematic when it comes to longer wavelengths, for instance, VHF and 

UHF range. The wavelength must be long enough to ensure the diffraction ability for daily 
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communication. However, this results in antennas becoming relatively large compared to the 

communication devices. Especially in some space-sensitive devices like, for example, implantable 

medical devices. They usually work under medical implant communications service (MICS) band, 

which is relatively low and usually requires large antennas. Figure 1-1 (a) depicts the antennas in 

a capsule endoscope. The antenna has to be small enough for getting into human body. However, 

it sacrifices the radiation power and usually is bothered by Specific Absorption Rate (SAR) of the 

human body.[12], [13] Figure 1-1(b) shows another typical antenna for implantable medical 

devices. The antenna has better radiation power and efficiency. However, the volume of the 

antenna become relatively large.[14] 

 

Figure 1-1: Typical antennas for implantable medical devices. (Figures from [13], [14]) 

Therefore, new approaches for transduction of EM waves are eagerly required. A 

composite system with multiferroic materials can convert mechanical waves to EM waves or 

conversely. The mechanical wave caused by a piezoelectric substrate will be transferred to the 

magnetoelastic material and will excite a magnetic current in it. Proper design will allow 

multiferroic antennas to be demonstrated under a wide frequency range, from VHF to UHF. 
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Because of the ultra-small wavelength of mechanical waves, the antennas based on these 

approaches can be dramatically reduced to small nanostructures. At the same time, the Ohmic 

losses associated with electron motion inside the conductors will also be significantly reduced. 

Multiferroic nano-antennas bypass the limitation of Maxwell’s equations and will have 

incredible application potential. For example, small antennas can be used to control nano-robots 

within human arteries and monitor the states of organs and report them to doctors in real-time. For 

daily communication, nano-antenna array will replace the bulky antennas in our cell phones and 

wearable devices, making more space for batteries or other functional structures. Similarly, for 

UAV, nano-antenna arrays can be patterned on the skin of the aircraft, save weight and reduce 

aerodynamic drag. This magnetic-current based nano-device will be the antenna that defines the 

future of bio-implantable devices, wearable devices and even internet of things. 

Another potential application for high frequency multiferroic is magnetic computation. 

Including magnetic logic as well as magnetic memory. For example, magnetoresistive random-

access memory (MRAM), which is widely used for computation systems’ memory device due to 

its characteristics like non-volatility, high speed, and high efficiency.[15]–[17] However, the 

traditional methods that are used for controlling the magnetization rely on external fields or current 

to generate “Oersted fields”.[15], [18], [19] 

Figure 1-2 shows the cutting-edge promising way on controlling the magnetization. Both 

the current-based methods, spin transfer torque (STT) and giant spin hall effect (GSHE) and the 

voltage-based methods, (VCMA) and (VCM) have attracted a lot of research interests on both 

simulation and experiment. Strain-mediated multiferroic has potential to be used for building the 

most energy-efficient devices.[20] 
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Figure 1-2: Energy dissipated to flip a bit of information. (Figure from [18]) 

1.2 About Multiferroics 

1.2.1 Multiferroics, Magnetoelectric and Magnetoelasticity 

Multiferroics are a group of materials that can possesses two or more primary ferroic order 

properties (ferromagnetism, ferroelectricity, ferroelasticity) in the same phase.[21]–[28] There are 

very few materials that show both ferroelectric and ferromagnetic properties simultaneously in one 

phase, especially at room temperature. The magnetoelectric effect (ME) is a phenomenon that 

describes how the electric and magnetic properties couple within a material. The simplest 

mathematical model used to understand the magnetoelectric effect, is the free energy equation in 

materials: [28] 

𝐹&𝐸(⃗ , 𝐻((⃗ , = 𝐹! − 𝑃"#𝐸" −𝑀"
#𝐻" −

1
2 𝜀!𝜀"$𝐸"𝐸$ −

1
2𝜇!𝜇"$𝐻"𝐻$ − 𝛼"$𝐸"𝐻$ +⋯ 

 
Eq.1-1 
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Where 𝛼"$ is magnetoelectric coefficient, 𝑃"# and 𝑀"
# is the spontaneous electric polarization and 

spontaneous magnetization. Here the higher order terms are ignored to help simplify the equation. 

Further, the equation becomes: 

𝑃&𝐸(⃗ , 𝐻((⃗ , = −
𝜕𝐹
𝜕𝐸"

= 𝑃"# + 𝜀!𝜀"$𝐸$ + 𝛼"$𝐻$ +⋯ 
 
Eq.1-2 

𝑀&𝐸(⃗ , 𝐻((⃗ , = −
𝜕𝐹
𝜕𝐻"

= 𝑀"
# + 𝜇!𝜇"$𝐻$ + 𝛼"$𝐸" +⋯ 

 
Eq.1-3 

If the value of  %
&
𝜀!𝜀"$𝐸"𝐸$ +

%
&
𝜇!𝜇"$𝐻"𝐻$ + 𝛼"$𝐸"𝐻$ is forced to be greater than 0, we can 

get the upper limit of magnetoelectric coefficient 𝛼"$ described as: 

𝛼"$ > 𝜀!𝜀"$𝜇!𝜇"$ 
 

Eq.1-4 

It’s clear that multiferroics are not the same as magnetoelectric materials. Multiferroics do 

not require magnetoelectricity and magnetoelectric materials do not necessarily have two or more 

primary ferroic order properties. The relationship is depicted in Figure 1-3 (b). 

 

Figure 1-3: (a) Multiferroics (b) The relationship between multiferroic and magnetoelectric 
materials. (Figures from [27], [28]) 

One of the most famous multiferroics materials is BiFeO3, also be known as BFO. This 

material is a kind of perovskite crystal that exhibits both antiferromagnetism and ferroelectricity 

at room temperature. Since its discovery, BFO has attracted a lot of interest because of its 

a b 
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enormous physical significance and huge application potential.  A summary of  several types of 

multiferroic materials is given below.[29]–[34] 

Table 1-1: Common multiferroics materials. 

 Electric 

Order 

Ferroelectric Transition 

Temp. 

Magnetic Order Ferromagnetic 

Transition Temp. 

BiFeO3 Ferroelectric ~1103K Antiferromagnetic ~643K 

BiMnO3 Ferroelectric ~800K Ferromagnetic ~100K 

LuFe2O4 Ferroelectric ~330K Ferrimagnetic ~220K 

YMnO3 Ferroelectric ~950K Antiferromagnetic ~77K 

HoMnO3 Ferroelectric ~875K Antiferromagnetic ~5/76K 

… …  … … … 

 

From the table, it is shown that only BFO keeps its multiferroic properties below room 

temperature. However, the Dzyaloshinskii–Moriya (DM) interaction in antiferromagnetic 

materials can lead to a canting of the antiparallelly aligned spins. Further, that phenomenon results 

in weak ferromagnetism. The weak net magnetization will limit the applications for single phased 

multiferroics materials. As a solution, in some ferromagnetic–ferroelectric heterostructures, 

magnetoelectric effects can be achieved by the strain transfer between the materials interfaces. 

Ferromagnetic–ferroelectric heterostructures achieve magnetoelectric effects using what is 

known as “magnetoelasticity”.  Magnetoelasticity describes the coupling between magnetization 

and elastic strain. In 1822, James Prescott Joule measured the change in length of a rod of iron in 

a magnetic field with “a system of levers”[35], he found a strain of only about 1.2ppm in the rod. 

Following that, in 1864, Villari discovered that strain can also change the magnetization in a 

material.[36] These two phenomena are commonly referred to as Joulian magnetostriction and the 



 

7 
 

Villari effect.[18] However, for a long time, these experiments did not attract much interest from 

scientists. Even Joule himself thought this discovery had little technological merit.[35] 

 

Figure 1-4: Ferromagnetic–ferroelectric heterostructures. (Figure from [37]) 

The turning point for this technology came after years. With the development of the 

microelectronics industry and discovery of room temperature magnetoelastic materials, people 

found that  multiferroic magnetoelectric composite systems provide new routes for sensors, 

transducers, memories, spintronics and RF devices.[37]–[39] 

One of the magnetoelastic materials with the most potential for practical applications is 

Terfenol-D. Terfenol-D is made by combining two binary rare earth alloys TbFe2 and DyFe2. It 

has high magnetoelasticity, high Curie temperature and low crystalline anisotropy.[40] The 

magnetostriction of Terfenol-D is the highest in room temperature with a saturation strain near 

2400 ppm[34], [35], which indicates that this material has huge potential for converting 

mechanical energy into magnetization change. 

1.2.2 Strain-Mediated Multiferroics Devices 

Along with the development of the microelectronics industry, multiferroics devices are 

attracting more and more interest from both academia and industry. One of the most famous and 

successful examples is giant magnetoresistance (GMR). Magnetoresistive random-access memory 
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(MRAM) based on GMR multilayer structures have changed the course of history for humans by 

making the storage of information more accessible. This technology is non-volatile, has low power 

consumption and high speed, which makes it possible to store large amounts of information in a 

small disk.[41] The discoverers of GMR, Albert Fert and Peter Grünberg won the 2007 Nobel 

Prize in Physics because of this. 

However, electric current-based multiferroic devices (including SOT, STT, GMR, MTJ 

devices) have a high Ohmic losses in nano-scale circuits. That phenomenon limits the operation 

frequency of the devices.[42]–[46] Under these circumstances, voltage-controlled magnetism that 

can eliminate the need for electric current has come into researchers’ attention.[47]–[49] As 

mentioned in chapter 1.2.1, multiferroic magnetoelectric composite systems with ferromagnetic–

ferroelectric heterostructures allow the strain-mediated control of magnetism. The strain-powered 

magnetic devices appear to be really energy efficient and can reach very high frequencies.[47]–

[49] Figure 1-5 shows a typical strain-mediated ferromagnetic–ferroelectric heterostructure.  

 

Figure 1-5: A typical ferromagnetic–ferroelectric heterostructure. (Figure from [50]) 

The magnetoelastic material (e.g., Nickel) is patterned atop of the piezoelectric substrate 

(e.g., PMN-PT).[50] When an electric field is applied through the PMN-PT substrate, the substrate 

will translate the piezo-strain to the magnetoelastic material, thereby changing the way in which 
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the material is magnetized. In this device, voltage, instead of current, is used to switch the magnetic 

state of the magnetoelastic material. In this way, the system avoids Ohmic losses. 

The first device to use local piezo-strain to control the magnetization was fabricated by 

Jizhai Cui.[50] Figure 1-6 depicts this system. 

 
Figure 1-6: First strain-mediated magnetic device that uses local out-of-plane electric field. 
(Figure from [50]) 

As shown in Figure 1-6, on the bottom of the Pb[ZrxTi1-x]O3 (PZT) bulk 

(10mm×10mm×0.5mm), there is a global ground electrode. The control electrodes and 

magnetoelastic material (Nickel) islands are patterned on the top of the PZT substrate. In this 

design, the electric field will go from top to bottom. At last, on the top of the system, there is a 

dielectric layer SiO2 to prevent electric break down. The L in Figure 1-6 (c) and Figure 1-6 (d) 

indicates the distance between the electrodes and Ni island. Based on this design, Jizhai fabricated 

two devices: L=1.5mm and L=1mm. When the electric field is applied through from top to the 
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bottom, the PZT will generate local deformation because of the linear material prosperities of PZT. 

The local strain will in turn affect the near-by area, further transferring strain to the Ni island. 

Jizhai Cui et.al. made a finite element analysis (FEA) model to show the bi-axial strain produced 

by the local electrodes. 

 
Figure 1-7: FEA simulation results for bi-axial strain with 1.5kV voltage applied. (Figure from 
[50]) 

As a result, Jizhai Cui et.al. observed the easy axis changes with magneto-optical Kerr 

effect (MOKE). This strain-mediated device shows that the local patterned electrodes on PZT 

substrate can successfully control the magnetism in magnetoelastic materials.[50] 

Other strain-mediated devices, like strain-mediated acoustical wave antennas, strain-

mediated binary memory devices, and strain-mediated Bennett clocking logic circuits[2], [45], [46] 

also show that this method is practical and ultra-energy efficient. 

1.3 Micromagnetic magnetic simulations 

As the strain-mediated devices develop, the systems have become more and more complex. 

One of the examples is the research on single domain. Magnetic single domain can reach the 

saturation magnetization. It has small size and extremely high flip energy efficiency. That makes 
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the multiferroic devices smaller and more efficient. Under these circumstances, simulation 

methods for strain mediated devices are required now more than ever. The small size of the devices 

also makes it possible for accurate finite element analysis modelling. 

Here, two methods that can simulate the magnetization for single domain dots are 

introduced. One is based on finite elements methods. This model uses a fully coupled 

elastodynamics and micromagnetics on a point wise basis. The second system is modeled with an 

uncoupled single/macro-spin model assuming uniform strain induced magnetic anisotropy within 

the nanodot. These formulations can be used to predict the magnetization state changes in 

magnetoelastic nano-dots and/or arrays. 

Finite Element Model: The fully coupled finite element approach assumes linear 

piezoelectricity in the electrostatic approximation, linear elastic, and negligible mechanical 

losses.[54] The low mechanical loss is reasonable because PZT operating at ultra-high frequencies 

has fairly low loss (tan δ = 0.05) and acoustic attenuation (400 dB/cm at 1GHz).[55] In all the 

formulations temperature effects are ignored.  

The elastic strain tensor 𝛆'( and electric displacement 𝐃 are represented as: 

𝛆'( = 𝑠): 𝛔 + 𝑑* ∙ 𝐄 Eq.1-5 

𝐃 = 𝑑: 𝛔 + 𝑒+ ∙ 𝐄 Eq.1-6 

where 𝛔 is the stress tensor, 𝐄 is the electric field vector, 𝑠) is the piezoelectric compliance matrix 

measured under constant electric fields, 𝑑 and 𝑑*  are the piezoelectric coupling matrix and its 

transpose, and 𝑒+ is the electric permittivity matrix measured under constant stress. The values for  
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𝑠) 	 , 𝑑  and 𝑒+  can be found in the material library of the commercial Multiphysics software 

COMSOL: 

 

𝑠! =

⎣
⎢
⎢
⎢
⎢
⎡
1.65e − 11 −4.78e − 12 −8.45e − 12 0 0 0
−4.78e − 12 1.65e − 11 −8.45e − 12 0 0 0
−8.45e − 12 −8.45e − 12 2.07e − 11 0 0 0

0 0 0 4.35e − 11 0 0
0 0 0 0 4.35e − 11 0
0 0 0 0 0 4.26e − 11⎦

⎥
⎥
⎥
⎥
⎤

1/𝑃𝑎 

 

𝑑 = I
0 0 0 7.41e − 010 0 0
0 0 7.41e − 010 0 0 0

−2.74e − 010 −2.74e − 010 5.93e − 010 0 0 0
O C/N 

 

𝑒+ = I
3130 0 0
0 3130 0
0 0 3400

O 

The precessional magnetization dynamics for the single domain magnetoelastic dot are 

governed by the Landau-Lifshitz-Gilbert (LLG) equation[49], [50]:  

𝜕𝐦
𝜕𝑡 = −𝜇!𝛾(𝐦 × 𝐇',,) + 𝛼- Z𝐦 ×

𝜕𝐦
𝜕𝑡 [ 

 
Eq.1-7 

where 	𝐦  is the normalized magnetization vector, 𝜇!  is the vacuum permittivity, 𝛾  is the 

gyromagnetic ratio (~1.76e11 Hz/T[45]), 𝐇',, is the effective magnetic field, and 𝛼- is the Gilbert 

damping parameter.  

In both the fully coupled and single/macro-spin models, the magnetoelastic dot is 

amorphous and external applied magnetic fields are absent. The effective magnetic field derived 

from the total energy density is given by: 
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𝐇',, = −
1

𝜇!𝑀.

𝜕E/0/
𝜕𝐦 = 𝐇'1 +𝐇2 +𝐇3'(𝐦, 𝛆) 

 
Eq.1-8 

where E/0/  is the total energy density, 𝐇'1  is the effective exchange field, 𝐇2  is the effective 

demagnetization field, and 𝐇3'(𝐦, 𝛆)  is the effective magnetoelastic field. The effective 

magnetoelastic field is dependent on the total strain (𝛆/0/) which is the sum of the elastic strain 

(𝛆'(-Eq.1-5) and magnetoelastic strain (𝛆3	). For amorphous materials, the magnetoelastic strains 

are given by: 

𝜀"$4 = 1.5𝜆. Z𝑚"𝑚$ −
1
3[ ,					𝑖 = 𝑗 

 
Eq.1-9 

𝜀"$4 = 1.5𝜆.𝑚"𝑚$ ,					𝑖 ≠ 𝑗 
 

Eq.1-10 

where 𝜆. is the saturation magnetostriction for the material. The total strain 𝛆/0/ is related to the 

displacement 𝐮 by 𝛆/0/ =
%
&
(∇𝐮 + (∇𝐮)5). For the magnetoelastic dot, the stress tensor  𝛔20/ is 

related to the elastic strain 𝛆'(20/ as 𝛆'(20/ = 𝐂6𝟏𝛔20/, where	𝐂 is the elastic stiffness tensor. Finally, 

the stress and mechanical displacements  distribution is governed by the elastodynamics equation 

𝜌 8𝐮!

8!*
− ∇ ∙ 𝛔 = 𝟎, where 𝜌 is the mass density. [58], [59] 

The weak forms of the LLG equation are solved using the finite element method with an 

implicit time stepping scheme and backward differentiation formula (BDF). To decrease solution 

time, the system of equations is solved using a segregated solution approach, which splits the 

solution process into substeps using a damped Newton’s method.[60] The above system of 

equations is fully coupled between magnetics and mechanics. Specially, the point wise strain and 

magnetic values are re-calculated every time-step and iterated until the solution converges before 

proceeding into the next time step.  
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Single/Macro Spin Model: The second formulation uses a single/macro-spin simulation 

to solve dynamics described by the Landau-Lifshitz-Gilbert (LLG) equation (Eq. 1-7). However, 

the magnetization is represented as a single spin instead of spatially varying field.  Unlike the fully 

coupled model, 𝐇2  is derived from the demagnetization factors:  H:2 = −N: ×m: , where 

𝐍(N1, N;, N<) is an oblate spheroid, demagnetization factors are given as[61]: 

N1 = N; =
1 − N=
2  

 

Eq.1-11 

N< =
𝑥&

(𝑥& − 𝑧&)>/& {
(𝑥& − 𝑧&)

%
& + 𝑧 ∙ [arctanp

𝑧

(𝑥& − 𝑧&)
%
&
q −

𝜋
2]} 

 
Eq.1-12 

 

𝐇3' is calculated assuming constant strain under a known uniform electric field. Thus, the 

single/macro spin model uses only elastic strains determined from the piezoelectric part of the 

finite element formulation at specified voltage inputs. The simulation volume of the single/macro 

spin simulations is a three-dimensional oblate spheroid. 

The single/macro spin model solves the LLG equation using dynamic MH loops resulting 

in significantly shorter solution times and acceptable error with respect to the fully coupled model. 

During the calculation, the source fields 𝐇',, were re-calculated every time step in increments of 

1 ps. 

One of the very first fully coupled models, in which the magnetoelastic strain will affects 

the total strain of the system, was built by Cheng-Yen Liang in 2014. The calculation process is 

shown in Figure 1-8. 
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Figure 1-8: Flowchart of the fully coupled FEM simulation. (Figure from [62]) 

The first publication for this fully coupled model was in 2014. Cheng-Yen Liang designed 

a bi-stable memory device based on single domain.[63] Figure 1-9 schematically shows the layout 

and setting of this strain-mediated device.  
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Figure 1-9: Bi-stable single domain memory device. (Figure from [63]) 

With this model, Liang showed that this bi-stable memory device can switch from one state 

to another successfully. Figure 1-10 shows the performance of this device. The top row shows the 

single domain magnetization, while the bottom row shows the principal strains when the electric 

fields are put through the electrode pairs. With an applied field from the bottom to the top, if 

voltage is induced on the electrode pairs in the correct sequence, the magnetization can switch 

from one state to another with an energy cost of 80 femtojoules (fJ). 
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Figure 1-10: Performance of the memory device. (Figure from [63]) 

Finally, in 2017, Ayan Kumar Biswas fabricated this device successfully. The test results 

show that the fully coupled model is rather accurate. Figure 1-11 shows the experimental image of 

this device. The MFM images show that the bi-stable memory device can store the binary 

information successfully under room temperature ---- just as the model predicted.[63] 

 

Figure 1-11: Experiment on this device. (Figure from [63]) 

This model shows great potential and accuracy on predicting the micro-magnetics 

dynamics. The fully coupled model has been successfully used for predicting the performance of 
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different devices and phenomena. Such as: spin waves, domain walls in ring, perpendicular 

magnetic anisotropy and memory devices with pretty accurate results.[64]–[66] 
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Multiferroic Antennas 

 

 

 

 

 

 

 

 

 



 

20 
 

2.    Shear Wave Antenna 

This chapter introduces a prototype of one kind of electrically small multiferroic antenna 

that based on shear wave. Conventionally, antennas such as dipoles and loops rely on an 

electromagnetic (EM) wave resonance, therefore the sizes of such antennas are within the same 

order of free space wavelength. Electrically small antennas (i.e. size < λ/10) [67]–[70] at ultra-

high frequency hold promises for reducing the antenna system’s size, weight and volume, yet state-

of-the-art electrically small antennas confront a daunting challenge. So far, electrically small 

antennas radiate poorly when placed near a conducting surface because of platform effects. 

Recently, induced strain-mediated multiferroic composites interconvert between alternating 

magnetization and mechanical strain wave with ultra-high energy efficiency due to negligible 

current and Ohmic loss.[71]–[76] Several reports of such devices, modified from thin-film bulk 

acoustic resonator (FBAR), have demonstrated a new concept on electrically small antenna. 

However, until now, fabrication challenges hindered attempts at forming large scale antenna arrays 

to improve the signal strength.  

In this work, a multiferroic shear wave antenna that based on mechanical resonance is 

designed. The antenna combines three main parts: the electrodes, the magnetoelastic resonators 

and the piezoelectric substrate. Here, Gold (Au) is used as the material for electrodes, Nickel (Ni) 

is used as the material for magnetoelastic resonators and Lithium Niobate (LiNbO3) is used as the 

piezoelectric substrate. In this work, a numerical finite element model is used to predict the 

antenna’s performance and optimize it. Based on the results, a device is built and tested, the results 

give us a magnetic-field-dependent signal under the vector network analyzer (VNA) electronics. 

The results indicate a new path for building a large-scale multiferroic antenna array. 
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2.1 Introduction of multiferroic antenna 

Strain powered antennas have a potential to generate electromagnetic (EM) wave with 

nanostructure. Figure 2-1 shows the transduction process of multiferroic antenna. The 

electromagnetic (EM) waves excite the magnetic flux oscillating within the magnetoelastic-

material-based resonators. The resonators that are patterned on the top of the piezoelectric 

substrate will also mechanically oscillate due to the magnetoelastic effect. A mechanical wave is 

also induced across the piezoelectric substrate that is attached to the resonator. Because of the 

piezoelectric effect, the substrate will transfer the mechanical wave into an electrical signal 

through a voltage difference. This process is reversible, which means this antenna can both receive 

and radiate an EM wave signal. 

 

Figure 2-1: Transduction process of multiferroic antenna. 

The concept of using magnetic materials to generate electromagnetic radiation can be 

tracked back to 1961 where Bell Telephone Laboratories. J. H. Bowen et al. developed a method 

that used high-intensity vibrations in magnetic materials to generate radiation. He used 

ferromagnetic yttrium iron garnet (YIG) spheres and obtained an output of 6W/cm3.[67] Later, 

from 1973 to 1990, researchers like R. Mindlin and P. C. Y. Lee used piezoelectric materials to 

provide mechanical vibrations. They analytically proved that this structure could generate 

25μW/cm2 of radiation power.[68], [77], [78] More recently, researchers like Scott Keller and Paul 

Nordeen considered using acoustical wave propagation to receive EM wave from free space.[2], 

[62] However, a practical strain powered nano-antenna was finally built and tested in 2017.[80] 
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This antenna is based on several theoretical works made by different researchers.[71], [72], [75], 

[76] Here the process on how this antenna was developed is introduced. 

In 2015, Zhi Yao from UCLA published a paper: “Bulk Acoustic Wave-Mediated 

Multiferroic Antennas: Architecture and Performance Bound”.[71] In this paper, she developed 

with a multiferroic sandwich structure design that combined piezoelectric materials and 

magnetoelastic materials. This structure was designed to use Bulk Acoustic Wave (BAW) to 

radiate EM wave to free space. 

 

Figure 2-2: A sandwich structure that can generate EM radiation. (Figure from [71]) 

In this structure, the piezoelectric material provides the mechanical vibration that is 

generated by the input voltage. The thickness of the structure must also be selected carefully to 

maximize the radiation efficiency. However, as mentioned before, the wavelength of the 

mechanical waves is ultra-small compared to the wavelength of electromagnetic waves. In this 

case, the structure for detecting the mechanical wave will be much smaller than the structure for 

detecting the original EM wave. That is the key to reduce the size of this antenna.  

This structure forms a resonator. When the antenna is vibrating around its natural frequency, 

the efficiency is maximized. Zhi Yao also calculated the natural frequency of this structure and 
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found it to be around 1.03 GHz. At last, she predicted that this antenna had a radiation power of 

0.3W/mm2. 

 

Figure 2-3: Input impedance and radiation resistance for a reference area of 1 mm2. (Figure from 

[71]) 

The first attempt to fabricate this BAW sandwich structure antenna was completed by 

Sidhant Tiwari in 2016. He employed very clever fabrication steps to build a floating resonator. 

  

 

Figure 2-4: Fabrication of the sandwich structure resonator. (Figure from [72]) 

For the piezoelectric material, Sidhant Tiwari used Aluminum Nitride, because of the 

ultralow losses in this kind of piezoelectric material. For the magnetoelastic material, he chose 
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Nickel, because of its mature fabrication protocols. After finishing this device, the researcher 

tested it with an AC input of 3.2 GHz. 

Unfortunately, Tiwari did not get a significant enough signal from this antenna. One of the 

reasons was that the strain that be transferred to the Nickel is too weak and thus the exiting flux 

was negligible. However, these tests and fabrication proved to be quite meaningful.  

Since Paul Nordeen and Sidhant Tiwari both failed to build a practical nano-antenna, it 

seemed that strain powered nano-antenna could only function theoretically. However, John 

Domann reexamined the strain-mediated heterostructures antenna from a mathematical 

perspective and his calculation showed that strain powered antenna were practical and that it was 

possible to get enough radiation efficiency, which gave a new possibility to strain powered 

antennas again. 

 

 

Figure 2-5: Modal representation of EM radiation from a strain powered antenna. (Figure from 

[76]) 
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John Domann considered the strain powered antennas as a system like the one depicted in 

Figure 2-5. By solving the model as the response of n uncoupled oscillators, John Domann 

developed a way to calculate the radiation power and efficiency near the antennas’ resonance 

frequency. 

2.2 Design of the shear wave antenna 

In order to avoid the strain transfer efficiency problem, a shear wave antenna is designed. 

In this design, the resonators are patterned between the electrodes on the top of piezoelectric 

substrate. As shown in Figure 2-6 (a), every single resonator as well as the electrode by its side is 

a singular small antenna, an antenna array is deployed to increase the signal strength and includes 

redundancy to accommodate fabrication tolerances. For an antenna array, the structure in Figure 

2-6 (a) is laid out periodically and forms the entire structure. 

 

Figure 2-6: (a) Optimized parameters of shear wave antenna. (b) Represented optimization 
results.  

In order to increase the output signal strength, Monte-Carlo optimization method is used 

to optimize the geometry parameters. The optimized parameters are shown in Figure 2-6 (a), 

including: the length and width of the resonator, the width of the electrode, the distance between 



 

26 
 

electrode and the resonators, as well as the distance between resonators. Figure 2-6 (b) shows 

optimization results of the output voltage on the electrode for the receiving mode of the antenna. 

After optimization, the output voltage on target frequency is increased dramatically. 

 

Figure 2-7: Optimization model for multiferroic shear wave antenna. (a) Geometry set-up of the 
finite element model. (b) Voltage plot in the model and optimization object.  

Figure 2-7 (a) shows the simulation set-up of the optimization finite element model. In the 

model, there are several components: air, Gold electrode, Nickel resonator and Lithium Niobate 

(LiNbO3) substrate. In order to reduce the calculation difficulties and the degree of freedom in the 

finite element model, here, the Gold electrode is only half width of the real electrode’s width, the 

Nickel resonator has half of the real resonator’s width and length. But both of them have the same 

thickness as the real one. This model replicates the smallest possible periodic structure of the 

system. Figure 2-7 (b) shows the voltage plot from the finite element model. The color difference 

indicates the voltage difference in different region. In this optimization model, Monte-Carlo 

method is applied for maximum the output voltage on the electrode pad. 
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In this finite element model, the input is the surface current as shown in Figure 2-7 (a). The 

surface current here is transferred to the EM wave by the Maxwell equations and electromagnetic 

wave equations: 

∇ ∙ E = 0 

∇ ∙ B = 0 

∇ × E = −
∂B
∂𝑡  

∇ × B = 𝜇!𝜀!
∂B
∂𝑡  

 
 
 
Eq.2-1 

Where E is the electrical field, B is the magnetic field, 𝜇! is the permeability in vacuum and 𝜀! is 

the permittivity in vacuum. 

After the EM wave is created, the magnetoelastic resonators can sense the magnetic field 

component in the EM wave and transfer it into strain. By solving the elastodynamics equation as 

well as the piezoelectricity coupling equation mentioned in section 1.3, the strain can be transferred 

into voltage. By using the Monte-Carlo method we were able to optimize the geometries of the 

components in the multiferroic shear wave antenna. These components include: the length and 

width of the resonator, the width of the electrode, the distance between the electrode and the 

resonator, and the distance between resonators. 
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Figure 2-8: Antenna array’s structure description. 

The Monte-Carlo optimization analysis yielded the antenna array structure shown in Figure 

2-8 (not to scale). For the real fabrication, as mentioned before, Nickel is chosen as the material 

for the magnetoelastic resonators, Au as the material for the electrodes and LiNbO3 as the material 

for the piezoelectric substrate. As can be seen, there is an array of rectangular Nickel 

magnetoelastic resonators (~65.2um x 9.6um um for ~250 MHz) on the top surface of the LiNbO3 

wafer (100um thick).  By adjusting the area of the antenna, different signal strengths can be 

obtained. The exact thickness, length and width for Ni resonators were optimized using the Monte-

Carlo optimization method. There are also strip electrodes on the surface with another ground 

electrode on the bottom.  This produces an induced electric field through the thickness of the 

substrate.  The LiNbO3 wafer is a Z-cut to maintain a low loss factor when operating at ~250 MHz 

and maximize the out-of-plane voltage through the thickness. The in-plane electrode dimensions 
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on the LbNbO3 wafer minimize the voltage leakage as well as produces impedance matching to a 

50 Ohm feed circuit. 

 

Figure 2-9: Shear wave antenna operating principles. 

Figure 2-9 shows the operating principles of this receive antenna. An incoming EM wave 

impinges upon the Ni resonators producing a magnetic spin oscillation in the Ni elements as shown 

in the figure, i.e. from the magnetic field (H) component of the EM wave. The spin oscillation of 

the Ni resonators produces a mechanical shear wave in the piezoelectric substrate. The shear wave 

in the piezoelectric substrate induces a voltage on the electrodes. The voltage output is recorded 

using standard VNA electronics. The magnetic resonators (9.6𝑢𝑚	 × 	65.2𝑢𝑚	 × 	400𝑛𝑚) are 

designed to respond to the in-plane magnetic field (H) component aligned to the short axis of the 

resonators. Figure 2-9 shows the design orientation for the incoming magnetic field. 

2.3 Test of the shear wave antenna 

With the design discussed in section 2.2, the shear wave antenna was fabricated in the 

California Nano System Institute (CNSI) using photolithography and e-beam physical vapor 
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deposition. After the features of the electrodes/resonators are patterned with photoresist, e-beam 

physical vapor deposition is used to deposit Au electrodes and the Ni resonators with optimized 

parameters on the top of ultra-thin LiNbO3 substrate (100um). After fabrication, the multiferroic 

shear wave antenna was assembled with a PCB board with wire bonding technology. Then a loop 

antenna was used to test the multiferroic shear wave antenna. 

 

Figure 2-10: (a) A picture of the loop antenna. (b) Finite element model of a loop antenna with 
SMA connector. (c) Magnetic field distribution of the loop antenna in x-z plane. (d) Magnetic 
field distribution of the loop antenna in y-z plane. 

Figure 2-10 shows the loop antenna used for this testing. Figure 2-10 (a) shows the picture 

of the real loop antenna. The loop antenna is basically a SMA connector connected to the 

conducting Copper layer on the PCB board which is patterned as loop shape. Based on this 

structure, a finite element model is used to predict the magnetic field radiated by this loop antenna. 

Figure 2-10 (b) shows how the finite element model looks like. This modeled antenna is 



 

31 
 

surrounded by air and a perfectly matched layer boundary condition is applied to the air. Here, the 

color difference indicates the current density’s difference in different place of the loop antenna. 

Figure 2-10 (c) shows the magnetic field generated by the loop antenna for 300 MHz’s input 

voltage. This figure mainly focuses on x-z plane. The red arrows here indicate the direction of the 

magnetic field at different locations. Here, most of the magnetic field is aligned to the z direction. 

However, there are still some components in x-y plane. Figure 2-10 (d) shows the magnetic field 

generated by the loop antenna in y-z plane. A similar phenomenon is observed here, i.e., most of 

the magnetic field is along with the z direction, but there still are some components in x-y plane. 

As mentioned in section 2.3, the multiferroic antenna will mainly response to the in-plane magnetic 

field components. Since the loop antenna can provide x-y plane magnetic field components, it can 

be used for the real test.  

 

Figure 2-11: (a) Test of the multiferroic shear wave antenna under longitudinal bias field. (b) 
Test of the multiferroic shear wave antenna under transverse bias field. 

After finishing the fabrication of the shear wave antenna, it was assembled with a PCB 

board. Here, the gold electrode is connected to the transmission line of the PCB board by wire 
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bonding. At the same time, the ground electrode is connected to the ground electrode of the PCB 

board by silver epoxy. Then the antenna was connected to the VNA electronics using a SMA 

connector. Here, a loop antenna was connected to port 1 of the VNA electronics while the 

multiferroic antenna was connected to port 2 of the VNA electronics. Under this orientation, most 

of the magnetic field come from the loop antenna is out-of-plane of the multiferroic antenna as 

well as the magnetic resonators. However, in this test, the multiferroic shear wave antenna is set 

little off-center from the loop antenna. So, there is also some in-plane components here as shown 

in Figure 2-10 (c). But, in this test, it is not obvious out which component is dominating. Figure 

2-11 shows the orientation of the test. In the figure, the big coils are used for providing a bias field. 

In Figure 2-11 (a), the coils provide a longitudinal bias field while in Figure 2-11 (b) the orientation 

of the bias field coil is changed to provide a transverse bias field. For both longitudinal bias field 

and transverse bias field, the bias field value can be changed from 0 Oersted to 150 Oersted. 
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Figure 2-12: Test results of the multiferroic shear wave antenna. (a) Orientation of the 
longitudinal bias field and transverse bias field under micro scale. (b) M-H curve of the magnetic 
resonators in both directions. (c) Return loss (S22) of the multiferroic shear wave antenna under 
different bias field. (d) Receiving coefficient (S21) of the multiferroic shear wave antenna under 
different bias field.  

Several tests under a different bias field are performed for this antenna. Figure 2-12 shows 

the representative test results of the multiferroic shear wave antenna prototype. Figure 2-12 (a) 

shows the orientation of the bias fields in the micro scale: the longitudinal bias field is along the 

long axis of the magnetic resonators while the transverse field is along the short axis of the 

magnetic resonators. Figure 2-12 (b) shows the M-H curves of the magnetic resonators in both 

directions. In this plot, the horizontal axis indicates the bias field with the unit of Oersted (Oe), 

while the vertical axis indicates the normalized magnetization. From this figure, it can clearly tell 

that the short axis is the hard axis of the magnetic resonators while the long axis is the easy axis 

of the magnetic resonators. Figure 2-12 (c) shows the return loss (S22) of the multiferroic shear 
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wave antenna under different bias field. The horizontal axis is the frequency with units of mega-

hertz (MHz) while the vertical axis here shows the return loss of the multiferroic shear wave 

antenna. Because the multiferroic shear wave antenna is connected to port 2 of the VNA electronics, 

the return loss is labeled as S22. This figure shows that the return loss of the antenna can reach 

about -3dB at around 330MHz. At the same time, for the longitudinal bias field and transverse bias 

field, there exists slightly difference. That indicates that the signal is magnetically dependent. 

Figure 2-12 (d) shows the receiving coefficient (S21) of the multiferroic shear wave antenna under 

different bias field. The horizontal axis is the frequency with units of mega-hertz (MHz) while the 

vertical axis here shows the receiving coefficient. Because the detect antenna is connected to the 

port 1 of the VNA electronics, the receiving coefficient of the multiferroic shear wave antenna is 

labeled as S21. In this figure, the S21 corresponds to the S22 and has peaks at around 330MHz. 

Also, just like in the return loss S22, there is a slight difference in S21between the longitudinal 

bias field and transverse bias field. 



 

35 
 

 

Figure 2-13: (a) M-H curve and coercive field of the magnetic resonators. (b) S22 results under 
longitudinal bias field with different input power. (c) S22 results under transverse bias field with 
different input power. 

Figure 2-13 shows more evidence that demonstrates the signal is from the magnetic 

resonators. Under a different bias field, the input power from the VNA electronics is varied and 

then the return loss (S22 in this test) of the multiferroic antenna is recorded. Figure 2-13 (a) shows 

the details on the M-H curve as well as the coercive field of the magnetic resonators. The coercive 

field of both the long axis and short axis of the magnetic resonators is about 114 Oe. Under a 100 

Oe bias field, for each bias field orientation, the S22 is tested under different input power from the 

VNA electronics. Figure 2-13 (b) shows the S22 results under longitudinal bias field (along the 

easy axis of the magnetic resonators) with different input power. The results show that: under a 

100 Oe’s longitudinal bias field, the S22 will have big fluctuations. This plot records the S22 with 

different bias fields under different time. These random fluctuations indicate that: for every 
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frequency scan, the magnetization in the magnetic resonators will be re-orientated and that cause 

non-linear phenomena. Figure 2-13 (c) shows the S22 results under a transverse bias field (along 

the hard axis of the magnetic resonators) with different input power. Under this bias field, there is 

no fluctuation on the S22 data. The comparison between Figure 2-13 (b) and Figure 2-13 (c) 

indicates that this fluctuation corresponds to the hard/easy axis of the magnetic resonators. This 

shows that there is a high chance that part of the S22 response is coming from the magnetic 

resonators. 

 

Figure 2-14: Comparison between the sample with Nickel resonators (the “Nickel sample”) and 
without Nickel resonator (only gold electrodes, the “Blank sample”). (a) Return loss (S22) of the 
Nickel sample and the Blank sample. (b) Receiving coefficient (S21) of the Nickel sample and 
the Blank sample. 

Finally, the sample with the Nickel resonators (the “Nickel sample”) and without Nickel 

resonator (only gold electrodes, the “Blank sample”) were compared. Figure 2-14 (a) shows the 

return loss (S22) for the Ni sample and the Blank sample. Just as Figure 2-12 (c), the horizontal 

axis is the frequency in mega-hertz (MHz) while the vertical axis shows the return loss for both 

the Nickel Sample and Blank Sample. In this figure, the blue line indicates the S22 for the Nickel 

sample while the red line indicates the S22 for the Blank sample. For the Nickel sample, there is 

clearly a deep peak at around 330MHz, however, for the blank sample, the data are relatively flat 
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with slightly fluctuations that may be caused by Ohmic losses. Here, the ground electrode is 

attached to the PCB board through silver epoxy. The different thickness of the silver epoxy may 

cause the Ohmic losses’ difference. That might be the reason why the background noise of the 

Blank sample is higher than the one for the Nickel sample. Figure 2-14 (b) shows the receiving 

coefficient (S21) comparison between the Ni sample and the Blank sample. Here the vertical axis 

shows the receiving coefficient S21. In this figure, just like in the case of the return loss plot, the 

blue line indicates the S21 for the Nickel sample while the red line indicates the S2 for the Blank 

sample. We can observe, from the figure, that for Nickel sample there is a peak that corresponds 

to the same frequency as S22 in Figure 2-14 (a). However, for the Blank sample, there is no 

obvious peak in the frequency range 100MHz to 500MHz.  

2.4 Conclusion 

In this chapter, a new multiferroic antenna is introduced: shear wave antenna. The system 

can easily be assembled into an antenna array to get higher radiation power. The optimization 

model helped us find the right dimensions for increasing the output power of the antenna at a given 

frequency. The test results showed a return loss that reaches -3dB. At the same time, the test under 

different bias indicates that the signal is magnetically dependent. In this work, the cross-arranged 

electrodes and the resonators decrease the transfer range between electrode and resonators. This 

makes the making of a high efficiency multiferroic antenna possible. At the same time, the 

fabrication difficulties of this system are low. The shear wave antenna can easily form an antenna 

array in order to achieve a higher radiation power and efficiency. However, there is still a 

probability that the signal is coming from parasitic elements. A better design with higher signal 

strength is then needed. 
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3.    Lamb Wave Antenna with Energy Reflecting Components 

The multiferroic shear wave antenna shows that the cross-arranged electrodes and 

resonators are effective. However, it is difficult to increase the radiation power even after geometry 

optimization. The reason for this is that energy dissipates from the sides and bottom of the antenna 

because of acoustic impedance mismatching. In order to increase the antenna’s efficiency as well 

as the radiation power, new methods for reducing the energy dissipation are needed. 

This chapter introduces a new multiferroic antenna: lamb wave antenna with energy 

reflecting components. Here, the bridge between the EM wave and the RF signal in the circuit is a 

lamb wave. Here, the lamb wave is formed and transferred in the piezoelectric substrate. When the 

lamb wave travels to the edge or the bottom of this new antenna it will be reflected back by energy 

reflecting components such as acoustic Bragg mirror, acoustic gratings or air cavity. Through the 

use of this technique, most of the mechanical energy in this system can be used for driving the 

magnetization in the magnetic resonators without dissipation. In this way, the signal strength can 

be enhanced to useful levels. 

3.1 Introduction 

The history of Electro-Acoustic technology can be traced back to World War II. Today, 

the most common Electro-Acoustic technology that is being used for radiofrequency (RF) filters 

is surface acoustic wave (SAW) and bulk acoustic wave (BAW) technology.[81] For both filter 

technologies, improving the resonance qualities or Q factor, is a popular research topic.  

During the century following the discovery of the surface acoustic wave in 1885[82], there 

was a significant amount of research on explaining its mechanism.[83] Later in 1969, Tancrell et 

al built the first interdigital transducer (IDT) using SAW resonators.[84] However, the 
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unidirectional problem of IDTs limits their efficiency. In order to solve that problem, people placed 

metal gratings on the sides of the IDT in order to reflect the surface acoustic waves.[81] These 

metal gratings reflect the surface acoustic wave back and increase the efficiency of the system. 

 

Figure 3-1: (a) IDT structure with side reflectors. (b) Side view of a typical SAW resonator. 
(Figure from [81]) 

For bulk acoustic wave, the typical topology is a sandwich structure with one piezoelectric 

substrate and two electrodes.[84] A representative technology with this topology is Thin Film Bulk 

Acoustic Resonator (FBAR). These FBAR devices are typical freestanding BAW devices. Due to 

the big acoustic parameter difference between the interface of solid and air, the acoustic energy is 

reflected by the interface. In this way, the acoustic energy is trapped in the resonator and increases 

the Q factor of the system.  

Another piece of technology used for reflecting acoustic energy is called solidly mounted 

resonators (SMR). It was first introduced in 1995.[85] In this system, an acoustic Bragg mirror is 

underneath the BAW resonator. The acoustic Bragg mirror is comprised of pairs of high/low 

impedance materials. By increasing the number of these layer pairs, the acoustic Bragg mirror can 

reflect most of the acoustic energy coming from the BAW resonator. The advantage of SMR is 

that it avoids the usage of an air cavity, thus increasing the yield in the manufacturing process by 
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significantly reducing the complexity of the design. SMR also significantly reduces the 

temperature sensitivity of the resonator. 

 

Figure 3-2: (a) Thin Film Bulk Acoustic Resonator (FBAR). (b) Solidly Mounted Resonator 
(SMR). (Figure from [81]) 

3.2 Design and Modeling 

In order to solve the energy dissipation problem that shear wave antennas confront, the 

energy reflecting components need to be designed carefully. As shown above there is mature 

energy reflecting technology on both SAW and BAW resonators. They can be combined for the 

lamb wave multiferroic antenna. The energy reflecting components form an energy trap for 

concentrating the mechanical energy within multiferroic antenna. Thus, the design of the lamb 

wave antenna starts from the design of the energy trap. The energy trap here prevents the acoustic 

energy from leaking from both the sides and the bottom of the antenna. In this way, most of the 

acoustic energy can be transferred into strain on the magnetic resonators. Therefore, the energy 

trap can significantly increase the efficiency of the multiferroic antenna. 
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Figure 3-3: Energy trap formed by acoustic gratings and acoustic Bragg mirror. 

The energy trap used here is comprised of two parts: the acoustic gratings and the acoustic 

Bragg mirror. The acoustic gratings are formed by high acoustic impedance material, for example, 

tungsten (W) and molybdenum (Mo). Unlike in SAW resonators, where the width of the acoustic 

gratings is usually  @
&

the width of the acoustic gratings is designed to be @
A

, where 𝜆  is the 

mechanical wavelength in the piezoelectric substrate for certain frequency.  

The acoustic Bragg mirror is a set of multilayer materials. For example, W/SiO2 pairs and 

Mo/Al pairs. For each layer, the thickness is determined by @
&

, where 𝜆  is the mechanical 

wavelength in each layer. However, in this lamb wave multiferroic antenna, there exists two types 

of mechanical waves propagating simultaneously: a shear wave and longitudinal wave. Seeing as 

the wavelength is different for both waves two kinds of acoustic Bragg mirror are needed and 

require a proper design to increase their reflecting efficiency.[86] 
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Figure 3-4: Lamb wave multiferroic antenna with energy reflectors. 

The design of the Lamb wave multiferroic antenna with energy reflectors is based on a 

shear wave antenna and its energy trap. As shown in Figure 3-4, the multiferroic antenna is in the 

center of the energy trap. In this design, the acoustic gratings are made by W, the electrodes are 

made by Au, the magnetic resonators are made by Au while the piezoelectric substrate is 1um 

thick Aluminum Nitride (AlN). Here, both the multiferroic antenna and the acoustic gratings lay 

on the top of the AlN substrate. The global ground electrode is underneath the AlN substrate. 

Below the ground electrode, there is a set of acoustic Bragg mirrors that are comprised of high/low 

impedance multilayers. In this design, unlike in the shear wave antenna design, the shape of the 

Ni magnetic resonator is changed from rectangular to long stripe. This was done to ensure the 

waves are created and transferred along one direction and then be reflected back by the acoustic 

gratings.  
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Figure 3-5: Simulation results on the lamb wave multiferroic antenna. 

A 2-dimension finite element model is used here for predicting the performance of the 

antenna. The results are shown in Figure 3-5. Here, the acoustic Bragg mirror is made by W/SiO2 

multilayers. The thickness of the acoustic Bragg mirror from top to bottom are shown in Table 3-1. 

The design parameters of the antenna that get from optimization model are shown in Table 3-2. 

Table 3-1: The thickness of the acoustic W/SiO2 Bragg mirror from top to bottom. 

Thickness Value 

SiO2 for shear wave 2um 

W for shear wave 1.5um 

SiO2 for shear wave 2um 

W for shear wave 1.5um 

SiO2 for longitudinal wave 3.5um 
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W for longitudinal wave 3um 

SiO2 for longitudinal wave 3.5um 

W for longitudinal wave 3um 

 

Table 3-2: The design parameters of the antenna. 

Design Parameter Value 

Width of the resonator 6.224um 

Width of the electrode 6.224um 

Width of the grating 6.224um 

Thickness of the resonator 492nm 

Thickness of the electrode 70nm 

Thickness of the grating 352nm 

 

Using these parameters, a finite element model was performed in frequency domain. The 

horizontal axis in Figure 3-5 is the frequency. The vertical axis on the left indicates the strain on 

the Ni magnetic resonator while the vertical axis on the right indicates the global return loss S11. 

With the parameters specified in Table 3-1 and Table 3-2, the return loss can reach near a value of 

-14 dB at around 435MHz. At the same time, the strain that can be transferred to the representative 

Ni magnetic resonator can reach 700ppm under 0.1 Watt’s input (20dBm). 

3.3 Fabrication and Test 

The fabrication process begins with the acoustic Bragg mirror. In order to reduce the 

fabrication difficulties, for the real fabrication, Mo/Al multilayers are used to build the acoustic 
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Bragg mirror. The parameters detail for the thickness of each layer from top to bottom are shown 

in Table 3-3. 

Table 3-3: The thickness of the Mo/Al acoustic Bragg mirror from top to bottom. 

Thickness Value 

Al for shear wave 0.9um 

Mo for shear wave 1um 

Al for shear wave 0.9um 

Mo for shear wave 1um 

Al for longitudinal wave 1.8um 

Mo for longitudinal wave 2um 

Al for longitudinal wave 1.8um 

Mo for longitudinal wave 2um 

Ti adhesion layer 0.1um 
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Figure 3-6: Acoustic Bragg mirror fabrication. FIB-SEM picture. 

The Bragg mirror fabrication was completed in UCLA’s nanolab. The multilayers were 

deposited by magnetron sputtering. A 6inch Silicon wafer with 2um thermal oxide layer was used 

here for better adhesion. After fabrication, focused ion beam/scanning electron microscopy (FIB-

SEM) was used to characterize the quality of each layer. Figure 3-6 is the picture of the sample’s 

side view under FIB-SEM. In this picture, the white layers indicate a Mo layer while the dark 

layers indicate the Al layers. The first several layers are good and flat, however, but after 

depositing several layers, the layer become wrinkled. Although the thickness of every layer is close 

to design parameter the wrinkled structure will distort the acoustic wave propagation path. 

Numerous difficulties were experienced attempting to solve this problem. 

In order to solve this problem, a compromise on the fabrication was made. An air cavity 

like the FBAR device is used here to perform as the acoustic Bragg mirror and reflect the energy. 

In this process, after depositing the antenna structure with photolithography, the AlN substrate is 

etched with Chlorine gas. The etch time should be controlled carefully to make sure the Chlorine 
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gas can etch through the AlN substrate without etching all the photoresist. Here the etching time 

used was 4minutes + 4 minutes + 3 minutes. The gap between every etch step is for the system to 

cool down. If the photoresist (KMPR1005) is heated too much, it becomes difficult to remove. 

After getting the etching holes, the wafer was put in the XeF2 atmosphere for eating the 

silicon substrate. The XeF2 atmosphere will etch the Silicon substrate isotopically and create an 

air cavity underneath the antenna as shown below.  

 

Figure 3-7: Real fabrication of the lamb wave multiferroic antenna.  

Figure 3-7 shows the sketch of a real fabricated lamb wave multiferroic antenna. As can 

be seen here, the etching holes themselves perform as the metal gratings. They can reflect the wave 

that propagates in the horizontal direction. At the same time, the air cavity underneath the antenna 

performs as the acoustic Bragg mirror. The interface between the air and the solid can reflect the 

acoustic wave and then confine the acoustic energy in the resonator. 
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In order to increase the fabrication yield of the antenna array during the finalized 

fabrication procedure, the time that the antenna chip exposed in the XeF2 atmosphere was carefully 

controlled. It is important to note that after etching the air cavity is not completely released. There 

is still some residual Silicon underneath the lamb wave antenna to provide more structural support. 

At last, a 2-dimension finite element model was used to simulate the system. The design 

parameters are shown in the Table 3-4. 

Table 3-4: The design parameters of the real-fabricated antenna. 

Design Parameter Value 

Width of the resonator 3.75um 

Width of the electrode 3.75um 

Thickness of the resonator 200nm 

Thickness of the electrode 100nm 
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Figure 3-8: Simulation results on the real fabricated antenna with etching holes and air cavity.  

Figure 3-8 shows the simulation results for the lamb wave multiferroic antenna with 

etching holes and air cavities included. In this figure, two devices are modeled. One is the device 

with all the silicon removed, and another is for the one with extra silicon support. The horizontal 

axis here is the frequency while the vertical axis here shows the return loss. Both of the devices 

are modeled according to the real length of the fabrication: 1mm. The blue line indicates the return 

loss of the device that all silicon substrate underneath the antenna be removed. At the same time, 

the red line here indicates the return loss of the device that has extra silicon support underneath 

the antenna. There are two main peak groups between 350MHz to 740MHz. From this plot, a 

phenomenon can be seen, the extra silicon support does not affect the frequency of the antenna 

significantly. However, it will make the antenna more lossy. This makes sense because some of 
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the acoustic energy will dissipate from the silicon base, instead of being confined with in the 

resonator. 

 

Figure 3-9: Picture of the antenna under microscope. 

Figure 3-9 shows the lamb wave antenna under a microscope. In this antenna, there are 21 

electrodes and 20 resonators are patterned on the top of AlN substrate. The thickness of the Au 

electrodes is 100nm while the thickness of the Ni resonators is 200nm. Here, the Ni resonators lay 

between the Au electrodes just like the 3-D sketch shows. All the electrodes are connected together 

by a bus electrode. On every bus electrode, there are 14 antennas like this. in this figure, the etching 

holes are on the side of the antenna and are next to the Au electrodes. In this way, the acoustic 

wave that propagate along the horizontal direction will be reflected better than if the etching holes 

were next to the Ni resonator according to the 2-D finite element model. However, this design, it 
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cannot provide nearly as much strain as the acoustic Bragg mirror design. The reason may because 

for the acoustic Bragg mirror design, the gratings can reflect the acoustic energy back to the 

acoustic Bragg mirror and then participate the following energy transformation. But for this design, 

the etching holes cannot reflect the energy from the side perfectly. 

For the real device fabrication, using the same fabrication process, two different samples 

are fabricated. The only difference between them was that: for one sample, the resonators were 

made by magnetoelastic material Ni. It is been called “Nickel sample”. While for the other one, 

the resonators’ material was changed into nonmagnetic Au. Because of that, it is been called “Gold 

sample”. These gold samples were used as a control to determine the role and the effect of the 

magnetoelastic material in this design. 

 

Figure 3-10: (a) Return loss of Gold sample. (b) Impedance of Gold sample. (c) Return loss of 
Nickel sample. (d) Impedance of Nickel sample. 
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In a test similar to those conducted with shear wave antennas, the lamb wave antenna was 

attached onto a PCB board. The antenna’s detect electrode was attached to the transmission line 

of the PCB board with wire bonding. All the tests were conducted using port 1 of the VNA 

electronics. 

Figure 3-10 shows the test results about the antenna as well as the Au reference sample. 

The blue lines show the test results with both the PCB board and the lamb wave antenna. For the 

return loss plots, the red lines show the test results that de-embedded the PCB board as well as the 

bonding wires with mathematical method. For the impedance plots, the red lines depict the 

imaginary part of the impedance while the blue lines depict the real part of the impedance of the 

antenna. For the impedance, all results eliminate the influence of the PCB board and the bonding 

wires with mathematical method. 

 Figure 3-10 (a) shows the return loss (S11) of the gold sample. Here two peaks can be 

observed. One is around 300MHz while another is around 532MHz if the influence of the PCB 

board and the bonding wires is eliminated. There is a bit of a shift from the model prediction. 

However, there are still two resonance peaks as the finite element model predicts. At the same 

time, because the bonding wires provide extra inductance in the system, the frequency will shift 

higher than the de-embedded one. Figure 3-10 (b) shows the impedance of the gold sample. The 

shape of the imaginary part of the impedance highly indicates that the two resonant peaks arise 

from the piezoelectric resonance of the substrate. The imaginary part of the impedance does not 

cross 0 axis, the reason for this may be the impact of the bus’s electrical parameters in the antenna 

array. 



 

53 
 

Figure 3-10 (c) shows the return loss (S11) of the nickel sample. For the nickel sample, 

there are also two peaks. One is around 247MHz while another one is around 500MHz. The 

resonance frequencies are slightly different from the gold sample.  This makes sense because of 

the different Young’s moduli as well as the different material densities. Figure 3-10 (d) shows the 

impedance of the nickel sample. Again, the shape of the imaginary part of the impedance strongly 

indicates that the two resonant peaks are because of piezoelectric resonance. These test show that 

the system is indeed resonating and transferring some energy to the resonators.  

3.4 Conclusion 

In this section, in order to solve the energy dissipation problem, a lamb wave multiferroic 

antenna with energy reflectors is introduces. From the theoretical study, If the acoustic Bragg 

mirror as well as the acoustic gratings are used as the energy reflector, the strain on the represent 

Nickel resonator can reach about 700 ppm under -20dBm’s input power. Limited by the fabrication 

difficulties of the acoustic Bragg mirror, air cavity and etching holes are used as a compromise of 

this design. The test results indicate that in this system, the antenna have mechanical resonance. In 

this case, the input power can be transferred the strain to the magnetoelastic resonators. The high 

return loss (about -36dB) shows the great potential of this system to be a practical multiferroic 

antenna array. 
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4.    Broadband Multiferroic Antenna 

4.1 Introduction 

Both the shear wave antenna as well as the lamb wave antenna shows a potential to form a 

multiferroic antenna array. However, both of them are working around their natural frequency. 

That means, once the device is fabricated, the antenna’s frequency cannot be changed. In order to 

solve this problem, a strain-mediated nanomagnetic oscillator is designed and theoretically studied. 

The phased-voltage-controlled nanomagnetic oscillators can form an array and radiate together in 

phase to radiate EM wave. 

Nanomagnetic oscillators have been used for many applications such as nanoscale RF 

signal generators[87]–[89], microwave-assisted recording, nanoscale magnetic field sensors, and 

neuromorphic computing hardware. In a conventional nanomagnetic oscillator, steady magnetic 

oscillation is achieved when the current-induced spin torque cancels the Gilbert damping.[90]–[96] 

However, current-driven magnetic oscillations are power-consuming at the nanoscale due to ohmic 

losses. In contrast, voltage-driven magnetic oscillation is a more energy efficient control scheme.  

In this chapter, a voltage-driven magnetic oscillator is designed. In this system, a 

cylindrical, magnetoelastic, single domain disk placed atop a piezoelectric substrate. The nano-

magnetic-disk is surrounded by three individual electrodes with different AC voltage. Under this 

input, the magnetization in the magnetic disk can rotate continuously. The spinning single domain 

magnetization state can radiate electromagnetic energy into free space. Because in this system, the 

output frequency is depended on the input frequency, the antenna can work over broadband 

frequencies, from very-high frequency (VHF) to ultra-high frequency (UHF).   
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4.2 Design and Model Set-up 

 

Figure 4-1: New design for multiferroics powered antenna. 

Figure 4-1 (a) and (b) schematically show a single element of the antenna arrays. A circular 

amorphous polycrystalline Nickel layer (250nm×250nm×10nm) was positioned between three 

trapezoidal Ti/Au electrodes. The nanomagnet and the electrodes are patterned on the top of a 

hexagon-shaped 500nm thick piezoelectric thin film transducer (PZT-5H), which is pre-poled 

along the –3 direction. The sidewalls are limited by roller boundary conditions, which restrict the 

displacement in x-y plane. The bottom global Pt electrode is electrically grounded and is attached 

to a 2000nm thick silicon substrate (not show in the figure). The boundary conditions are provided 

in the Methods section and are chosen to reflect a real fabricated device.  

In the model, a dynamic voltage is applied to the trapezoidal electrodes. Based on finite 

element model, and Figure 4-1 (c) and (d) shows the electrical field when 1 V is applied to only 

the right-top electrode at t = 0.84 ns. The red arrows in Figure 4-1 (c) indicate the applied voltage 



 

56 
 

generates electric fields. In this case, the electrical field mainly goes from top to grounded bottom, 

induces in-plane strain not only between the top and bottom electrodes, but also from one top 

electrode to another. That means that the current design must ensure that no electrical break down 

occurs through the thickness and in-plane directions (i.e., narrowest point between top electrodes). 

Here, between the two electrodes, the maximum electric field is 2.6 MV/m which is significantly 

lower than the breakdown voltage of PZT.[97] In Figure 4-1 (d), the red bar indicates the tensile 

strain while the blue bar indicates the compressive strain. In Nickel, which has negative 

magnetoelastic coupling coefficients, the magnetization will tend to align along the compressive 

strain principal axis.[98] Therefore, by causing the compressive strain to rotate circularly, the 

magnetization can rotate continuously and form magnetic current which generates EM wave 

radiation. The uniform voltage-induced strain field, as shown in Figure 4-1 (d), reduces 

incoherency in the magnetization rotation resulting in magnetic current that produces stable 

radiation.  

Figure 4-1 (e) shows the applied voltage with V1, V2 and V3 corresponding to the three 

electrodes shown Figure 4-1 (a). The input signals are sinusoidal at 200 MHz with a DC bias of 

0.3 V. The signal amplitude is 1.4 V resulting in a maximum applied voltage of 1 V (2MV/m) and 

minimum of -0.4 V (-0.6MV/m). The specific waveforms were chosen because this wave is easy 

to get and have high efficiency. Figure 4-1 (f) shows the idle voltage dynamic induced strain 

through piezoelectric material. The strain is calculated with the fully coupled model and input 

directly to the single/macro spin model as described in the Modeling and Methods sections. The 

magnetoelastic strains are negligible compared to the voltage-induced strains are not shown in the 

plot. This plot indicates that with voltage phase rotating, the principle strain is rotating 

counterclockwise in this system. 
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4.3 Results and Limitation of the Broadband Multiferroic Antenna 

 

Figure 4-2: Numerical output for multiferroics powered antenna. 

Figure 4-2 (a) shows how the magnetization of the single domain Ni element changes over 

time in response to 200 MHz voltages applied successively to the three electrodes. The 

magnetization is initialized along the x-axis, so that mx = 1 and my = 0 at t = 0ns. When the strain 

is first applied, the magnetization does not rotate smoothly as indicated by the fluctuations shown 

in Figure 4-2 (a) for t < 4 ns. These fluctuations are caused by the inertial response of the spins 

and not due to strain propagation speed since a uniform strain state is achieved within 0.05 ns 

(based on the sound of speed, 4500m/s in Nickel). Because neglecting the exchange energy 

between spins, results from single/macro spin do not have fluctuations and are always faster than 

results from fully coupled model. Further, this difference of the results show, under this dimension 

Nickel can only form meta single domains and requires uniform strain to rotate smoothly. 

Incoherent spins in magnetic dots not only cause the fluctuations of the magnetic waves at first, 
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but also cause loss of magnetic current. That’s the key reason why wide electrodes are required to 

produce uniform strain. 

Figure 4-2 (b), shows the Ni element’s magnetization at four distinct times as it rotates in 

response to the applied voltages. The time is chosen after the system is totally stable and in half of 

the magnetization’s cycle. The plots show a parametric-pumping-like phenomenon because the 

input strain (blue bar) is rotating with a frequency of 200 MHz while the magnetization (red arrows) 

rotates at 100 MHz. However, the cause of this frequency difference is different from parametric 

pumping, since the excitation here provides surplus energy to the system. The compressive strain 

is symmetric, but the magnetization is not. After compressive strain rotates a complete cycle (ω), 

the magnetization only goes half (ω/2). This phenomenon can be called as symmetry-pumping. 

This phenomenon will exist when electrodes are used to pump the magnetization rotation. Also, 

this phenomenon will help us separate the signal from magnetic dots and nanowires, so that it can 

raise the signal/noise ratio of the antenna. 

 

Figure 4-3: (a) Magnetization in the effective filed. (b) Relationship between the magnetization 
and the principle strains. 
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However, there is a frequency limitation of the system. Because of the existing of Gilbert 

damping, there will always be a lag angle between the magnetization and the principle strain. 

Figure 4-3 (a) shows the mechanism on how the magnetization rotate under the strain that produced 

by the electrodes. The strain can be transferred into the effective field by these equations: 

									𝐻% = −
2

𝜇!𝑀.
(𝐵%𝑚%𝑒%% + 𝐵&𝑚&𝑒%&) 

 
Eq.4-1 

𝐻& = −
2

𝜇!𝑀.
(𝐵%𝑚&𝑒&& + 𝐵&𝑚%𝑒%&) 

 
Eq.4-2 

where 𝐻% and 𝐻& are the effective fields on 1 and 2 direction. 𝑚% and 𝑚& are the magnetization’s 

components on 1 and 2 direction. 𝐵% and 𝐵&are first and second order magnetoelastic coupling 

coefficients. 𝑒"$ is the strain tensor.  

Figure 4-3 (b) shows the relationship between the principle strains and the magnetization. 

𝑒% and 𝑒& show the principle strains on the magnetic disk. In order to solve the continuous rotating 

problem, we assume the magnetization’s components on 1 and 2 direction as:  

𝑚% = 𝑐𝑜𝑠	(𝜔!𝑡) Eq.4-3 

𝑚& = 𝑠𝑖𝑛(𝜔!𝑡) 
 

Eq.4-4 

After plugging Eq. 4-1~Eq.4-4 to Landau-Lifshitz-Gilbert (LLG) equation (Eq. 1-7), we 

can get the final equation about the frequency limitation: 

𝜔 = −
𝛾𝑒B
2𝛼𝑀.

𝐵%(𝑠𝑖𝑛2𝛿)	

 

 

Eq.4-5 

where 𝑒B = 𝑒% − 𝑒&, 𝛿 is the angle difference between principle strain and the magnetization. In 

other words, 𝛿 = 𝛼C − 𝜓 .[18] At the same time, 𝐵% =
>)@"
&(%EF)

, where 𝐵%  is the magnetoelastic 

coupling coefficients. From this equation, we can tell that the maximum value of 𝑠𝑖𝑛2𝛿 is 1. That 
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means the angle frequency 𝜔 has a limitation: − HI#
&JK"

𝐵%, which is related to the strain on the 

magnetic disk as well as the material parameters. 

 

Figure 4-4: Frequency limitation for the magnetization rotating in the disk. 

Figure 4-4 shows the frequency limitation of the system. Here, three different magnetic 

materials are studied: Ni, Terfenol-D and FeGaB. In this figure, the horizontal axis is the maximum 

value of the strain on the magnetic disk while the vertical axis is the frequency limitation of the 

system. The analytical results, which are obtained from Eq. 4-5, and the numerical results, which 

are obtained from macro-spin model framework, show a match between each other. However, 

under very high strain, the system is still limited by ferromagnetic resonance (FMR) and cannot 

be un-limited as the analytical results indicate. 
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The limitations for different material nanodisks are also different due to the material 

parameters. Here, the limitations for Nickel, Terfenol-D as well as FeGaB are studied. The key 

parameters are shown in Table 4-1[66], [99], [100]: 

Table 4-1: Key parameters for different material. 

Parameter Description Units Nickel Terfenol-D FeGaB 

𝝀𝒔 Saturation Magnetization A/m 4.8 × 10M 8 × 10M 978 

𝑩𝟏 Magnetoelastic Coupling 

Coefficient 

N/m2 7.06 × 10N −1.11 × 10O −4.23 × 10N 

 

Finally, if the system is patterned as an array on a 2cm*2cm PZT substrate, the radiation 

power can be obtained from the equation: 

〈𝑃〉 =
𝑍!𝑘A

12π
|𝐦P|& =

𝜇!𝜔A

12π𝑐>
|𝐦P|& 

 
Eq.4-6 

 

Table 4-2: Predicted Radiation Power. 

Frequency Terfenol-D (dBm) Nickel (dBm) FeGaB (dBm) 

10MHz -116.1 -120.5 -114.3 

100MHz -76.1 -80.5 -74.3 

500MHz -48.1 -52.6 -46.4 

1GHz -36.1 -40.5 -34.3 

2GHz -24.0 -28.5 -22.3 
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This radiation power number is estimated. In Table 4-2, the red number means that this 

magnetic material cannot really reach such high frequency as well as the radiation power. Here, 

the radiation power is related to the frequency: higher frequency results in higher radiation power. 

However, for these three magnetic materials, the system shows an ability to radiate EM wave 

within a wide frequency range. 

4.4 Conclusion 

In this chapter, a broadband multiferroic antenna with tunable frequency is introduced. 

Here, phase-controlled AC voltage input is applied to the system. The input on individual electrode 

can provide continuously rotating strain to the magnetic disk. Because there is always a 

relationship: after compressive strain rotates a complete cycle (ω), the magnetization only goes 

half (ω/2). The frequency of the magnetization’s rotation can be tuned by tuning the input strain’s 

frequency, i.e. the frequency of the AC voltage that been applied on the electrodes. For different 

magnetic material: Ni, Terfenol-D and FeGaB, the system shows similar performance: that there 

is a frequency limitation. The analytical results and the numerical results show similar 

phenomenon, which gives us a path to find the best magnetic material for getting higher radiation 

power for this antenna. 

 

 

 

 

 



 

63 
 

 

 

 

 

 

Part II 

Other Multiferroic Devices 
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5.    Multiferroic Nano Logics 

5.1 Introduction 

Consumer electronics are responsible for approximately 18% of all US home energy 

consumption, a number predicted to increase in upcoming years.[101] With the increasing 

proliferation of always-on electronic devices like cell phones and computers, the energy efficiency 

of traditional CMOS (Complementary Metal Oxide Semiconductor) devices needs to be 

scrutinized and improved. In the early 2000’s CMOS efficiency began rapidly decreasing due to 

leakage currents in transistors as the devices became smaller. Standby power is now comparable 

to the actual dynamic operating power in transistors.[102] While memory elements are commonly 

designed with 40kbT (~0.16 aJ) energy barriers to protect against thermal fluctuations, discharging 

a single transistor (i.e., flipping a single bit) dissipates around 450aJ.[103] Therefore, nearly 3000 

times more energy is dissipated to flip a CMOS bit of information than the energy barrier actually 

requires (0.03% efficient). Nanomagnetic logic (NML) is proposed as a route to more energy 

efficient, non-volatile, memory and logic devices. These devices consume drastically less power 

to flip a bit of information and dissipate zero standby power. 

NML evolved from Bennett’s early work using quantum cellular automata (QCA) to store 

and process information.[104] Magnetic quantum cellular automata (MQCA) use magnetization 

as the information carrier, in contrast to electrostatic QCA devices that rely on charge transport. 

MQCA has been demonstrated as a viable room temperature technology, while electrostatic QCA 

devices tend to require cryogenic temperatures for operation.[105] NML is the modern term used 

to describe the use of MQCA systems,[106],[107] and it is the topic of this chapter. Figure 5-1 

shows a typical manifestation of NML using ellipsoidal single domain nanomagnets that are 
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coupled via dipolar interactions (as described in Bennett’s original work[104]). After the input bit 

is oriented in the desired position, a clocking field rotates the remaining magnets into a quasi-

stable orientation. Removing the clocking field allows dipolar coupling to antiferromagnetically 

align the magnets. This causes information from the input bit to cascade along the nanomagnet 

wire.  Therefore, controlling the orientation of the input magnet (0 or 1) allows the control an 

output magnet and transfer data when the system is clocked.  This coupling scheme provides the 

basic mechanism used to transmit and store information in Bennet clocked NML devices.  

A key advantage of NML is its low energy consumption. In NML systems, power 

dissipation occurs in two primary areas: within the magnetic element, and while generating the 

clocking field. Importantly, single domain magnets change state through near uniform spin rotation, 

so the energy dissipated within each magnetic element is very small and due primarily to Gilbert 

damping instead of domain wall motion.[108] In the limit of adiabatic switching, internal losses 

can become extremely small and have been predicted to approach Landauer’s limit (i.e., 3 zJ at 

room temperature).[109] Hong et al. recently experimentally confirmed these predictions for an 

array of nanomagnets using a sensitive magnetometry setup.[110] As energy dissipation within the 

magnet is quite small, Bennett clocking losses are mainly attributable to the generation of the 

clocking field itself.  

The majority of previous NML work has focused on clocking fields created by passing an 

electric current through a wire. Electric currents have been used to create magnetic fields that clock 

either all magnets at once,5,[107],10–13 or operate in specific clocking zones.[115] It has been 

noted that this clocking scheme dissipates orders of magnitude more energy than losses due to 

Gilbert damping.[112] This is why optimistic estimates only show 10x efficiency improvements 

over CMOS for this clocking technique.[116] Additionally, this approach is prone to large error 
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rates, as thermal fluctuations and slight manufacturing defects can cause premature bit flips in the 

middle of long nanomagnet chains.[112], [114] While introducing biaxial anisotropy[117] and 

using concave shapes[118] have both reduced error rates, bit errors still increase as the length of a 

clocking zone increases and the location of the error is very sensitive to manufacturing defects.[114] 

This indicates that local / individual control of the nanomagnets is highly desirable, to reduce the 

clocking zone size and therefore reduce error rates.  

Recent efforts have focused on creating energy efficient localized clocking schemes using 

spin orbit torque, and strain mediated multiferroic heterostructures. A clocking scheme using spin 

orbit torque was experimentally demonstrated by Bhowmik et al in 2014 that used approximately 

100x smaller currents than required for magnetic field based clocking.[119]  This corresponds to 

a 3-4 order of magnitude improvement in energy efficiency. Furthermore, this approach had a 100% 

success rate, albeit with a very small sample size of only five attempts. Simultaneously, substantial 

work on strain mediated clocking has indicated it's highly energy efficient nature,[120]–[126]  with 

recent predictions indicating only 1 aJ may be required to flip a bit of information.[126] Therefore, 

strain mediated clocking is expected to be 2-3 orders of magnitude more efficient than transistor 

based logic and 1 order of magnitude better than spin orbit clocking. The rest of this chapter will 

focus on strain mediated clocking. 
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Figure 5-1: Bennett Clocking propagates information along a nanomagnet wire. (a) Initial state 
from previous computation. (b) The input magnet (bottom magnet), is flipped to a desired value, 
then (c) a clocking field is applied that causes (d-f) a data cascade due to dipolar interactions, 
creating (f) a new equilibrium state. 

Strain mediated Bennett clocking provides highly localized and energy efficient control of 

NML devices. This approach deposits magnetoelastic nanomagnetic elements onto a piezoelectric 

substrate. Applying a voltage to nearby electrodes deformation is induced in the substrate which 

in turn locally strains the nanomagnet and clocks the magnetization with an effective 

magnetoelastic field. This approach has the advantage of being able to clock single magnets at a 

time in a highly energy efficient manner. However, strain mediated Bennett clocking has only 

recently been experimentally demonstrated, and suffered from high error rates.[126] Several 

models have been created to analyze error rates in strain mediated approaches, but they 

predominantly rely on macrospin models using the LLG equations with[125] or without[120]–

[124] a stochastic thermal fluctuation field. While the use of macrospin models can be very useful 

for the initial evaluation of magnetic phenomena, more detailed models are required to aid in the 

fabrication of practical devices. Macrospin models assume that the magnetization, dipolar coupling 

field, and applied strain are all uniform throughout each magnetic element, which is a condition 

not met in actual devices. The predictions of macrospin models can vary substantially from 

experiments, and more detailed finite element models.[58] This is particularly true for thin film 
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heterostructures, where effects like shear lag lead to nonuniform strain and magnetization profiles, 

in contradiction with assumptions of uniformity. This chapter presents a numerical model that fully 

couples elastodynamics and micromagnetics to provide an in-depth analysis of strain mediated 

Bennett clocking. Room temperature is considered with no thermal fluctuations in the model. The 

model shows how incoherent rotations may result from the uniaxial nature of the magnetoelastic 

coupling.  

5.2 Model Setup 

The objective of the simulation is to analyze the single-domain rotation behavior of Nickel 

and Terfenol-D nano-ellipses while Bennett clocking. Figure 5-2 shows the Bennett clocking 

geometry used in this chapter. Four pairs of nano-ellipses and electrodes are perfectly bonded to a 

500 nm thick PZT-5H thin film with platinum ground electrode, mounted on a rigid Si/SiO2 

substrate. Figure 5-2 (a) shows a perspective view of the four ellipse/electrode pairs used to form 

a Bennett clocking wire. Figure 5-2 (b) shows the in-plane dimensions for each ellipse, which are 

100 nm ´ 90 nm with a 10 nm thickness. Each nano-ellipse is centered between the two 10 nm 

thick 90 nm square Au electrodes. The center-to-center distance between the electrode and the 

ellipse is 280 nm. The center-to-center distance between adjacent ellipses is 140 nm (i.e., a gap of 

50 nm). Above the PZT layer is 1 μm x 1 μm x 500nm of air to capture field propagation. The 

Si/SIO2 substrate is assumed mechanically rigid and modeled using fixed boundary conditions in 

the numerical model. Therefore, the entire model, containing the ellipses, electrodes, piezoelectric 

substrate, and surrounding air, is 1 μm x 1 μm x 1 μm. Under these dimensions and distance 

between the elements, the energy required for per flip in the Bennett clocking system is 8.7 fJ (𝐸 =
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%
&
𝑄𝑉where 𝑉 is the voltage on the electrodes and 𝑄 is the total charge for the period of time that  

the voltage is applied on the electrodes).  

 

Figure 5-2: The geometry settings of the model. Four ellipses form a line with their electrodes, 
with the distance between every 2 ellipses is 140 nanometers. Every ellipse has the same aspect 
ratio (0.9). The 1000nm cross 1000nm’s PZT layer lies on a silicon layer. When positive or 
negative voltage is applied to the electrodes one by one, the PZT layer will produce enough 
strain to help change the shape anisotropy and drive the circuit. 

Two magnetic materials were studied in this chapter, the material properties for Nickel and 

Terfenol-D are shown in Table 5-1. The Nickel and Terfenol-D nano-ellipses were assumed 

polycrystalline, therefore crystalline anisotropy is neglected. Our model shows that in this caes, 

the Gilbert damping do not influence the final states and general trends but dramatically improve 

the calculation complexity. In this situation, the Gilbert damping ratio is set as  to improve 

model stability and reduce run time for numerical purposes.[127] The final equilibrium state is not 

affected by this compromise. Transversely isotropic PZT-5H is modeled with piezoelectric 

coefficient 𝑑>> = 5.93 × 106%!C/N, 	𝑑>% = −2.74 × 106%!C/N, stiffness𝑐%% = 𝑐&& = 127GPa, 

𝑐%& = 80.2  GPa, 𝑐%> = 𝑐&> = 84.6  GPa, 𝑐>> = 117  GPa, 𝑐AA =	𝑐MM = 22.9  GPa, and density 

𝜌 = 7500  kg/m3. The z-direction is treated as the transverse c-axis. Young’s modulus and 

Poisson’s ratio for the Au electrodes are 𝐸 = 70 GPa and 𝜈 = 0.44, respectively.   

0.5a =



 

70 
 

The boundary conditions and element discretization are as follows. Zero-displacement 

boundary conditions were applied to all four sides and the bottom surface of the piezoelectric film. 

The bottom surface was also electrically grounded. The top surface of the piezoelectric layer is 

free to deform and interact with the Bennett clocking wire. The nano-ellipses are discretized using 

tetrahedral elements with element size on the order of exchange length . The 

remainder of the structure (i.e., PZT-5H thin film, Au electrodes) is discretized using tetrahedral 

elements with graded element sizes dependent upon local geometry.  
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Table 5-1: Simulated Material Properties. 

Parameter Description Units Nickel Terfenol-D 

 Saturation Magnetization A/m 4.8 × 10M 8 × 10M 

 Exchange Stiffness J/m 1.05 × 106%% 1 × 106%% 

 Exchange Length nm 8.5 5 

 Saturation Magnetostriction - −34 × 106N 1200 × 106N 

 Young’s Modulus GPa 180 80 

 Density kg/m3 8900 9210 

 Poisson’s Ratio - 0.3 0.3 
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Figure 5-3: Strain mediated Bennett clocking. a) Initial equilibrium position from previous 
computation. b) An input signal flips ellipse 1 and initiates the clocking sequence. c) Stress is 
applied to ellipses 2 and 3 to create an easy axis perpendicular to the initial magnetization. d) 
The voltage is advanced one ellipse, allowing dipolar coupling to flip ellipse 2. e) The process is 
repeated to flip ellipse 3, and then ellipse 4. f) The final equilibrium positions. 

Figure 5-3 shows a schematic of the strain mediated Bennett Clocking control sequence 

modeled in this chapter. In a classical logic circuit, the goal is to process information from one 

element to another. Therefore, if ellipse 1 is made to switch from 0 to 1 (i.e., an input signal 

switches its magnetization from left to right), the goal is to make ellipse 4 switch accordingly. 

Figure 5-3 (a) shows the system’s initial antiferromagnetic equilibrium state with zero strain 

(voltage) applied. When ellipse 1 rotates to the right, ellipse 2 does not spontaneously flip to the 

left because dipole coupling with ellipse 1 is too weak to overcome the combined energy barrier 

from shape anisotropy and dipole coupling with ellipse 3. To flip ellipse 2, magnetoelastic 

anisotropy is used to eliminate the energy barrier, and allow dipolar coupling to rotate the 

magnetization. Figure 5-3 (c) shows anisotropic strain is applied to ellipse 2 and 3 by applying a 

voltage to their Au electrodes. This creates an easy axis in the up/down direction, causing the 

ellipses to rotate as shown in Figure 5-3 (c). The same voltage is then applied to ellipse 4 (Figure 

5-3 (d)), while the voltage on ellipse 2 is released. This allows ellipse 2 to antiferromagnetically 
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couple with ellipse 1 and propagates the data forward one ellipse. This same procedure is repeated 

to clock subsequent ellipses. Figure 5-3 (f) shows the final equilibrium position following Bennett 

clocking, illustrating the transfer of information from ellipse 1 to ellipse 4. The simulated clock 

uses 1V that is sequentially applied to the Au electrodes while the PZT bottom remains electrically 

grounded (i.e., a 2 MV/m electric field is applied through the PZT film thickness). As Terfenol-D 

is positive magnetoelastic, and Nickel is negative magnetoelastic, the polarity of the applied 

voltage is reversed for the two materials. 

5.3 Results 

This section presents the dynamic response of the Nickel and Terfenol-D Bennett clocking 

wires. First the Nickel ellipses will be analyzed and shown to rotate coherently when strained. 

Subsequently, the stronger magnetoelastic coupling in Terfenol-D will lead to faster switching 

times but becomes nonuniformly magnetized and rotates incoherently.  
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Figure 5-4: Results for Nickel Bennett clocking. (a) Entire Nickel Bennett clocking wire at 
t=2.5ns. (b) Magnetization rotation angles of four ellipses. (c) Voltage on four electrode pairs. 
(d) Maximum average magnetization component in four ellipses. (e) Highlight ellipse 3 at t=2.5, 
4.5 and 6.5 ns. 

Figure 5-4 (a) shows the entire Nickel Bennett clocking wire at t=2.5 ns. The magnetic 

orientation is indicated with red arrows, while the surface color shows the electric potential. When 

voltage is applied to the relevant electrode pairs, a tensile strain is generated in the x-direction, 

creating a magnetoelastic easy axis in the y-direction. As a result, the magnetization in ellipses 2 

and 3 begins rotating into the y-direction. Based on the voltage distribution shown in the figure, it 

can clearly be seen that the piezoelectric strain is highly localized on the space between each 

electrode pair and does not affect the magnetic orientation of adjacent ellipses.  

Figure 5-4 (a) to (e)show a summary of the entire Bennett clocking sequence for the Nickel 

ellipses. Figure 5-4 (b) shows the average rotation angle ( ) for each of the four ellipses as a 

function of time. Figure 5-4 (c) shows the voltage on each electrode pair as a function of time. 

Each ellipse shows a three-stage switching behavior, corresponding to turning the voltage on, the 

q
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constant voltage dwell time, and turning the voltage off. By t=7 ns, each ellipse has successfully 

rotated 180 degrees, and the Bennett clocking wire finishes in a stable antiferromagnetic 

arrangement. It takes approximately 1 ns apiece for ellipses 2 and 3 to rotate 90 degrees when 

voltage is applied and creates a magnetoelastic easy axis. Another 1 ns is taken to rotate the final 

90 degrees when the voltage is turned off, and the combination of dipole coupling, and shape 

anisotropy forces each ellipse to antiferromagnetically couple. It takes approximately 1 ns for 

ellipse 4 to rotate when voltage is turned on, but 2 ns to rotate its final 90 degrees. Due to use of a 

large Gilbert damping coefficient, it is anticipated that actual materials may flip faster than 

reported here, but also exhibit transient oscillations prior to stabilizing. 

Figure 5-4 (d) and (e) highlight the coherent magnetization rotation in the Nickel ellipses. 

Figure 5-4 (d), shows the magnitude of the maximum average in-plane magnetization component 

in each ellipse, defined by 

8𝑚"#$8 = :𝑚"#$,&
' +𝑚"#$,(

' +𝑚"#$,)
'                                      (Eq. 1) 

where  𝑚QRS,U, 𝑚QRS,V and 𝑚QRS,= are the average components in the x, y and z directions. For a 

coherent / uniform configuration, a magnitude of �𝑚QRS� = 1  indicates all spins are in-plane and 

pointing in the same direction. While for an incoherent / nonuniform configuration, spins partially 

cancel each other and therefore the average component in each direction is reduced. As a result, a 

reduction �𝑚QRS� < 1 would indicate that some elements’ spins are pointing in different directions. 

The extreme case is �𝑚QRS� = 0, which means �𝑚QRS,U� = �𝑚QRS,V� = �𝑚QRS,=�0 and all the spins 

are in random state.[127] It is evident in Figure 5-4 (d) that the average moment always has a 

magnitude of 1 for each ellipse, indicating coherent rotation at all time steps. This finding is 

confirmed in Figure 5-4 (e), which highlights ellipse 3 at t = 2.5, 4.5 and 6.5 ns. Each picture 
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indicates the magnetic moments coherently rotate for the Nickel ellipses. The results in Figure 5-4 

indicate a new antiferromagnetic ground state was reached via coherent magnetization rotation, 

and information was successfully transmitted from ellipse 1 to ellipse 4.  

 

Figure 5-5: Results for Terfenol-D Bennett clocking. (a) Entire Terfenol-D Bennett clocking 
wire at t=2.5ns. (b) Magnetization rotation angles of four ellipses. (c) Voltage on four electrode 
pairs. (d) Maximum average magnetization component in four ellipses. (e) Highlight ellipse 3 at 
t=2.0, 2.25, 4.25 and 6.5 ns. 

Figure 5-5 (a) shows the entire Terfenol-D Bennett clocking wire at t=2.5 ns. The magnetic 

orientation is indicated with red arrows, while the surface color shows the electric potential. When 

voltage is applied to the relevant electrode pairs, a compressive strain is generated in the x-

direction, creating a magnetoelastic easy axis in the y-direction. The applied voltage is of the 

opposite polarity but same magnitude from the Nickel study (i.e., -1V). A key difference between 

the Nickel and Terfenol-D studies is evident in this figure, with ellipse 3 clearly rotating in an 

incoherent manner. 
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Figure 5-5 (b) and (c) shows a summary of the entire Bennett clocking sequence for the 

Terfenol-D ellipses. Figure 5-5 (b) shows the average rotation angle ( ) for each of the four 

ellipses as a function of time. Figure 5-5 (c) shows the voltage on each electrode pair as a function 

of time. Each ellipse shows the same three step switching behavior seen in the Nickel results. 

While each ellipse has primarily rotated to the new equilibrium configuration by t=7ns, ellipses 2, 

3, and 4 are still approximately 20 degrees from the desired final orientation. Ellipse 2 takes 

approximately 1.5 ns to initially rotate 90 degrees, but only an additional 0.5 ns to reach its final 

equilibrium position.  Ellipse 3 takes 0.5 ns for both stages of rotation, and ellipse 4 initially takes 

0.5 ns, followed by nearly 2ns to reach its final equilibrium. It should be noted that the Terfnol-D 

rotation speed is nearly twice as fast as the fastest Nickel rotation (i.e., 0.5 ns vs. 1.0 ns).   

Figure 5-5 (d) and (e) show the switching in Terfenol-D ellipses was predominantly an 

incoherent process. The incoherent and vortex phenomenon have been observed in several 

papers.[128], [129] Figure 5-5 (d) shows that each ellipse becomes non-uniformly magnetized 

when the strain is applied or released. Non-uniformities lead to incoherent rotation due to the 

uniaxial nature of magnetoelastic coupling (i.e., up and down are both easy directions when 

strained). Figure 5-5 (d) shows that even before the first voltage is applied at 1ns, the average 

moment of ellipse 2 has clearly fallen below 1.  This initial nonuniform magnetization occurs due 

to larger dipolar coupling between the ellipses and internal demagnetization energy as compared 

to the one experienced with Nickel. The Ms of Terfenol-D is 1.6 times larger than Nickel’s, but 

the exchange constant is nearly equal. This increases the ratio of demagnetization and dipolar 

energy to the exchange anisotropy and leads to a nonuniform ground state. Figure 5-5 (e) shows 

that with the existence of residual strain caused by magnetoelastic, effects at t=2 ns, ellipse 3 is 

non-uniformly magnetized, with the left half canted up and right half canted down. Given that 	

q
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𝐵% = 𝐵& =
>)@"
&(%EF)

, where 𝐵%  and 𝐵&  are the magnetoelastic coupling coefficients[127], 

considering Terfenol-D’s extremely high 𝜆., Terfenol-D’s magnetization will be very sensitive to 

any input strain. Because of the non-straight initial state (left half canted up and right half canted 

down), magnetoelastic anisotropy forces the left half to point up and the right half to point down 

when the ellipse is subsequently strained, creating an unstable domain wall in the ellipse (t=2.25ns 

frame of Figure 5-5 (e)). When this happens, every single magnetization spin finds its shortest way 

to reach the local minimum state of total energy.[108] After some time, the dipole-dipole effect 

between magnets forces the magnetization spins to come to the global minimum point of the total 

energy and switching is completed. The total switching time is then dependent on the time it takes 

the domain-wall-like magnetization to propagate across the ellipse and restore a stable equilibrium 

configuration. Propagation of the unstable domain wall explains the initially slow 1.5 ns switching 

time for ellipse 2. At t=7 ns, the ellipses have rotated the majority of the way into a new 

antiferromagnetic ground state but are approximately 20 degrees from the desired alignment. 

Importantly, these observations cannot be made with the macrospin models prevalent in this field, 

and instead, requires analysis of the spatial and temporal magnetization distribution in each ellipse. 

This model simulates a similar recent work by Atulasimha et. al[129], [130] but also including 

strain feedback. by modeling nonuniform elastodynamics interactions in each ellipse, instead 

applying spatially uniform uniaxial anisotropies to simulate strain.  

It should be highlighted that the incoherent rotation seen in the Terfenol-D ellipses can be 

ameliorated with further device design. By shrinking the overall dimensions of each ellipse and 

adjusting the inter-ellipse spacing, both the demagnetization and dipolar energies can be reduced 

to achieve the uniform magnetization profiles seen in the Nickel study. This will reduce the time 
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for unstable domain propagation out of the ellipse and further improve switching times and device 

reliability.  

5.4 Conclusion 

This chapter uses a numerical model which fully couples elastodynamics and 

micromagnetics to examine Nickel and Terfenol-D Bennett clocking wires. Nickel ellipses rotated 

in a coherent manner and produced a stable antiferromagnetically coupled ground state after the 

wire was clocked. Terfenol-D ellipses were capable of rotating nearly twice as fast as Nickel but 

were also highly susceptible to incoherent rotations. The larger saturation magnetization for 

Terfenol-D resulted in non-uniformly magnetized equilibrium states that subsequently led to 

incoherent rotations. The observations made in this study highlight the need for advanced models 

that examine the spatial magnetization distribution, in contrast to macrospin modeling. Finally, it 

was hypothesized that decreasing the size of the Terfenol-D ellipses and altering the inter-ellipse 

distance will prevent the nonuniformities from initiating incoherent behavior. The incoherent flip 

indicates that because of the large saturation magnetization of Terfenol-D, the system is much 

more sensitive to strain compared with Ni system. This should facilitate the use of Terfenol-D in 

Bennett clocking devices.  
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6.    High Frequency Nano Magnetization Switch 

6.1 Introduction 

In the last couple of decades, considerable research has been conducted on how to perform 

magnetization switching in the nanoscale due to its promise for applications in magnetic memory 

and magnetic logic.  Switching has previously been achieved using current-induced spin transfer 

torque (STT), spin orbit torque (SOT).[19], [42]–[45], [131]–[135] However, a successful switch 

using these methods is usually accompanied by substantial resistive heat losses resulting in 

inefficiencies. For this reason, eliminating the need for electric current in switching methods is of 

great importance. An alternative to this, is using voltage-controlled methods. A promising example 

of such, is using strain-mediated multiferroic composites (ferromagnetic–ferroelectric 

heterostructure) due to their ultra-high energy efficiency.[12,21,22,13–20] Wang et al. have shown 

that using strain-mediated multiferroic composites with perpendicular magnetic anisotropy (PMA) 

can be used to achieve 180 degree magnetization switching.[66], [100] However, these structures 

have limited switching frequencies and there are very few approaches that can be used to increase 

their performance. The most commonly used method is increasing the input voltage to the system, 

but this sacrifices the energy efficiency of these strain-mediated multiferroic structures. 

One of the main reasons for the limitation of the switching speed in strain-mediated PMA 

structures is the incoherence at the beginning of the switching process. Some portions of the 

magnet switch before the others. In order to avoid this, the breaking of structural symmetries in 

the nanomagnetic system has attracted substantial interest. This symmetry-breaking gives the 

magnetization a preferable switching direction. Previous researchers have demonstrated several 
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methods for breaking this magnetization switch symmetry. [42], [138], [139] One approach is 

using a sloped surface to help break the structural symmetry and this has been shown to work 

experimentally. [42] However, there is currently little simulation work done on this symmetry-

breaking for 180-degree PMA switching.  In addition, most simulations previously done on 

micromagnetics systems only consider one-way coupling from mechanical strain to 

magnetization.[140]–[142] To address this, we’ve created a model that reflects the influence of 

magnetization change on strain distribution. This change makes noticeable differences in the 

magnetoelastic behavior of materials. 

6.2 Model Setup 

The fully coupled model includes mechanically free boundary conditions for the patterned 

electrodes and top surface of the PZT layer. The bottom surface is fixed to simulate clamping of 

the PZT thin film grown on a Si/Pt substrate. To simulate a device fabricated on a larger substrate, 

roller boundary conditions are placed on all sidewalls. These boundary conditions are chosen to 

simulate a fabricated device. 
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Figure 6-1: (a) Model setup illustration and schematics of the Ni disk. (b) Voltage value with 

deformation and schematics of 180° precessional magnetization switching. 



 

82 
 

 

The Ni/PZT island structure of the MTJ system is shown schematically in Figure 6-1 (a) 

including a Ni disk with non-uniform thickness. The diameter of the disk is fixed at 50nm, and the 

thickness varies from a (2.5 nm) to b (3.5 nm). The local enlarged image of the disk shows that the 

thickness varies along	x�. The Nickel disk is adhesively attached to the PZT thin film. This disk is 

originally magnetically pre-poled along	z�. Beside the Ni disk, two Au electrodes (50nm×50nm) 

are located 20 nanometers away from the edge of the disk. The bottom of the PZT film is fixed to 

a thick Si substrate and electrically grounded. At the same time, roller boundary conditions were 

applied on the side walls of the PZT which limits their displacement to only the vertical direction.  

Figure 6-1 (b) shows the deformation of the electrodes and the Ni disk when negative 

voltage is applied on the electrodes. The color bar shows the voltage value (V) and the arrows 

underneath the electrodes indicate the direction of the electrical field: from bottom to up along 

the 	z�  axis. This deformation induces tension along y�  and compression along 	x�  within the 

nanondisk.[62] Due to the negative 𝛌𝐬 and small Gilbert damping of Ni, the magnetization will 

rotate along 	x�  and overshoot. By then releasing the voltage at a proper time, 180°  magnetic 

switching can be achieved within the nanodisk, as shown in the inset. As shown in the cross-section 

view of the Ni nanodisk, the big red arrow indicates the volume average magnetization. If the 

voltage is applied and released properly, the volume average magnetization will rotate 180 degree. 

The angle between the volume average magnetization and the 	x� axis is defined as	θ. As described 

previously the thickness of the Ni disk is set to 2.5nm-3.5nm originally and can be modified as 

long as the energy barrier and PMA effects conditions are satisfied. Specifically, the energy barrier 

should be larger than 40kYT (about 0.2 aJ) to avoid spontaneous magnetization switching and the 
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thickness should stay in proper range (about 1.5nm-6nm) where the PMA effect dominates.[66] 

The parameters used in this model are presented in the following Table 6-1[66], [100]:  

Table 6-1: Material parameters. 

Parameter Description Value 

Ms Saturation magnetization 4.8 × 10M (A/m) 

𝛂 Gilbert damping factor 0.038 

Aex Exchange stiffness 1.05 × 106%% (J/m) 

𝛌𝐬 Saturation magnetostriction coefficient −34 × 106N 

E Young’s modulus 219 × 10Z (Pa) 

𝛒 Density 8900(kg/m^3) 

𝛖 Poisson’s ratio 0.31 
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6.3 Results 

6.3.1 Precession of the Magnetization 

 

Figure 6-2: (a) Free precession to equilibrium state after releasing from (1, 1, 1) direction of 

planar and sloped nanodots. (b) Switching up and down process of the sloped nanodot with 

applied voltage. (c) Switching time comparison of planar and sloped disks when the voltage is 

released. 

Figure 6-2 (a) shows the dynamic response of the normalized magnetization of sloped and 

planar Ni disks after releasing it from the (1, 1, 1) direction. The solid line represents the dynamic 

response of the sloped disk while the dashed line represents the planar one. As shown in the figure, 

the magnetization components	m1, m;, m< precess towards the 	z� axis with	m1, m; oscillating. 

Finally, the magnetization reaches an equilibrium position in the z� direction. Both the sloped and 

planar disk equilibrium processes are similar with the one significant difference being that 

the	m<	of the sloped disk does not increase as monotonically as the planar one. In the global plot, 
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the trace of the volume average magnetization for the sloped disk is shown. Figure 6-2 (b) 

illustrates the dynamic response of the magnetization for a sloped Ni disk after an electric field is 

applied. The solid line represents the dynamic response from	z� to	−z� and the dotted line represents 

the response from 	−z�  to 	z� . Again, the global plot shows the trace of the volume average 

magnetization for the sloped disk. The electric field E[ is applied after the magnetization reaches 

equilibrium, which is the 0 ns state specifically. The duration of the 40MV/m electrical field 

application is 0.4ns. The relaxation time RC of PZT film (0.2ps) and the mechanical strain 

propagation time from the electrodes to the disk (4.0ps) can be assumed negligible. Evidently, for 

the planar nanodisk, the 		m<  component of two switching processes is symmetric due to the 

geometry. However, for the sloped Ni nanodisk, 	m1  is antisymmetric, indicating that the 

magnetization always switches clockwise. This is due to the fact that the sloped disk results in 

broken structural symmetry about 	x�  axis. Figure 6-2 (c) shows that, under similar strain, the 

magnetization switching time varies significantly. A large reduction of the switching time is 

observed in the sloped disk when compared to the planar disk. The planar disk takes 0.85ns 

(1176MHz) for the volume average magnetization to become in-plane (m< = 0) while the sloped 

one takes only 0.29ns (3448MHz and 65％ faster). Traditionally, for the planar disk, m< changes 

little before 0.6ns due to the incoherence of the magnetization switching. In other words, in the 

planar disk the magnetization hesitates to choose a direction of switching. To increase the 

switching speed higher voltages would have to be applied.[65] However, for the sloped disk case, 

the PMA effect in the thicker part is weaker. So that all magnetization spins switch together toward 

the thicker part of the nanodisk and thus respond much faster. Figure 6-2 (d) shows that, although 

the nanodot dimension is smaller than the approximate single-domain limit of Nickel (L\] =

10�
&^$%
μ&_'

! = 85nm), strain inside the element still vary with time at the beginning of the switching, 
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indicating non-uniform strain distribution and incoherent switching which reduce the energy 

efficiency. However, by breaking the shape symmetry, the sloped nanodot can provide a solution 

for the dilemma between fast reaction speed and coherence of switching. 

 

 

Figure 6-3: (a) Energy profiles in x-z plane of the sloped nanodot before and after the voltage is 

applied. Black and red lines indicate EA correspondingly. (b) Energy profiles in x-z plane of the 

planar nanodot. 

Figure 6-3 shows the energy profile of sloped and planar elements before and after the 

voltage is applied. It can provide an explanation for the deterministic rotation from the perspective 

of energy. From Figure 6-3 (a), the free easy axis (EA) of the sloped disk is along θ = 84° and the 

EA with voltage applied is along	θ = 10°. The hard axis (HA) is always perpendicular to the EA 

in each case. This property induced by creating shape anisotropy is a little different from the planar 

disk whose EA lies along exactly at θ = 90°  and θ = 0°  before and after the magnetization 

rotation respectively, as can be seen in Figure 6-3 (b). The energy asymmetry can determine the 

magnetization rotating direction. For example, starting from		z�, when the strain is introduced, the 

volume average magnetization tends to reorient along positive	x� because reaching negative	x� will 
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require more energy. Similarly, it rotates from	−z� to	z� clockwise. But for the planar disk, rotating 

through positive	x� or negative	x� needs equal energy. Therefore, incoherence emerges, part of the 

spins tends to rotate through one direction while others tend to rotate though other direction, and 

the reaction time is prolonged. 

6.3.2 Discussion on the Energy Profiles 

 

 

Figure 6-4: Free energy profiles of nanodots with different thickness and inclination. 

So far, the article has focused on the dynamic magnetic response of a sloped nanodot. Now 

we will look at the effect that changing certain geometry parameters of the nanodot (thickness and 

inclination) will have on the overall performance. Figure 6-4 shows the energy profiles of sloped 

nanodots with different thicknesses and inclinations. The nanodot schematics are shown in the 

insets. Setting average thickness to 2.5nm/3nm/3.5nm with a specified height difference value of 

1nm between the highest and lowest points, the energy profiles’ shape looks different as seen in 

Figure 6-4 (a). It is important to note that the energy profile shape itself can be changed by 

adjusting the zero potential energy position. However, putting them in the same plot, we realize 

that the energy barrier is decreasing when the sloped nanodot becomes thicker. This tendency 
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matches the former conclusion that the PMA effect is inversely proportional to thickness. The 

magnetostatic energy will drag the magnetization EA from out-of-plane to in-plane at thickness 

greater than 6nm in Ni nanodots. The EA direction also changes but is negligible compared to the 

dramatic change of energy barrier. However, for sloped nanodots with different inclinations, the 

change of EA direction dominates and has a distinct tendency. In Figure 6-4 (b), the difference 

value of a and b is set to 1nm/3nm/5nm with the average thickness remaining at 3nm. The EA 

directions corresponding these inclinations are  θ = 84°, θ = 76°, θ = 74°. It is evident that the 

magnetization tends to become in-plane as the slope of the nanodots become larger. The tendency 

shown in the data above suggests that the degree of deterministic rotation can be strengthened by 

breaking the symmetry more drastically. Nonetheless, sharply sloped nanodots are not required to 

achieve deterministic rotation. Little inclination combined with mild voltage can avoid 

incoherence, saving both switching time and wasted energy. 

6.4 Conclusion 

In this chapter, the simulation results demonstrated that under voltage induced strain the 

magnetization can archive 180-degree OOP switch in Nickel nanodisk. When the symmetry is 

broken, the switch speed can increase 66% according to the simulation results. Under 40MV/m 

electrical field, the switch time for plane nanodisk is 0.85ns while for the sloped nanodisk is 0.29ns. 

This work avoids the trade-off between energy efficiency and coherence of magnetization as 

traditional way has. Results validate the feasibility that use geometric way to break the symmetry 

and then avoid the incoherence. However, additional work is required for developing an easy way 

for fabricating the system shown in this chapter. 
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7.    Summary and Conclusions 

Multiferroic devices set the bridge between electrical field and magnetic field. The 

advantages of multiferroic devices include high energy efficiency, non-volatile features and small 

size. A literature review on the development of multiferroic devices was provided in Chapter 1. 

Based on these advantages, this dissertation focuses on the use of multiferroic systems for high 

frequency applications, including antenna, logic and memory. For the case of multiferroic antenna 

applications, inducing vibration of the magnetization to radiate electromagnetic waves has been 

considered to be a promising way to reduce the antenna’s size. Indeed, showing, experimentally, 

the ability of multiferroic heterostructures to radiate electromagnetic waves is it itself a challenge. 

Prior work has offered no ability for forming a practical working antenna array. On multiferroic 

logic and memory, this dissertation focuses on how to improve the working frequency, i.e. 

response speed of the devices. 

For the antenna fabrication aspects of the work introduced in this dissertation, cross-

arranged electrodes and magnetoelastic resonators are deposited on the top of a piezoelectric 

substrate， offering the ability of forming a practical antenna array. The shear wave antenna shows 

an experimental proof-of-concept on the ability for radiating of such multiferroic heterostructures. 

The Gold electrodes cooperate with the Nickel resonators to transfer the electromagnetic wave 

signal into the circuit by transforming it into an acoustic wave or verse versa. The S parameters 

are tested by the vector network analyzer electronics under different bias fields applied on the 

multiferroic antenna sample. Further, in order to improve the efficiency of the transformation 

between electromagnetic waves and acoustic waves, a new antenna design with an energy trap was 

introduced. This was realized by placing a Bragg mirror under the piezoelectric layer and metal 

gratings on the sides to reflect as much strain energy as possible. Within the fabrication facilities 
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available, it was not possible to fabricate a successful Bragg mirror.  A compromise design and 

fabrication process were conducted, showing the ability for improving the transformation 

efficiency of such cross-arranged multiferroic heterostructures. The fabrication works as well and 

the test results are presented in chapters 2 and 3, respectively. 

The simulation work in this dissertation was performed by both a fully coupled finite 

element framework and a macro spin framework. The patterned electrodes on the piezoelectric 

substrate are considered to be able to provide local strain to the nanomagnets. By architecting the 

geometric shape of nanomagnets as well as the relative position of the electrodes, the multiferroic 

heterostructures can perform as antenna, logic and memory devices. For example, the local strain 

controlled multiferroic antenna can adjust its radiating frequency and volume of magnetic material 

for more application scenarios.  

The study on the multiferroic heterostructures used on logic applications gives also a new 

concept on improving the frequency of the logic system. The broken symmetry of the nanomagnets 

offers a much faster non-volatile memory device. The simulation works are presented in chapters 

4, 5 and 6, respectively. 

In summary, the present work provides a path for future antenna array structures with 

extremely small size and good efficiency. Even if this research did not provide a working prototype 

for the improved design, due to fabrication limitations, shows the potential of the technology. 

Fabrication techniques have to be improved as a critical step for bringing the multiferroic antenna 

technology towards commercial industry usage. Based on the proof of concept and the simulation 

work presented in this work, we attain the necessary insight and tools to improve existing designs 

in the future. Thus, this work brings the novel high frequency multiferroic devices closer to reality.  
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