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[1] Airborne measurements of formaldehyde (CH\textsubscript{2}O) were acquired employing tunable
diode laser absorption spectroscopy (TDLAS) during the 2000 Tropospheric Ozone
Production About the Spring Equinox (TOPSE) study. This study consisted of seven
deployments spanning the time period from 4 February to 23 May 2000 and covered a
wide latitudinal band from 40°N to 85°N. The median measured CH\textsubscript{2}O concentrations,
with a few exceptions, did not show any clear temporal trends from February to May in
each of five altitude and three latitude bins examined. Detailed measurement–model
comparisons were carried out using a variety of approaches employing two different
steady state models. Because recent emissions of CH\textsubscript{2}O and/or its precursors often
result in model underpredictions, background conditions were identified using a number
of chemical tracers. For background conditions at temperatures warmer than −45°C,
the measurement–model agreement on average ranged between −13% and +5%
(measurement–model/measurement), which corresponded to mean and median
(measurement–model) differences of 3 ± 69 and −6 parts per trillion by volume
(pptv), respectively. At very low temperatures starting at around −45°C, significant
and persistent (measurement–model) differences were observed from February to early
April from southern Canada to the Arctic Ocean in the 6–8 km altitude range. In such
cases, measured CH\textsubscript{2}O was as much as 392 pptv higher than modeled, and the
median difference was 132 pptv (83%). Low light conditions as well as cold
temperatures may be important in this effect. A number of possible mechanisms
involving the reaction of CH\textsubscript{3}O\textsubscript{2} with HO\textsubscript{2} to produce CH\textsubscript{2}O directly were investigated,
but in each case the discrepancy was only minimally reduced. Other possibilities were
also considered but in each case there was no compelling evidence to support any of
the hypotheses. Whatever the cause, the elevated CH\textsubscript{2}O concentrations significantly
impact upper tropospheric HO\textsubscript{x} levels at high latitudes (>57°N) in the February–April
time frame.
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1. Introduction

[2] Over the past several years, there has been a great deal of interest in the chemistry and distributions of formaldehyde (CH$_2$O), an important reactive intermediate formed by the oxidation of many anthropogenic and biogenic hydrocarbons [e.g., Sumner et al., 2002; Weller et al., 2000; Arlander et al., 1995; Fried et al., 2002; Frost et al., 2002, and references therein]. In addition to its reaction with OH (R1), CH$_2$O decomposes via two different photolysis channels ((R2a) and (R2b)), which depend upon wavelength [Calvert et al., 2000].

\[
\begin{align*}
\text{R1} & : \text{CH}_2\text{O} + \text{OH} \rightarrow \text{HCO} + \text{H}_2\text{O} \\
\text{R2a} & : \text{CH}_2\text{O} + \text{hν} (\lambda < 337 \text{ nm}) \rightarrow \text{HCO} + \text{H} \\
\text{R2b} & : \text{CH}_2\text{O} + \text{hν} (\lambda < 365 \text{ nm}) \rightarrow \text{H}_2 + \text{CO}
\end{align*}
\]

In the lower atmosphere, the radical products HCO and H generate the hydroperoxy radical HO$_2$ via (R3) and (R4):

\[
\begin{align*}
\text{R3} & : \text{HCO} + \text{O}_2 \rightarrow \text{HO}_2 + \text{CO} \\
\text{R4} & : \text{H}_2 + \text{O}_2 + \text{M}(\text{N}_2, \text{O}_2) \rightarrow \text{HO}_2 + \text{M}(\text{N}_2, \text{O}_2)
\end{align*}
\]

The radical photolysis channel (R2a) followed by (R3) and (R4) is a net source of odd hydrogen radicals, HOx, (HOx = HO$_2$ + OH + H) in the atmosphere. This radical channel takes on greater importance during high solar zenith angles [Fried et al., 1997b] and in the middle to upper troposphere where radical production from O(1D) with H$_2$O diminishes as the available H$_2$O vapor decreases with altitude [Wennberg et al., 1998]. In the study by Fried et al. [2002] during the 1997 NorthAtlantic Regional Experiment (NARE-97), for example, the radical photolysis channel of CH$_2$O comprises 34% of the total HOx production rate between 4 and 8 km. This increases to 45% when only dry air in this altitude range was considered.

[3] The model results during NARE-97 were systematically lower than measurements by factors of 2–3. Despite the fact that altitudes higher than 8 km could not be studied during NARE-97, it is quite possible that elevated CH$_2$O concentrations could also be responsible, at least in part, for model underestimations of HOx sometimes observed in the upper troposphere [Wennberg et al., 1998; Jaeglé et al., 1997, 1998, 2000; McKeen et al., 1997; Brune et al., 1998]. While the role of CH$_2$O has received some consideration in this regard, a number of investigators have proposed the importance of convective transport of peroxides [Prather and Jacob, 1997; Jaeglé et al., 1997, 1998], as well as acetone photolysis, as the source of additional HOx. However, based on NASA’s Pacific Exploratory Missions (PEM), Crawford et al. [1999] raise the possibility that additional upper tropospheric HOx sources are still needed.

[4] CH$_2$O is also important in other atmospheric regimes. In the relatively dry arctic boundary layer, CH$_2$O serves as both an important source of HOx radicals and a sink for Br atoms; CH$_2$O competes with O$_3$ for the available Br [de Serves, 1994; Shepson et al., 1996; Sumner and Shepson, 1999; Sumner et al., 2002; Ridley et al., 2003]. Sumner et al. [2002] and Sumner and Shepson [1999] have also found that CH$_2$O is emitted from the snowpack after polar sunrise, and in the absence of halogen atom chemistry the CH$_2$O concentration is often 200 parts per trillion by volume (pptv) or higher.

[5] As many hydrocarbon reactions initiated by OH, O$_3$, and/or Cl involve CH$_2$O as an intermediate, CH$_2$O becomes important in further testing our current understanding of hydrocarbon oxidation mechanisms as well as the consistency with the input OH concentrations employed in the models. According to Crawford et al. [1999], CH$_2$O is an ideal candidate for testing the presence of additional HOx sources in the tropical upper troposphere. Unfortunately, measurement–model comparisons, even for remote background conditions where CH$_4$ oxidation is the primary CH$_2$O precursor, have exhibited both positive and negative deviations. However, many recent comparisons, including the NARE-97 study [Frost et al., 2002], reveal model results that are systematically lower than measurements by factors of 2–3. The reader is referred to the studies of Fried et al. [2002] and Frost et al. [2002] for a comprehensive discussion of these comparisons. These discrepancies clearly point to gaps in our understanding of CH$_2$O production and destruction pathways in the clean background atmosphere, and perhaps unresolved measurement issues as well.

[6] Because of its importance, it is essential to acquire additional airborne measurements of CH$_2$O over a wide range of altitudes, latitudes, and photochemical conditions. It is also essential to follow up such measurements with model comparisons. The 2000 Tropospheric Ozone Production About the Spring Equinox (TOPSE) study presented such an opportunity. This campaign employed the National Center for Atmospheric Research’s (NCAR) C-130 aircraft [Atlas et al., 2003], which was configured to measure a suite of important atmospheric gases and particles. TOPSE consisted of seven deployments, spanning the time period from 4 February to 23 May 2000, and covered a wide latitudinal band from 40°N to 85°N.

[7] TOPSE provided a unique opportunity to study CH$_2$O photochemistry at northern middle to high latitudes during the winter-to-spring transition where the lifetime changes from several days to hours. On a few occasions during the early deployments the lifetime was as long as 1 month. This in turn allows us to extend our airborne measurement–model comparisons to a relatively new set of conditions not extensively studied. With the exception of a few flights during the 1997 SONEX [Jaeglé et al., 2000] and the 1991 TROPOZ II [Arlander et al., 1995] campaigns, to our knowledge there have been no airborne measurements of CH$_2$O at high latitudes.

2. CH$_2$O Measurements During TOPSE

2.1. Tunable Diode Laser Absorption Spectrometer (TDLAS) and Data Acquisition

[8] Based upon the lessons learned from earlier TDLAS systems, numerous modifications and improvements have been implemented for the TOPSE study. Comprehensive details regarding the forerunner systems for both ground- and airborne measurements of CH$_2$O, calibration and sampling approaches employed, measurement accuracy and inlet tests, ground-based and airborne comparison studies, and absorption features utilized can be found in the studies of
Employing sampling pressures around 40 torr, sample flow air was sampled by drawing airflow through this entire inlet controller mounted in the aircraft cabin about 53 cm down-among zero air to nearly the entire inlet upstream of the sampling approximately 18 cm from the inlet tip, provided a means to add zero air to within 1.3 cm of the entrance tip. An addition port, located to within 1.3 cm of the entrance tip. An addition port, located approximately 18 cm from the inlet tip, provided a means to add zero air to nearly the entire inlet upstream of the sampling cell. The inlet line also contained a standard addition port. The inlet section connected to an MKS 640A pressure controller mounted in the aircraft cabin about 53 cm downstream of the inlet tip and ultimately to the Herriott cell through 290 cm of the 1.3 cm OD PFA Teflon line. Ambient air was sampled by drawing airflow through this entire inlet (volume 0.24 L) and the Herriott cell by a vacuum pump. Employing sampling pressures around 40 torr, sample flow rates between 8.5 and 10 standard L min⁻¹ (slm, where standard conditions are defined as 273 K and 760 torr), one calculates a sample residence time between 1.5 and 1.2 s.

Zero air, generated by employing a second inlet using a diaphragm pump and a heated Pd/Al₂O₃ scrubber, was used to acquire background spectra. This scrubbing system removes CH₂O without significantly affecting the ambient water vapor concentration. During background acquisition, the zero airflow was rerouted into the inlet line at flow rates exceeding the sample flow. As discussed by Fried et al. [1998a, 1998b], background spectra were acquired approximately twice every 1-1/2 min, and this approach very effectively captures and removes optical noise as well as the effects of sample line outgassing. Wert et al. [1999a], based on extensive laboratory tests, have verified the sampling accuracy using this inlet under temperature, pressure, and relative humidity conditions indicative of the lower to middle troposphere.

For calibration purposes, standards were generated using a pressure controlled CH₂O permeation system, the output of which was periodically added to zero air in the main inlet line. The calibration system contained two different permeation devices with different emission rates housed in separate glass chambers in a temperature controlled (70°C) aluminum block. At the cell flows employed, typical CH₂O standard concentrations of 12–14 ppbv were generated at the cell entrance. The CH₂O emissions rates were determined by comparisons with two other permeation devices, which in turn were verified employing a variety of techniques [Fried et al., 1997a, 2002; Gilpin et al., 1997]. These other devices were mounted in a laboratory-based calibration system that (1) did not leave the laboratory during the TOPSE campaign and (2) were maintained at temperature and had continuous airflow over the devices. Comparisons of both airborne standards with these two laboratory devices before and after TOPSE and with one another throughout TOPSE indicated that the emission rates of the airborne standards were constant to within 2%. Based upon the collective calibrations, we estimate a total calibration uncertainty of ±6% at the 1σ level for both permeation devices.

During airborne operation, TDLAS measurements of CH₂O were typically acquired by averaging six successive 10-s ambient samples. Background spectra were acquired for 10 s before and after each 1-min ambient block using an appropriate delay period of 9 s (approximately 5 inlet/cell e-folding times) after each switch. The backgrounds surrounding each 1-min ambient block were averaged (time weighted) and subtracted point-by-point from the ambient spectrum. After applying a laser power correction, determined with each 1-min ambient block, each background-subtracted ambient spectrum was fit in real time to a background-subtracted calibration spectrum acquired previously employing a multiple linear regression approach [Sewell et al., 1993]. Typically, the ambient flush background acquisition sequence was repeated for 30–60 min before a new calibration spectrum was acquired. Approximately 1–3 times a flight, a series of low emission rate CH₂O standards (≈7 ppbv at the cell entrance) were added on top of ambient air, and after subtraction of the adjacent ambient spectra, processed in exactly the same manner as each sample spectrum. This procedure helped to ensure data quality by (1) identifying potential errors in the data acquisition/fitting retrieval procedures, (2) providing a direct measure of instrument precision through multiple calibrations, and (3) identifying the presence of sampling loss in the inlet line downstream of the zero air port. In all cases the retrieved CH₂O concentrations were within ±5% of the input values, and produced an average difference of ±1.3%. Each ambient acquisition cycle, which included the acquisition of a 10-s background, 1 min of ambient averaging, two 9-s delay periods and computer processing overhead, typically took 90 s. Henceforth we will refer to each ambient acquisition cycle so acquired as a 1-min average.

2.2. CH₂O Spectral Feature Employed

The TDLAS measurements were carried out employing an isolated CH₂O absorption feature at 2831.6417 cm⁻¹. As discussed by Fried et al. [2002], this feature is clear of any known spectroscopic interferences with the exception of methanol. A weak methanol line approximately +0.009 cm⁻¹ from the CH₂O feature has been measured in the laboratory by D. Richter (private communication, 2000). Laboratory tests indicate a positive interference of 3.8% on the retrieved CH₂O results. Ambient methanol concentra-
tions in the remote marine atmosphere typically fall within the 50–800 pptv range [Singh et al., 1995; Jaegle et al., 2000], and thus methanol should on average produce a maximum interference of only +30 pptv on our ambient CH$_2$O values, and more typically around +15 pptv. During TOPSE, there were no continuous measurements of methanol; however, we make use of preliminary results from canisters for methanol acquired by the University of California, Irvine. Although these results are considered preliminary and further tests are needed to quantify the behavior of methanol in canisters, they do provide a rough estimate for correction of our CH$_2$O data. In most cases the percentage CH$_2$O correction is small; in 75% of the data where methanol values or interpolated values are available, the percentage CH$_2$O correction (0.038 * [methanol]/[CH$_2$O]mix) is $\leq$38%. The median methanol and CH$_2$O (uncorrected) concentrations for this group are 340 and 125 pptv, respectively. In terms of absolute values, the median correction is 14 pptv. Unless otherwise stated, all CH$_2$O measurements were corrected for methanol in this manner. Despite the above reassurances, one must still consider the possibility that the canister-derived methanol corrections may in some cases be too low, perhaps by as much as a factor of 2 (E. Apel, private communication, 2001). As will be shown in section 4, we consider this possibility in our measurement-model comparisons.

2.3. Measurement Precision and Accuracy Estimates

[15] It becomes important in measurement-model comparisons to accurately assess measurement precision and accuracy, particularly when examining such relationships at low mixing ratios less than 100 pptv. During TOPSE an upper limit to the measurement precision was estimated from the replicate precision upon sampling relatively constant ambient CH$_2$O levels. Numerous such time periods were identified during each flight, and all acquired ambient measurements close to these time periods were assigned the constant precision thus determined. These results were corroborated by periodic replicate precision measurements employing low-level standards and/or backgrounds. For the entire TOPSE campaign the 1-min measurement precision thus determined (1σ level) produced a median value of 40 pptv and an average of 44 $\pm$ 17 pptv.

[16] The systematic uncertainty was estimated from the above calibration uncertainty (6%) together with other systematic source estimates. Quadrature addition yields an estimated 1σ systematic uncertainty of $\pm$6.4% of the ambient concentration. This analysis does not include the methanol correction uncertainty since this uncertainty is not presently known. The systematic values thus determined were added in quadrature to the precision estimates discussed above to arrive at a total 1σ uncertainty for each 1-min average.

3. CH$_2$O Box Model Calculations

[17] Two different box models were employed in this study: a diurnal steady state box model similar to that previously used by Davis et al. [1996, 2001] and by Crawford et al. [1997, 1999] and further described by Wang et al. [2003], and a radical steady state model described by Cantrell et al. [2003]. Both models employed the same base chemical mechanisms and reaction rates, but differed in the method of solution, the method by which missing data, in particular nonmethane hydrocarbons (NMHCs), were interpolated between canister samples, and the method by which photolysis frequencies were incorporated. Most of the measurement-model comparisons that will be discussed in this paper, unless otherwise stated, are based on the diurnal steady state calculations. However, results in many cases are also presented using the radical steady state model because of its facility in allowing tests of various CH$_2$O production mechanisms. Both model calculations were carried out for every 1-min measurement period where measured peroxy data and NMHC and/or interpolated NMHC data were available.

3.1. Diurnal Steady State Box Model

[18] The model includes basic HO$_x$–NO$_x$–CH$_4$ gas phase chemistry along with NMHC chemistry, photolysis reactions, but no heterogeneous loss for soluble species. Reactions and rate coefficients were taken from DeMore et al. [1997] and Atkinson et al. [1997]. Photolysis rate coefficients were based on the DISORT four-stream NCAR Tropospheric Ultraviolet Visible (TUV) radiative transfer code (S. Madronich, http://www.aer.ucar.edu/TUV). Model calculations were constrained by observations of O$_3$, NO, CO, NMHCs, H$_2$O$_2$, CH$_3$OOH, temperature, water vapor, J(O1D), and J(NO$_2$). Acetone was not measured and substantially more CO data were measured than NMHCs. Acetone and missing NMHC concentrations were scaled to observed CO [Wang et al., 2003]. All model parameters except NO, NO$_2$, and photolysis rates, which were allowed to vary diurnally, were held constant in multiple-day runs. The concentrations of NO$_2$ (NO + NO$_2$) were held at constant values that gave the observed NO concentrations at the time of the observation. The model calculated concentrations were reported when the diurnal cycles of such concentrations did not vary from day to day.

3.2. Radical Steady State Model

[19] A simple numerical model was constructed based on the assumption of photochemical steady state for each member of the HO$_x$ and RO$_x$ (CH$_3$O$_2$ plus higher organic peroxy radicals) family [Cantrell et al., 1996, 2003]. A steady state equation was derived for each peroxy radical corresponding to a measured organic compound. Thus, concentrations were derived for OH, HO$_2$, and each of the respective RO$_2$ (including CH$_3$O$_2$) radicals. Steady state calculations of reservoir species were calculated separately using the same assumptions. The mechanisms and rate constant employed are given by [Cantrell et al., 2003].

[20] In contrast to the diurnal steady state model, instantaneous photolysis frequencies are employed in the radical steady state calculations instead of time-integrated values. However, CH$_2$O box model calculations run with both types of photolysis frequencies yield a regression fit with a slope of 0.97. There was no indication of any seasonal trend in this agreement. As in the diurnal steady state model calculations, time periods where there were missing NMHC canister data had to be inferred. The radical steady state model employed the results from the previous canister measurements for this purpose.

[21] A Monte Carlo approach [Cantrell et al., 2003] was used to estimate errors in the calculated CH$_2$O concentrations due to uncertainties in rate coefficients [DeMore et al., 1997;
Sander et al., 2000] and measured concentrations of quantities used to constrain the equations. This results in a total 1σ uncertainty of about 34% in the calculated CH₂O concentrations, assuming all reactions are known. Since these uncertainties are common to both models, we have assumed an identical uncertainty for the diurnal steady state results.

3.3. Model Comparisons and Limitations

[22] Over the entire TOPSE data set the two modeling approaches produced results that agreed to within ±4% with an $r^2$ value of 0.94. The diurnal steady state model, moreover, was also run using input data from the NARE-97 campaign, and produced the NARE-97 box model results [Frost et al., 2002] to within 7%. This eliminates model differences when assessing measurement–model comparisons between TOPSE and NARE-97.

[23] It is important to recognize the limitations of both models employed in this study. First, the veracity of both models depends upon the validity of the steady state assumption, and during TOPSE where the lifetime of CH₂O varies from a few hours to several days or more, the steady state assumption can easily become invalid. This will be particularly true during low light conditions where one encounters recent inputs of CH₂O and/or its precursors. Thus, one would expect that under most circumstances the steady state model validity would progressively break down with increasing CH₂O concentration, unless one is close to a source of CH₂O and/or its precursors. As shown by Crawford et al. [1999], enhanced CH₂O above steady state by a factor of 2 can be present at altitudes of 8–12 km at the end of 2 days after CH₃OOH, one of the precursors of CH₂O, is convectively pumped from the marine boundary layer. Although this represents an extreme set of conditions in the tropics, it serves to emphasize that the steady state CH₂O validity can be dictated by temporal variations of longer-lived precursors. In addition, the CH₂O production rate is very dependent upon the NO concentration, which influences the production rate for RO radicals (NO + RO₂ = NO₂ + RO), which in turn react with O₂ to produce CH₂O. Steady state calculations indicate that a factor of 2 change in NO changes CH₂O by a factor of 2 for the conditions prevalent during TOPSE. Thus, one would expect that the steady state assumption will readily break down under elevated and changing NO conditions. Secondly, since there are numerous NMHC precursors of CH₂O, there is the possibility that unmeasured NMHCs might become important in CH₂O production. Thirdly, the NMHCs that are measured might be misleading, particularly if they are highly reactive, such as alkenes. In these cases short-lived CH₂O precursors might have reacted away to form longer-lived CH₂O during the time between emission and sampling. In general, all three limitations will produce CH₂O model underestimations.

[24] Of course active CH₂O sinks not included in the box model will yield the reverse situation. In the midtroposphere, however, such sinks are generally not expected to be important. By contrast, both models are expected to have problems in the arctic boundary layer where CH₂O snow-pack sources and Br sinks may become important [Summer et al., 2002; Ridley et al., 2003]. Such periods, which constitute less than 0.5% of the measurement–model comparisons, have not been removed from the overall comparison data set but were removed from comparisons of background data discussed in section 5. In addition, both models do not include Cl chemistry, which may accelerate the production of CH₃O in certain cases, through the reaction of Cl with CH₄. Unfortunately there were no measurements of reactive Cl and/or Cl reservoir species on TOPSE, and thus no attempt was made to eliminate suspected CI-influenced events. Finally, as the OH instrument during TOPSE experienced problems for altitudes above 3 km, the model calculations of the present study rely solely on modeled OH concentrations. Fortunately, an error in the calculated OH concentration does not have a large effect on the calculation of CH₂O, since OH is involved in both CH₂O production and destruction. For example, a factor of 2 change in OH, only changes the calculated steady state CH₂O concentration by ±26%.

4. CH₂O Distributions and Model Comparisons for the Entire TOPSE Data Set

4.1. CH₂O Distributions

[25] Measurements of CH₂O were acquired during all seven TOPSE deployments. During the fifth deployment, however, cell mirror reflectivity problems limited the number of useful CH₂O measurements, and those that are available are considerably less precise (1σ, 1-min precisions of 80–112 pptv) than the other measurements. Figure 1 shows the altitude dependence for all of the 1-min CH₂O measurements for three different latitude bins. The measurements in all cases were corrected for methanol interference, as previously discussed. Also shown are the median measured and modeled concentrations for five different altitude bins (0–0.2, 0.2–2, 2–4, 4–6, and 6–8 km). To facilitate discussion, we refer to the 3 latitude bins as midlatitude (40°–50°N), northern midlatitude (50°–57°N), and high latitude (>57°N). As can be seen, the midlatitude and northern midlatitude bins show the steepest altitude gradients in both measurements and modeled concentrations. This in part reflects the increased boundary layer sources, particularly during spring (to be shown in Figure 4), and the general tendency toward shorter CH₂O lifetimes at higher altitudes relative to the vertical mixing time. Table 1 tabulates CH₂O lifetimes by deployment, latitude, and altitude when ambient measurements were acquired. The midlatitude bin of Figure 1 exhibits the largest concentrations for all latitudes, as expected due to the closer proximity to sources. However, the high-latitude bin also shows reasonably high CH₂O concentrations, particularly the two highest altitude bins where some 1-min ambient levels reach 700 pptv (4–6 km) and 410 pptv (6–8 km).

[26] The median measured and modeled CH₂O concentrations for the midlatitude and northern midlatitude bins are generally in good agreement in Figure 1, while the high-latitude bin shows more pronounced discrepancies at all altitudes. This aspect will be examined in section 4.3. Table 2a further tabulates the measured and modeled values for each latitude–altitude bin, and Table 2b displays the corresponding differences.

4.2. Measurement–Model Comparisons

[27] Figure 2 displays a scatterplot for all 1-min CH₂O determinations acquired during TOPSE where corresponding modeled values were also available (N = 1959 points).
The modeled values were calculated using the base case model (i.e., diurnal steady state box model, using modeled OH and HO2 concentrations, diurnally averaged photolysis frequencies, and measured concentrations for H2O2 and CH3OOH). A linear regression of all the 1-min TOPSE data is shown. This and all subsequent linear regressions are based on weighted bivariate fits where the sum-squared perpendicular distances between each point and the fit line are minimized [Neri et al., 1989], in contrast to a normal unweighted regression based on residual minimization of the ordinate values. As discussed by Harder et al. [1997], the results of the latter can be in error depending upon which variable is placed on the x and y axes. The bivariate fits were carried out with weights proportional to the reciprocal-squared total uncertainties for both the measurements and model calculations.

The bivariate fit for all the TOPSE data of Figure 2 yields a slope of 1.08 ± 0.03 and an intercept of 7.2 ± 2.9 pptv, which is significantly different than the slope of 1.84 determined for NARE-97 [Frost et al., 2002]. Although no methanol corrections were applied in the NARE study, the TOPSE slope without this correction (1.11 ± 0.03) is still considerably lower than NARE. Doubling the methanol correction, which assumes canister loss, produces a bivariate slope of 1.04 ± 0.03 and an intercept of −5.1 ± 2.9 pptv. Thus the regression results are not very sensitive to the methanol correction applied. Likewise these results are not very sensitive to whether or not measured or modeled peroxides (H2O2 and CH3OOH) concentrations are used in the calculations. Employing modeled peroxide concentrations produces a slightly lower bivariate slope (1.04 ± 0.03) and higher intercept (12.1 ± 2.5 pptv). This is quite different than comparisons during the Mauna Loa studies [Liu et al., 1992; Zhou et al., 1996], where a difference in the calculated [CH3OOH] as large as 330 pptv (700 pptv calculated by Liu et al. minus 370 pptv calculated by Zhou et al.) changed the calculated CH2O concentration by 46% (95 pptv). During TOPSE the median calculated [CH3OOH] is a factor of 2 lower than Mauna Loa, resulting in a reduced sensitivity to CH2OOH.

Despite the fact that the regression for all the TOPSE data indicates good measurement–model agreement on average, Figure 2 displays a number of points where the majority of data (92% of the total) are concentrated between 0 and 300 pptv. If one arbitrarily restricts the regression to
ordinately and abscissa <300 pptv, $r^2$ degrades to 0.13. Clearly a linear regression is less valid under these conditions since the combined uncertainty of both variables is similar to the data centroid. Finally, the model limitations previously discussed have not been eliminated for the full TOPSE data set of Figure 2. For example, many of the large discrepancies at model values >300 pptv correspond to low-altitude (1–4 km) measurements in the sixth and seventh deployments near Denver, CO. As discussed previously, such discrepancies reflect the inability to model local boundary layer sources. Table 2b reinforces this point; here the largest median (measurement–model) difference is observed at low altitudes in the lowest latitude bin. For these reasons it becomes important to look at the measurement–model comparisons using additional approaches. [30] By averaging the measurements in 50 pptv model bins, we reduce the scatter significantly, thus facilitating the observation of trends. Of course this approach potentially obscures individual (measurement–model) differences, which may reflect real differences due to pertinent atmospheric processes. Figure 2 displays the bin averages along with the resulting bivariate fit up to model values ≤350 pptv. As can be seen, the regression slope changes from 1.08 for the full comparison to 1.14 ± 0.08 for the binned averages and $r^2$ increases to 0.97. This suggests that upon reducing the scatter, which at CH$_2$O < 200 pptv is to a large extent from measurement imprecision, one observes no overall systematic bias in the measurement–model comparison. Including the remaining 6 points above 350 pptv in the fit increases the slope to 1.19 and decreases $r^2$ to 0.89. However, as can be seen by the dashed line, which extrapolates the 7-point linear fit out to model values of 700 pptv, the linear measurement–model fit is no longer adequate starting at model values around 350 pptv. Many of these higher concentration points are influenced by local sources where the model limitations take on greater importance. [31] It is also useful to look at histograms of the (measurement–model) differences for two different measurement regimes. Figure 3 displays such a histogram for the entire
ences are positive and these are almost exclusively comprised of measurements >400 pptv. Negligibly few differences less than 0 are associated with measurements >400 pptv. Thus the model tends to underestimate the measurements as the measured values increase, which is consistent with the model limitations discussed previously. Based on these limitations, one would expect to observe a correlation between (measurement–model) difference and CH$_2$O lifetime. Over 95% of the comparison points have instantaneous lifetimes ≤15 hours, and the resulting scatterplot of the (measurement–model) difference versus CH$_2$O lifetime reveals no correlation ($r^2 = 6 \times 10^{-8}$) and a slope of 0 within the uncertainty bounds. However, there is a correlation between model underprediction and evidence of fresh emissions; most of the large scatter in Figure 2 occurs when, for example, levels of CNC (≥1000 particles cm$^{-3}$) and ethene are elevated (>7 pptv).

[32] The various analyses just presented for the entire TOPSE data set indicates an overall measurement–model agreement that on average falls within the 4–23% range. These analyses also indicate a number of comparison points with large (measurement–model) discrepancies, particularly for elevated ambient CH$_2$O concentrations. Of the 1959 comparisons for the full data set, 19% reveal (measurement–model) discrepancies greater than the total combined (2σ) measurement–model uncertainty for each point, calculated by quadrature addition of the uncertainties previously discussed. Such points will hereafter be designated as outliers.

4.3. Measured and Modeled [CH$_2$O] as a Function of Altitude and Deployment

[33] In Figures 4a–4c, the measured and modeled CH$_2$O results of Figure 1 are broken out into separate deployments for the five altitude bins where there are simultaneous measurements and model values, the number of which is denoted with each bin. Only the diurnal steady state model results are shown here; however, the radical steady state model yields very similar results.

[34] The measured CH$_2$O concentrations in the midlatitude bin display the steepest altitude gradients for all deployments; the median measured CH$_2$O levels fall within the 300–450 pptv range for the 0.2–2 km altitude range for all but the last deployment and this drops off to levels primarily in the 50–60 pptv range for all time periods in the 6–8 km altitude bin. The low-altitude observations reflect enhanced boundary layer sources of CH$_2$O and its precursors, particularly in the spring, increased CH$_2$O production from increased OH and NO concentrations, and an enhanced OH + CH$_4$ reaction rate due to the elevated temperature relative to higher altitudes. By contrast, the midlatitude 6–8 km observations largely reflect methane oxidation and an increased destruction rate by photolysis and OH reaction.
With the exception of the second and sixth deployments, the steep CH$_2$O gradients with altitude above are significantly reduced for the northern midlatitude and high-latitude bins, perhaps reflecting lower CH$_2$O boundary layer sources. The model altitude profiles of Figure 4 in many cases capture the same broad features as the measurements. However, in many cases there are also significant differences. In most such instances the model results are lower than the measurements, particularly at low altitudes where the measured CH$_2$O concentrations are high and thus the model limitations previously discussed may become prevalent. However, there are also cases of model underprediction for measurements <250 pptv. The 6–8 km high-latitude comparisons of the second to fourth deployments are particularly interesting in this regard: (1) the median point-by-point (measurement–model) differences are 129, 124, and 99 pptv for the second to fourth deployments, respectively, and these are significantly larger than all the 6–8 km high-latitude comparisons (median difference = 35 pptv); (2) the regimes in question comprise a nontrivial fraction (25%) of the 6–8 km high-latitude comparisons; and (3) the elevated CH$_2$O can give rise to elevated HOx levels, as will be further discussed. The 3 high-altitude, high-latitude comparisons of the second deployment are further supported by an additional 18 comparisons based upon the radical steady state model (median difference = 181 pptv). The model also underpredicts the observations in the 4–6 km altitude bin for high latitudes during the second to fourth deployments.

It is interesting to note that the high-latitude 4–8 km discrepancies just cited are no longer present in the sixth and seventh deployments, at least on a deployment-averaged basis. This fact illustrates the importance of explicitly examining the temporal dependence in the measurement–model comparisons, and this is shown in Figures 5 and 6. In Figure 5, we display the measured and (diurnal steady state) modeled CH$_2$O for the two highest altitude bins versus deployment number for all three latitude bins along with linear fits of these parameters versus time (slopes designated next to each line). Figure 6 shows this same plot for the next two lower-altitude bins. In Figure 5, the measured and modeled temporal profiles are negligibly small and nearly identical to one another within and between each latitude bin. At high latitudes, the measurements in both altitude ranges of Figure 5 show significant departure from the behavior above. In contrast to the model profiles in both
altitude ranges, where the values typically fall in the 20–40 pptv range with no discernable temporal trend, the measurements show a definite negative temporal dependence. This dependence is particularly pronounced for the 6–8 km altitude bin in deployments 2–7 ($C_0$/pptv month$^{-1}$). This negative trend in the 4–6 km range, although not as pronounced, is still present ($C_0$/pptv month$^{-1}$). It is worth noting that Figures 4 and 5 do not show these same observations for the first deployment, which in part reflects the limited number of (diurnal steady state) comparisons and in part the overall warmer ambient temperatures (to be discussed). However, additional comparisons using the radical steady state model (Table 3 to be discussed) show a median (measurement–model) difference of 162 pptv for the first deployment at ambient temperatures of $51.6^\circ$C, which is similar to that for the second deployment.

In Figure 6, one observes higher measured and modeled CH$_2$O levels and associated higher scatter in the midlatitude bin compared to the northern midlatitude and high-latitude bins. However, there are no discernable differences (to within the slope uncertainties) in the measured and modeled trends within or between each bin. Table 3 tabulates all the high-altitude (6–8 km) and high-latitude ($>57^\circ$N) measurement and model results and the associated sampling conditions. Each row in the table is comprised of a continuous time period within which there are measurement–model comparisons and which satisfy the altitude and latitude conditions above. Both the diurnal steady state and radical steady state measurement–model comparisons are shown. All of the diurnal steady state measurement–model comparisons of Table 3 are used in deriving the 6–8 km high-latitude results of Figure 5 and corresponding comparisons in Figures 4a–4c. Because of the input differences, the radical steady state model in some cases increases the number of measurement–model comparisons. For emphasis, rows in Table 3 with large (measurement–model) discrepancies are indicated in boldface. In all such cases exhibiting large discrepancies there are no signs of recent anthropogenic pollution; tracers like CO, NO, NO$_x$, CNC, and the sum of NMHC (which includes all the alkanes, cycloalkanes, alkenes, and alkynes measured in canisters, see Blake et al. [2003]) are indicative of background air (to be discussed). Comparisons on 7 and 24 March are influenced by the stratosphere. Thus, the elevated measured CH$_2$O levels and associated large (measurement–model)
discrepancies cannot be explained by fresh anthropogenic pollution. Moreover, the discrepancies of Table 3, as well as for other latitude and altitude bins, cannot be explained by measurement imprecision, as will now be discussed.


[37] It is important to examine the magnitude of the high-altitude (6–8 km), high-latitude (>57°N) discrepancies just noted relative to the total measurement and model uncertainties. In Figures 7a and 7b, we plot two time series comparisons acquired during deployments 3 (7 March, see Table 3) and 7 (18 May, see Table 3) to address this issue. These data constitute a subset of the high-altitude and high-latitude data shown in Figure 5. The locations for both time series are reasonably close (see Table 3). As can be seen in Figure 7a, the measurements, with a few exceptions, are substantially higher than both the diurnal steady state and the radical steady state model profiles, which are in excellent agreement. These differences are considerably larger than the total measurement and model uncertainties at the 2σ levels, which are shown by the error bars on each point. The dips in measured CH$_2$O at 1506 and 1519 GMT correspond to a change in air mass. The drop in measured CH$_2$O starting at 1539 GMT corresponds to an increase in ambient temperature; the temperature increases from a median value of −46°C for the 19 measurements prior to 1539 GMT to a median value of −43.9°C for the last 3 points in Figure 7a. As will be discussed, ambient temperature is an important factor in the (measurement–model) discrepancy. The median measured and modeled (diurnal steady state) CH$_2$O concentrations in Figure 7a are 151 and 22 pptv, respectively, and the median point-to-point (measurement–model) difference is 124 pptv. The corresponding median point-to-point difference using the radical steady state model is 129 pptv. Similar large discrepancies, which are greater than the combined known measurement–model uncertainties, are obtained for additional high-altitude, high-latitude time series profiles for deployments 2–4.

[38] In contrast to Figure 7a, Figure 7b yields measurement–model agreement within the combined uncertainties. With the exception of one point (around 1400 GMT), the measurements oscillate about both model results. The median measured and modeled (diurnal steady state) CH$_2$O concentrations in Figure 7a are 151 and 22 pptv, respectively, and the median point-by-point (measurement–model) difference is −9 pptv. Similar results are obtained using the radical steady state model. Other high-altitude, high-latitude profiles throughout deployments 6 and 7 show similar behavior as Figure 7b. Figures 7a and 7b and related plots
provide evidence that the unique high-latitude temporal profile for the 6–8 km altitude range of Figure 5 is not caused by measurement imprecision nor measurement error, at least known error; numerous instrument status and housekeeping variables did not show any anomalies in the measurements. In addition, back trajectories for these as well as additional high-altitude and high-latitude legs show nothing very definitive regarding unique air mass origin to explain the differences in the two figures (i.e., differences in air mass regimes). In many cases the air passed over the same general region in northern Canada, north of the flight track, at altitudes between 6 and 9 km 2 days before sampling for both regimes. After 5 days, the air passed over the Arctic Ocean for both regimes. In other cases the air in both regimes originated from the same latitude as the flight track over the Gulf of Alaska.

5. CH$_2$O Distributions and Measurement–Model Comparisons for Background Conditions

5.1. Background Parsing Criteria

[19] Background conditions were identified using a number of tracers, which are tabulated in Table 4, to minimize the model shortcomings. As discussed in section 3.3 and further by Frost et al. [2002], recent emissions of NO$_x$ (within a few days of sampling) from anthropogenic, biogenic, or lightning sources would result in model underprediction of CH$_2$O. Likewise elevated anthropogenic tracers like CO, C$_2$Cl$_4$, benzene, NMHCs, and elevated particles from CNC measurements were also used to eliminate the model shortcomings. The background cutoff limits were determined by plotting histograms for each species over the TOPSE campaign. With the exception of O$_3$, the upper 10% of each histogram defined the cutoff limits, above which the data were removed. In the case of O$_3$ no upper limit was defined since in many cases elevated O$_3$ is associated with stratospherically influenced air. The lower O$_3$ limit of 37 ppbv represents the lower 10% level, below which data were removed. This was set higher than the partial ozone depletion event (PODE) limit of 20 ppbv defined by Ridley et al. [2003] to further minimize snowpack emissions of CH$_2$O. According to Summer et al. [2002], this source is inversely correlated with O$_3$, and the snowpack CH$_2$O concentration at the surface falls off to around 100 pptv at O$_3$ levels higher than ~37 ppbv. Cutoff limits for the NMHC sum, the alkene sum, and CNC were set to the upper 20%, thus making the selection more stringent. Although even more stringent limits can be chosen at the expense of the number of comparison points, the collective limits of Table 4
ensure that most of the air masses under study are well aged, devoid of fresh emissions.

5.2. Measurement–Model Comparisons and Distributions for Background Conditions

Employing the selection criteria of Table 4, a total of 743 1-min measurement–model (diurnal steady state) comparisons points were identified for 6 deployments (eliminated deployment 5). The selection criteria based on the continuous measurements of NO, NOx, NOy, and CNC, pare down the 1959 points for the full data set to 1046, and the canister measurements of CO, and hydrocarbons remove an additional 303 points. In contrast to the full data set, the maximum measurement and model CH2O values for background conditions defined in Table 4 are 481 and 242 pptv, respectively, and 99% of the measurements are less than 300 pptv. Table 5a tabulates the CH2O measurement and model results for these background conditions for the three latitude and five altitude bands previously discussed, and Table 5b tabulates the point-to-point (measurement–model) differences. These tables are analogous to Tables 2a and 2b for the full TOPSE data set. Both data sets yield fairly similar results at high altitudes (4–8 km) in all 3 latitude regimes, but the full data set yields significantly higher mean and median results at lower altitudes.

A histogram similar to Figure 3 can be constructed for the background data, and at temperatures warmer than 

\[ \frac{45}{\mathbf{C0}} \quad \frac{176}{\mathbf{C1}} \] (N = 711 points), this results in the following (measurement–model) differences: mean = 3 ± 69 pptv and median = 6 pptv. The slightly improved measurement–model agreement compared to the full data set are also reflected in the (measurement–model/measurement) fractional differences; the background data yields values of \(-13\% to 5\% compared 12–23\% for the full data set. Figure 8 displays a slightly revised histogram for the background data. Here the (measurement–model) differences are ratioed to the combined 2σ measurement–model uncertainty limits on a point-by-point basis. The measurement uncertainty, which is dominated by measurement precision, in general exhibits a factor of 2 larger uncertainty than that from the model under background conditions. Thus, the uncertainty term of Figure 8 is largely governed by the measurement precision, and this is reflected in the near Gaussian profile (Gaussian fit denoted by dark solid line)
for the normalized (measurement–model) difference. Comparison data larger than the combined uncertainty limits at the 2σ level, lie to the left and right of the dashed vertical lines at −1 and +1, respectively. Fourteen percent of the data fall in this region. While larger than 5% one would expect based on purely random and uncorrelated measurement and model uncertainties, the results of Figure 8 represent a slight improvement over the 19% value obtained for the full data set. The peak Gaussian fit value is centered near 0, which indicates near 0 measurement–model bias for the background data at temperatures warmer than −45°C.

A bivariate regression fit of the background data where the measurements are averaged into 25 pptv model bins, results in the following: slope = 0.98 ± 0.14, intercept = −2.6 ± 8.4 pptv, and r² = 0.93. The slightly smaller slope compared to the binned regression for the full data set of Figure 2 (1.14) again reflects improved measurement–model agreement employing background conditions, which attempts to minimize the model shortcomings discussed previously. As in section 4.2, we considered the effect of doubling the methanol correction, which assumes canister loss. For background conditions, the mean and median (measurement–model) differences of Figure 8 are slightly increased to −12 ± 71 and −20 pptv, respectively. Since the resulting corrected ambient levels are so low (mean = 44 pptv and median = 34 pptv), these small absolute discrepancies translate to rather large percentage discrepancies of −27% to −59%. Doubling the methanol correction has no effect on the slope for the binned background data.

The background comparisons thus far have been restricted to ambient sampling temperatures >−45°C. This, in conjunction with the fact that the NOy selection limit of Table 4 eliminates some very interesting stratospherically influenced air masses, and the averages of Tables 5a and 5b mix in periods of good agreement with poor agreement, gives the false impression that the large (measurement–model) differences previously noted for the high-latitude and high-altitude bins are no longer present. On the contrary, these discrepancies are still present and reveal some very important mechanistic information about CH₂O production as a function of temperature.

6. Temperature Dependence of the Model Underprediction

Table 6 lists the median deployment ambient temperature for each latitude bin for the two highest altitude ranges (4–6 and 6–8 km) for the entire TOPSE campaign when there are simultaneous CH₂O measurements (not parsed for clean background conditions) and model simulations. As can be seen, the highest latitude bin (>57°N) reveals the coldest sampling temperatures for each altitude range. The
second to fifth deployments of the high-latitude and 6–8 km altitude bins, in particular, show the coldest temperatures of the entire study. Many flight legs during these same extremely cold periods are the very same ones that produced the largest model underpredictions in Figure 5 and Table 3. For facility of discussion we refer to this temperature region as the “very low temperature region.” This region spans different altitude bins, in particular, show the coldest temperatures of the entire study. Many flight legs during these same extremely cold periods are the very same ones that produced the largest model underpredictions in Figure 5 and Table 3. For facility of discussion we refer to this temperature region as the “very low temperature region.”

6.1. Temperature Dependence of the (Measurement–Model) Discrepancy for Background Air Masses

[45] The background data shown in the inset of Figure 8 for temperatures \(<-45^\circ{\text{C}}\) clearly show a measurement–model bias. Although the data are limited in number (N = 32), 66% of the comparison points lie outside of the 2σ combined uncertainty limits. We obtain additional comparison points (N = 73) in this temperature regime by using the radical steady state model and slightly relaxed background parsing criteria based on the more abundant measurements of NO, NOx, NOy, and CNC. In Figure 9, we plot the (measurement–model) CH2O difference as a function of ambient temperature. In addition to the original parsed data we also plot the bin average, median, and standard deviation for the difference, which are calculated for each 2°C temperature range and an exponential fit of the bin averages. This fit is only to facilitate the observation of the temperature trend and not meant to convey the functional form of the discrepancy.

[46] As can be seen by the original data, and more clearly by the temperature-binned data, the (measurement–model) comparisons show a clear departure from 0, starting at temperatures below \(-45^\circ{\text{C}}\), the same temperature range persistent for the high-latitude and high-altitude measurement–model comparisons of deployments 2–5. For facility of discussion we refer to this temperature region as the “very low temperature region.” This region spans different flights and different times. The unparsed full data set shows this same trend only with additional scatter. The average and median (measurement–model) discrepancy in this region are 127 ± 107 and 132 pptv, respectively, with maximum and minimum values of 392 and \(-70\) pptv, respectively. The corresponding comparisons with the diurnal steady state model produce similar results with about one-half the number of points: average and median differences of 113 ± 115 and 126 pptv, respectively, are calculated. By contrast, at temperatures warmer than \(-45^\circ{\text{C}}\) in Figure 9, the binned measurements and radical steady state model results are in excellent agreement: one calculates an average difference of \(\pm 71\) pptv and a median difference of...
Figure 7. (a) Measured and modeled high-altitude (7 km) time series plots acquired on 7 March in deployment 3. The total uncertainties for both measurements and models at the 2σ level are shown by the error bars. (b) Similar plot as (a) but only for 18 May in the seventh deployment. The median temperature for the entire time series is $-45.7^\circ$C in (a) and $-46.6^\circ$C in (b).
−1 pptv. Comparing correspondings with the diurnal steady state model produce similar results: average and median differences of 3 ± 69 and −6 pptv, respectively. The large outlier points of Figure 9 at temperatures > −45°C are few in number compared to the bulk of the comparisons near 0 difference. In contrast, the very low temperature points of Figure 9 have very few small and negative deviations. At the highest temperature bin in Figure 9, the average (−61 pptv) and median (−65 pptv) (measurement−model) discrepancies are somewhat larger than the rest of the warmer region (T > −45°C). This may be an artifact caused by the low number of binned points (N = 5). The average number of binned points for the entire warm region is 28 and 13 for the very low temperature region. [47] As seen in Table 3, which comprises a subset of the broader altitude and latitude comparison points of Figure 9, very low temperatures were encountered on every deployment; however, these temperatures were more persistent in deployments 2–5. It is important to reiterate that the very low temperature region did not experience recent anthropogenic emissions: the median concentrations of NO, NO₂, NO₃, and CNC were 12 pptv, 29 pptv, 367 pptv, and 125 particles cm⁻³, respectively. The measurement precision for comparisons in the very low temperature regime, moreover, should not be an issue. Like Figure 7a, which comprises one flight leg in this regime, the measurement precision (median 2σ precision = 76 pptv) is smaller than the (measurement−model) difference. When one further combines this with measurement and model uncertainty estimates (2σ levels) in quadrature, one arrives at a median total uncertainty of 79 pptv for the (measurement−model) difference. By comparison, 50% of the (measurement−model) differences yield values greater than 132 pptv and 25% yield differences larger than 191 pptv for the very low temperature regime. [48] Although there are time periods where the measurements and models are in agreement at very low temperatures (see Figure 9 and Table 3), the model underestimate the measurements for the majority of points (66%), at least for the first 4 deployments. By contrast, during the sixth and seventh deployments, virtually all the very low temperature comparisons yield measurement−model agreement within the mutual uncertainties. Figure 7b is a case in point. At time periods extending from 1354 to 1418 GMT, the ambient temperature was less than −45°C, yet with the exception of the 1 point at 1400 GMT, the measured and modeled CH₂O concentrations are in excellent agreement. Thus, very low temperatures appear to be a necessary but not sufficient condition for large (measurement−model) discrepancies in background air masses. Perhaps low light conditions as well as cold temperatures may be important in this regard. The CH₂O lifetime, which is largely controlled by CH₂O photolysis, averages 5.7 hours in Figure 7a (average solar zenith angle for this deployment was 76°), compared to 2.3 hours in Figure 7b (average solar zenith for

<table>
<thead>
<tr>
<th>Lat Bin</th>
<th>Palt Bln.</th>
<th>Measurement Mean ± 1σ</th>
<th>Measurement Median</th>
<th>N</th>
<th>Model Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>40–50°N</td>
<td>0–0.2</td>
<td>46 ± 65</td>
<td>46</td>
<td>7</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>0.2–2</td>
<td>33 ± 64</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>50–57°N</td>
<td>0–0.2</td>
<td>46 ± 65</td>
<td>46</td>
<td>7</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>0.2–2</td>
<td>33 ± 64</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>&gt;57°N</td>
<td>0–0.2</td>
<td>46 ± 65</td>
<td>46</td>
<td>7</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>0.2–2</td>
<td>33 ± 64</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
</tbody>
</table>

*Differences (Diff.) are given in pptv. Note that the median point-to-point differences here are slightly different than the differences of the median values shown in Table 5a. This table is the analog of Table 2b where all the measured and modeled CH₂O values are tabulated.

Table 4a. Tabulation of All Background 1-min CH₂O Measurements and Model Results in Three Latitude and Five Altitude Bins for All Six Deployments Combined

<table>
<thead>
<tr>
<th>Lat Bin</th>
<th>Palt Bln.</th>
<th>Measurement Mean ± 1σ</th>
<th>Measurement Median</th>
<th>N</th>
<th>Model Median</th>
</tr>
</thead>
<tbody>
<tr>
<td>40–50°N</td>
<td>0–0.2</td>
<td>46 ± 65</td>
<td>46</td>
<td>7</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>0.2–2</td>
<td>33 ± 64</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>50–57°N</td>
<td>0–0.2</td>
<td>46 ± 65</td>
<td>46</td>
<td>7</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>0.2–2</td>
<td>33 ± 64</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>&gt;57°N</td>
<td>0–0.2</td>
<td>46 ± 65</td>
<td>46</td>
<td>7</td>
<td>46</td>
</tr>
<tr>
<td></td>
<td>0.2–2</td>
<td>33 ± 64</td>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
</tbody>
</table>

*Measurements and model results are given in pptv. The parsing criteria of Table 4 were used to generate these data. This table is the analog of Table 2a where all the measured and modeled CH₂O values are tabulated.
this deployment was 58°C). However, additional factors may be important, as the photolysis rates for the CH2O measurement–model agreement times at 1506 and 1519 GMT in Figure 7a are within 14% of those for the full profile of Figure 7a.

6.2. Possible Mechanisms Responsible for the Very Low Temperature (Measurement–Model) Discrepancy and the Effect on Upper Tropospheric HOx Budget

[50] In a number of recent studies, model CH2O calculations were consistently lower than clean background ambient measurements [Ayers et al., 1997; Weller et al., 2000; Jaegle et al., 2000; Frost et al., 2002], and in some cases this has fueled speculation concerning the need for additional CH2O production mechanisms. In this section, we examine the measurement–model agreement using the radical steady state calculation employing various hypothetical new CH2O production mechanisms.

[50] Recent CH2O measurement–model comparisons [Ayers et al., 1997; Weller et al., 2000] as well as laboratory studies [Elrod et al., 2001] have speculated on the direct production of CH2O from the following reaction:

\[
\text{(R5) } \quad \text{CH}_3\text{O}_2 + \text{HO}_2 \rightarrow \text{CH}_2\text{O} + \text{H}_2\text{O} + \text{O}_2.
\]

\[
\begin{array}{|c|c|c|c|c|c|}
\hline
\text{Lat Bin} & \text{Deployment} & \text{Palt Bin} & \text{Median } T & \text{Palt Bin} & \text{Median } T \\
\hline
40–50°N & 1 & 4–6 & -22.0 & 6–8 & -38.6 \\
2 & -22.7 & & & & \\
3 & -21.5 & & & & \\
4 & -23.8 & & & & \\
5 & & & & & \\
6 & & & & & \\
7 & & & & & \\
\hline
50–57°N & 1 & 4–6 & -29.0 & 6–8 & -36.0 \\
2 & -28.6 & & & & \\
3 & -18.1 & & & & \\
4 & -25.6 & & & & \\
5 & & & & & \\
6 & & & & & \\
7 & -20.4 & & & & \\
\hline
>57°N & 1 & 4–6 & -29.6 & 6–8 & -38.2 \\
2 & -32.9 & & & & \\
3 & -28.2 & & & & \\
4 & -33.9 & & & & \\
5 & -32.7 & & & & \\
6 & -32.3 & & & & \\
7 & -30.5 & & & & \\
\hline
\end{array}
\]

*Temperatures in boldface are lower than −45°C.
This reaction, which is not included in most standard models, including the two employed in this study, may accelerate the production of CH$_2$O by circumventing the production of CH$_3$OOH via (R6), which is included in the models:

\[ \text{CH}_3\text{O}_2 + \text{HO}_2 \rightarrow \text{CH}_3\text{OOH} + \text{O}_2 \]  

(R6)

Despite the fact that CH$_3$OOH photolysis and reaction with OH will also produce CH$_2$O, inclusion of (R5) will accelerate the CH$_2$O production rate when [CH$_3$OOH] is fixed by the measurements.

[51] During clean marine low NO$_x$ background conditions at Cape Grim, Ayers et al. [1997] measured hourly CH$_2$O averages that were consistently higher by about a factor of 2 than those modeled using a standard set of reactions ((R5) yield set to 0). This discrepancy was eliminated when a temperature-independent branching ratio of 0.40 was assumed for (R5) and 0.60 for (R6). Following the work of Ayers et al., Weller et al. [2000] included (R5) with a branching ratio of 0.40 in their calculations and found much better measurement–model agreement. Very recently, Elrod et al. [2001] studied the kinetics of (R5) and (R6) as a function of temperature (298–218 K) in a turbulent flow tube and found that the reaction rate and branching ratio for (R5) increased as the temperature decreased. The branching ratio increased from 0.11 at 25°C to 0.31 at temperatures around −55°C. Based on photochemical model and ground-based measurement comparisons in the urban Nashville plume, Thornton et al. [2002] have concluded that the product of the rate constant and branching ratio for the reaction between RO$_2$ and HO$_2$ to form ROOH and O$_2$ needs to be reduced by a factor of 3–12. Such a reduction may lead to increased CH$_2$O production at higher NO concentrations.

[52] The steady state radical model was run to include each of the above cases as well as one additional case involving the production and destruction of the stable reservoir species CH$_3$OONO$_2$ (MPN). The companion paper by Cantrell et al. [2003] gives details of these calculations and the input assumptions. The formation of MPN, which becomes more favorable as the temperature is lowered, results from the association of CH$_3$O$_2$ with NO$_2$. Thermal decomposition will reform the starting materials. However, by analogy to HO$_2$NO$_2$, photolysis could produce CH$_3$O + NO$_2$ about 1/3 of the time. The CH$_3$O radical would then rapidly form CH$_2$O by reaction with O$_2$. These calculations only give a rough estimate for the importance of MPN since there are large uncertainties in the dissociation and photolysis rates, quantum yields, and whether or not MPN is in steady state.

[53] When plots analogous to Figure 9 are constructed for the various cases just described, one finds only slight improvements between measured and modeled values for the very low temperature region. The Thornton et al. [2002] assumption, where the rate between RO$_2$ and HO$_2$ was
reduced by a factor of 12 improves the agreement the most. However, the improvement is only 29 pptv, and, as with all the nonbase case results, this slight improvement is achieved at the expense of larger disagreement in the higher-temperature regime starting at around $-10^\circ$C. These results, therefore, offer no clear indication supporting any one mechanism over the rest. In fact, one can argue that the base case provides the best overall agreement over the entire temperature range. This does not imply that the temperature-dependent (R5) yield prescribed by Elrod et al. [2001] is not operative, but it is not sufficient to explain the (measurement–model) discrepancies observed here.

In addition to the mechanisms above, Jaegle et al. [2000] raised the possibility of heterogeneous conversion of methanol to CH$_2$O on aerosols to explain factors of 2–3 model underpredictions during the SONEX airborne campaign in the 8–12 km range. The aerosol measurements of the present study do not show any obvious differences between the two temperature regimes with respect to aerosol size, number density, or surface area. In addition, the limited canister methanol measurements of the present study also do not reveal elevated concentrations in the low temperature regime in question. The measurements of the present study, therefore, do not reveal any obvious indicators to support heterogeneous conversion of methanol to CH$_2$O on aerosols as the cause of the very low temperature (measurement–model) discrepancies. This is supported by the recent laboratory study of Iraci et al. [2002], which found no evidence for reaction of methanol with cold sulfuric acid aerosols.

Other factors that should be considered in the observed (measurement–model) discrepancies at low temperatures include reactions of O(1D) and/or Cl with CH$_4$, systematically high CH$_2$O photolysis frequencies at low temperatures, and sample inlet artifacts in the CH$_2$O measurements at very low temperatures. Only at altitudes greater than approximately 25 km are the concentrations of O(1D) high enough to become important in producing extra CH$_2$O. At temperatures around $-45.6^\circ$C, Cl reaction with CH$_4$ is 24 times faster than OH with CH$_4$, and based on typical calculated [OH] around $1.2 \times 10^6$ for high altitude and high latitudes during the early deployments, Cl concentrations of only $5 \times 10^6$ mol cm$^{-3}$ are needed to give an identical CH$_2$O production rate as OH. Although such concentrations might be possible for stratospheric air and indeed elevated CH$_2$O is sometimes observed in stratospherically influenced air as in the case of Figure 7a, enhanced CH$_2$O is also observed in tropospheric air in many other cases. Thus reaction of Cl with CH$_4$ cannot explain the elevated CH$_2$O in most cases. This is consistent with measurement ratios for C$_2$Cl$_4$/CH$_2$Cl$_2$ during TOPSE. Since the reaction rate of Cl with C$_2$Cl$_4$ is about a factor of 300 times that for CH$_2$Cl$_2$ and both have comparable loss rates with OH and comparable sources, one would expect to observe a sharp change in the above ratio for air in which Cl processing is prevalent. Unfortunately, there is no such clear and consistent signature with the elevated CH$_2$O observed during TOPSE. Likewise, based upon standard additions of CH$_2$O standards to ambient air in the TDLAS inlet, there is no evidence for sample loss. Such losses, moreover, would reduce the (measurement–model) discrepancies. These precautions, however, cannot rule out thermal decomposition of MPN or some other CH$_2$O precursor in the warm TDLAS inlet, producing a CH$_3$O artifact at low temperatures. The results of Cantrell et al. [2003] provide further evidence suggesting that the elevated CH$_2$O observations in the very low temperature regime is related to a real atmospheric process and not an inlet artifact. Measurement–model comparisons for the sum of HO$_x$ and RO$_x$ radicals by Cantrell et al. [2003] reveal a very similar temperature trend as Figure 9 when model calculated CH$_2$O concentrations are used. Employing measured CH$_2$O concentrations eliminates the very low temperature HO$_x$–RO$_x$ (measurement–model) discrepancy. This observation, moreover, suggests that errors in CH$_2$O photolysis frequencies at low temperatures are not responsible for the CH$_2$O discrepancies. Although we cannot unequivocally rule out the possibility that the HO$_x$–RO$_x$ measurements of Cantrell et al. [2003] are plagued by a similar inlet artifact as the CH$_2$O measurements, it is highly unlikely since all the important reagent chemistry occurs at ambient temperatures outside the aircraft cabin.

Very low temperatures and elevated CH$_2$O concentrations at high altitudes were observed over a rather wide geographic area during TOPSE. Elevated CH$_2$O measurements were observed from latitudes as far south as 50.9°N over Lake Winnipeg in February to as far north as 83.7°N over the Arctic Ocean during March and April. Whatever the cause, the elevated CH$_2$O concentrations observed in this study may have a significant impact on upper tropospheric HO$_x$. For example, when one calculates the ratio of diurnally averaged HO$_x$ employing measured CH$_2$O to that using modeled CH$_2$O, one arrives at a ratio of 1.7 for high latitudes (>57°N) and high altitudes (6–8 km) during the third deployment. This ratio extrapolates to a value of 2.2 during the first deployment and linearly drops to 1.2–1.3 during the last two deployments. The companion paper by Cantrell et al. [2003] discusses the HO$_x$ budget in further detail.

It is interesting to note that ER-2 measurements of HO$_x$ by Wennberg et al. [1998] over California at around 8 km (solar zenith angle of 70°) are as much as a factor of 2 higher than those modeled using primary production from the reaction of O(1D) with H$_2$O with the addition of acetone photolysis. Wennberg et al. [1998] note that the biggest (measurement–model) discrepancies occurred during winter and for the highest solar zenith angles. During the first four deployments in TOPSE where elevated CH$_2$O was observed, high-altitude (6–8 km), high-latitude (>57°N) solar zenith angles ranged between 82° (first deployment) and 75° (fourth deployment). Although the elevated CH$_2$O concentrations observed in the present study are consistent with the missing HO$_x$ noted by Wennberg et al. [1998], at present it is not clear if there is a direct linkage, since no CH$_2$O measurements were acquired by Wennberg et al. [1998]. Nevertheless, the elevated high-latitude and high-altitude CH$_2$O observations during TOPSE illustrates the importance of CH$_2$O in the HO$_x$ budget of the middle, and quite possibly upper, troposphere.

7. Summary and Conclusions

The present paper describes an extensive set of 1-min airborne CH$_2$O measurements acquired by TDLAS during...
the TOPSE study and comprehensive comparisons with steady state model calculations. Measurements were segregated into 3 latitude and 5 altitude bins, and all 3 latitude bins revealed decreasing \( \text{CH}_2\text{O} \) concentration with increasing altitude, as expected from the decreased source strength and increased photolysis rates. With the exception of the lowest latitude bin for the lowest altitudes (0.2–4 km), and the 4–8 km altitude range for the highest latitude bin, the median measured \( \text{CH}_2\text{O} \) concentrations either did not show any clear temporal trends from February to May in each altitude bin or such trends were negligibly small. The low-latitude, low-altitude exception (increasing \( [\text{CH}_2\text{O}] \) with time), was caused by increases in \( \text{CH}_2\text{O} \) boundary layer sources, and in \( \text{OH}, \text{NO}, \) and temperature. The high-latitude and high-altitude exception (decreasing \( [\text{CH}_2\text{O}] \) with time) revealed additional \( \text{CH}_2\text{O} \) sources from February to mid-April.

[59] Measurement–model comparisons were carried out using a number of different approaches using two different models. Under background conditions, which should be the most appropriate for comparison since the modeling limitations are minimized, the overall agreement ranges between −13% and +5% for temperatures warmer than −45°C. This corresponds to mean and median (measurement–model) differences of 3 ± 69 and −6 pptv, respectively. This agreement is quite good, particularly when one considers the factors that may be operative in such comparisons, the results of the present study along with those from Wagner et al. [2002] suggest that it is indeed possible to obtain good measurement–model agreement on average under background conditions without recourse to additional \( \text{CH}_2\text{O} \) production mechanisms, at least at temperatures warmer than −45°C. At colder temperatures, significant differences were observed for deployments 2–5 (February to 4 April) over a wide geographic region from southern Canada over Lake Winnipeg to the Arctic Ocean. For background conditions, measured \( \text{CH}_2\text{O} \) was as much as 392 pptv higher than modeled, and the median difference was 132 pptv at very low temperatures. In contrast, virtually all the very low temperature comparisons produced good measurement–model agreement during deployments 6 and 7 (23 April to 23 May). Thus, very low temperatures appear to be a necessary but not sufficient condition for additional sources of \( \text{CH}_2\text{O} \) in background air masses. Perhaps low light conditions as well as cold temperatures may be important in this regard. A number of possible mechanisms were investigated, and aside from slight improvements in the agreement, the model underprediction was still large and this was achieved at the expense of poorer agreement at warmer temperatures. Thus there is no clear evidence supporting one mechanism over the rest. Numerous other possibilities were also considered, and in each case there was no compelling evidence to support any of the hypotheses. Unmeasured NMHCs cannot be ruled out as the cause of the low temperature discrepancy.

[60] Whatever the cause, the elevated \( \text{CH}_2\text{O} \) concentrations observed in this study may have a significant impact on upper tropospheric \( \text{HO}_x \) at high latitudes during the February–March time frame. Clearly, additional \( \text{CH}_2\text{O} \) measurement–model comparisons employing measure-

ments with even higher precision than the present study are needed over a wide range of geographic regions and sampling conditions to further address the many questions raised herein. Such studies should further investigate the role of aerosol composition, air mass history, particularly chemical processing that may occur in the dark, as well as the presence of additional carbon-containing compounds not measured during TOPSE.
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